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Modern society relies on and profits from well-balanced computerized systems. Each of these systems
has a core mission such as the correct and safe operation of safety critical systems or innovative and
effective operation of e-commerce systems. It might be said that the success of these systems depends
on their mission. Although the concept of ‘‘well-balanced” has a slightly different meaning for each of
these two categories of systems, both have to meet customer needs, deliver capabilities and functions
according to expectations and generate revenue to sustain today’s highly competitive market. Tighter
financial constraints are forcing safety critical systems away from dedicated and expensive communica-
tion regimes, such as the ownership and operation of dedicated communication links, towards reliance
on third parties and standardized means of communication. As a consequence, knowledge about their
internal structures and operations is more widely and publicly available and this can make them more
prone to security attacks. These systems are, therefore, moving towards a remotely exploitable environ-
ment and the risks associated with this must be controlled.

Risk management is a good tool for controlling risk but it has the inherent challenge of quantitatively
estimating frequency and impact in an accurate and trustworthy way. Quantifying the frequency and
impact of potential security threats requires experience-based data which is limited and rarely reusable
because it involves company confidential data. Therefore, there is a need for publicly available data
sources that can be used in risk estimation. This paper presents a risk estimation model that makes
use of one such data source, the Common Vulnerability Scoring System (CVSS). The CVSS Risk Level Esti-
mation Model estimates a security risk level from vulnerability information as a combination of fre-
quency and impact estimates derived from the CVSS. It is implemented as a Bayesian Belief Network
(BBN) topology, which allows not only the use of CVSS-based estimates but also the combination of dis-
parate information sources and, thus, provides the ability to use whatever risk information that is avail-
able. The model is demonstrated using a safety- and mission-critical system for drilling operational
support, the Measurement and Logging While Drilling (M/LWD) system.

� 2009 Elsevier Inc. All rights reserved.
1. Introduction against each other. Such an analysis is best made based on quanti-
Making informed and justifiable trade-offs between cost, safety,
security and mission is essential for controlling risks to safety- and
mission-critical systems. This is of particular importance during
the planning and development of such systems as early decisions
can reduce development cost and ease the risk control. Controlling
risk is non-trivial and involves a number of trade-offs: both safety
and security must be balanced with mission and security, safety
and mission must be balanced with costs, time-to-market and
other business constraints.

In general, a trade-off involves an analysis where the risks of
one solution and those of alternative solutions are evaluated
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tative data, provided that the data has clear semantics. Although
quantitative data is more precise than qualitative data, the latter
is often more descriptive but harder to compare as both the syntax
and the semantics might be unclear. Thus, a Risk Level Estimation
Model that produces quantitative risk estimates is preferable. One
such model is the CVSS Risk Level Estimation Model presented in
this paper. This model supports trade-off analysis of any type of
system but, in this paper, it is applied to the control of risks in a
Measurement and Logging While Drilling (M/LWD) system on oil
and gas drilling installations (Haines et al., 2006). Such systems
are becoming more dependent on data transfer over infrastructure
that is remotely accessible and, therefore, prone to inherent acci-
dental and intentional faults from known vulnerabilities1 (passive)
1 Know vulnerabilities refer to vulnerabilities made known to the public by
publishing on the Internet, in bulletin boards or similar.
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sources such as software, operating system or hardware; and (ii)
environmental (active) sources such as malicious software (e.g.
worms and Trojans) and malicious users (e.g. attackers). In addition,
there are accidental faults that may arise from a design flaw or as a
result of usability issues (system misbehaviour caused by uninten-
tional actions performed by authorized users). Nevertheless, a
safety- and mission-critical system such as the M/LWD system
should deliver services as a result of authorized requests and deny
the execution of unauthorized requests. This means that such a sys-
tem needs the ability to maintain the system integrity, also referred
to as the attack resistance of the system, regardless of the source or
type of faults it may be exposed to.

Gaining knowledge of the risks involved, including the security
risks, is essential for ensuring sustainable profit. This is because
budget might be restricted and both risk and cost should be within
acceptable limits. Considering our example system, dedicated
communication links are both costly and resource demanding
but the risks involved are more controllable. Thus, the following
trade-off question is relevant for the M/LWD system, ‘‘Can security
risks be kept under control if a less expensive communication infra-
structure is implemented between the drilling rig and the support cen-
tres?” As this decision depends on the costs associated with each
alternative (i.e., a dedicated or an open communication infrastruc-
ture) as well as the risks related to safety, security and mission,
controlling risk and considering potential trade-offs, thus, become
essential.

The first steps towards controlling risks to the M/LWD system
are to define the system boundaries and the system environment
and to ensure a good and common understanding of both, but par-
ticularly the system environment. By setting the system boundary
on the communication end-points it becomes necessary to gather
information about: (i) vulnerabilities on the communication link
itself and on its end-points; (ii) the potential ways to exploit these
vulnerabilities; and (iii) the consequences of their successful
exploitation. As we are talking about future events, little experi-
ence-based data is available and this makes information gathering
rather challenging. However, vulnerability information sources do
exist that, even though do not provide information collected from
similar systems in the context of the safety domain, can be used to
aid risk level estimation. The Risk Level Estimation Model de-
scribed in this paper makes use of experience data from one such
vulnerability source, namely the Common Vulnerability Scoring
System (CVSS) (CVSS calculator, 2007; Mell et al., 2007).

The CVSS provides a universal and vender-independent score of
known vulnerabilities. Several large hardware and software devel-
opment organizations have already adopted CVSS as a reporting
metric in vulnerability bulletins, as well as scanning tool vendors
such as Nessus and Qualys and the NIST (National Institute of Stan-
dards and Vulnerabilities). NIST (2009) maintains the National Vul-
nerability Database (NVD, 2009), which is a large worldwide
database of known vulnerabilities. The CVSS score is composed of
three metric groups (base, temporal and environmental). Each pro-
vides equations and input arrays that together create one CVSS score
for a particular vulnerability. The CVSS Risk Level Estimation Model
presented in this paper uses neither the CVSS equations nor the final
CVSS scores directly but, rather, restructures the attributes of the
three metric groups to estimate the frequency of potential fault
introduction and the magnitude of the impact that these may cause.
These two estimates are combined into a risk level estimate. The
model is implemented as a Bayesian Belief Network (BBN) (Jensen,
1996; Pourret et al., 2008) as this allows for multiple frequency
and impact estimation sources and for combining CVSS information
with expert opinions supporting disparate information sources. BBN
also allows the input of information on multiple abstraction layers
by means of forward and backward calculation to derive the fre-
quency, impact and risk level estimates. Thus, if a certain risk level
Please cite this article in press as: Houmb, S.H., et al. Quantifyingsecurity risk l
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is imposed, it is possible to use the BBN model to derive the fre-
quency and impact estimates needed to meet this demand and, from
that, better select effective security measures.

The contribution of this paper is three-fold:

1. It presents a model for the quantitative estimation of the secu-
rity risk level of a system or particular parts of a system.
Although the model in this paper is considered only for a safety-
and mission-critical system, it can be applied to any kind of
computerized system where security is a critical factor.

2. The model takes advantage of publicly available data from the
CVSS. The CVSS performs two roles in the risk model: (i) it is
used to construct the model, determining the structure of the
BBN; and (ii) it is used as input information when running the
model, e.g. by providing rating values as conditional probability
functions used in the calculation of the risk level; and

3. The implementation of the model as a BBN topology provides
flexibility. It allows estimates from the CVSS to be combined
with information from other sources (e.g. data derived from risk
management best practices) and to input information at various
levels of abstraction.

These are the main advantages of the CVSS Risk Level Estima-
tion Model and represent the novelty of our model in relation to
alternative models.

The paper is organised as follows: Section 2 details the problem
context within which the model is applied in this paper, i.e., the
M/LWD system. Section 3 introduces the CVSS and the three metric
groups of CVSS. Section 4 presents the CVSS Risk Level Estimation
Model, where: Section 4.1 describes the computational steps in-
volved in deriving security risk level; Section 4.2 discusses how
CVSS has been reorganized in the model for frequency and impact
estimation; Sections 4.3 and 4.4 introduce the concept of BBN,
present the BBN implementation of the model and discuss how
CVSS were used to determine the structure of the BBN. Section 5
gives an example of using the CVSS Risk Level Estimation Model
implemented as a BBN to derive frequency and impact estimates
and, from these, the security risk level in the context of the
M/LWD system. This section also discusses how to use CVSS as
an information source to the frequency and impact estimation
variables in the BBN. Section 6 puts the Risk Level Estimation
Model into the context of related work and discusses its strengths
and weaknesses and Section 7 summarises the main contributions
of the paper and outlines some of the plans for future work.
2. Problem context

In a modern offshore drilling environment the M/LWD system is
an integral and important part of maintaining business continuity
and safety. The system is integrated with collar-mounted tools (i.e.,
sensors) placed physically close to the drill bit. These are responsi-
ble for performing a wide variety of measurements which are then
sent to the surface using, most commonly, pressure pulses in the
drilling mud (Gardner and Merchant, 1996). Data collected by
the MWD subsystem include the direction and inclination of the
well, drilling and mechanical information and pressure indicators.
Data logged by the LWD subsystem relates to the formation evalu-
ation (FE) data such as natural gamma radiation, formation poros-
ity, density and formation resistivity (Clark et al., 1996; Wright,
1991; Minette, 1995) used by geologists to optimise the placement
of the well in real-time. The safety of personnel on a drilling instal-
lation is always the first priority. The M/LWD system provides a set
of safety-critical data that is constantly monitored by engineers sit-
uated both onshore and offshore. One example of such data is the
pressure readings from the surface and downhole that are used to
evel from CVSS estimates of frequency and impact. J. Syst. Software (2009),
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identify kicks, blowouts, stuck pipe situations, lost circulation and
higher-than-certified pressure on the standpipe.

The mission of most oil and gas wells is to penetrate a formation
containing hydrocarbons and thus the drilling operation is mission
and safety critical. Well drilling is associated with high costs with
average rig rates in the range of USD 30,000 per day (for a Drill
Barge drilling at up to 150ft water depth) to over USD 380,000
per day (for a Semisubmersible offering in excess of 4000ft water
depth) (Rigzone.com, 2009). Additional costs come from services,
logistics and administration. Consequently the oil companies and
oilfield service providers find it important to maintain continuous
and effective operations. In response to this demand, several on-
shore drilling operational support centres have been established
to support multiple offshore installations simultaneously (Schlum-
berger Remote Operations Management, 2009). These centres host
the most experienced experts who are best suited to support the
offshore staff with valuable advice. As the focus on safety, effec-
tiveness and cost optimisation increases it becomes an attractive
option to reduce the field staff and run as much as possible of
the operations remotely from the support centres. A history of
technological advances in drilling and a case study of remote oper-
ations can be found in Aldred et al. (2005). This is particularly
interesting for the M/LWD system because it enables it to be oper-
ated directly by remote access to the offshore computers. Having
fewer people offshore is safer as personnel are less likely to hurt
themselves in an office as can be seen from the UK Health and
Safety Executive statistics which lists various onshore injury rates
(Health and Safety Executive, 2009a) and offshore injury rates
(Health and Safety Executive, 2009b). It is also significantly less
expensive and logistically easier to work from an onshore office.

One of the drawbacks of running the M/LDW system remotely is
the need for a communication link. To gain remote access to the
computers offshore and to receive all the important data, commu-
nication must remain uninterrupted at all times. Without the cor-
rect interpretation of the downhole data the operations on the rig
may have to stop at short notice. Thus, the use of these onshore
operational centres adds to the demands for the reliability, avail-
ability, confidentiality and integrity of the communication links
and the data communicated between the offshore and onshore
sites. Traditionally, all communication is over dedicated, company
owned or trusted third party leased communication links. Due to
cost constraints this situation is changing and remotely accessible
communication means have been introduced. This exposes data to
vulnerabilities in the communication channel itself and on the
communication end-points. Fig. 1 illustrates the transition from
traditional thinking to the new situation where a shared satellite
Fig. 1. Transition from controlled communication (left-hand side) to open com
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link hosts the communication from the rig to the experts onshore.
As we can see in the figure, in the new situations experts are also
allowed to access rig information from additional locations such as
from their home computer or small, personal handheld devices. In
this paper, we show how the CVSS Risk Estimation Model, de-
scribed in Section 4, can be used to derive the risk level of the
new communication paradigm by estimating the frequency and
impact of vulnerabilities inherent in the M/LWD system communi-
cation. This risk estimate can be used to help decision makers to
plan future investment, to determine the level at which a particu-
lar solution is safe and financial sustainable and, from that, to en-
sure safety and mission continuity.

3. Common Vulnerability Scoring System (CVSS)

The following paragraphs describe those parts of the CVSS rele-
vant to building and using the CVSS Risk Level Estimation Model.

The CVSS, maintained by FIRST (Forum of Incident Response and
Security Teams) (www.first.org), was launched in 2004 and is cur-
rently on its second version. It is a system that provides one score,
the so-called CVSS score, for each known vulnerability reported in
vulnerability databases such as the NVD (National Vulnerability
Database, 2009). It calculates this score using attributes grouped
into three metric groups: base, temporal and environmental. A
CVSS score is a decimal number in the range [0.0, 10.0], where
the value 0.0 is no rating (vulnerability close to not possible to ex-
ploit) and the value 10.0 is full score (vulnerability easy to exploit).

The base metric group quantifies the intrinsic characteristics of
a vulnerability in terms of two sub-scores: (i) exploitability_sub-
score; composed of access vector (B_AV), access complexity (B_AC)
and authentication instances (B_Au), and (ii) impact_subscore to con-
fidentiality (B_C), integrity (B_I) and availability (B_A). The access
vector is evaluated in terms of local, adjacent network or network;
access complexity in terms of high, medium or low; authentication
instances in terms of multiple, one or none; and the base impact
attributes are all rated in terms of none, partial or complete. Experts
(from NIST) analyse the vulnerabilities reported in the NVD and as-
sign one of the above-mentioned qualitative values to each base
attribute for all vulnerabilities. Experts can only use the pre-de-
fined qualitative values when evaluating vulnerabilities as the
main intention of CVSS is to produce comparable vulnerability rat-
ings. The base metric attributes are often provided by the vendor of
the product in which the vulnerability has been discovered or by a
third party. Furthermore, the characteristics of the base metric
attributes are such that they are testable and hence can be vali-
dated. As an example, it is possible to prove or demonstrate the
munication (right-hand side) between drilling rig and onshore experts.

evel from CVSS estimates of frequency and impact. J. Syst. Software (2009),
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ability to exploit a particular vulnerability from a network-type
location such as the Internet, as either the exploit is already docu-
mented (an attack exploiting the vulnerability from a network-
type location is already known) or it can be simulated.

The NVD reports the following information relevant to the base
metric attributes: (i) the base score; (ii) the exploitability and im-
pact sub-scores; and (iii) the base vector from which the base score
has been derived. This makes it possible to perform an additional
evaluation, if necessary, as all relevant information is made known
to the public. For example, the vulnerability CVE-1999-0196 (Na-
tional Vulnerability Database, 2009) has a base vector (AV:N/
AC:L/AU:N/C:P/I:N/A:N) which is interpreted as follows:

AV:N – the access vector is ‘‘network” (i.e., the vulnerability can
be exploited remotely);
AC:L – the complexity involved in exploiting the vulnerability is
‘‘low”;
AU:N – authentication required for the exploitation of the vul-
nerability is ‘‘none”;
C:P – the impact on confidentiality of a successful exploitation
of the vulnerability is ‘‘partial”; and
I:N/A:N – the impact on both integrity and availability of a suc-
cessful exploitation of the vulnerability is ‘‘none”.

The temporal metric group quantifies dynamic aspects of a vul-
nerability in terms of three attributes: (i) exploitability tools & tech-
niques (T_E), (ii) remediation level (T_RL) and (iii) report confidence
(T_RC). The exploitability attribute (T_E) refers to the availability
of code or techniques for automatically or manually exploiting a vul-
nerability and is evaluated in terms of: unproved, proof-of-concept,
functional or high. The remediation level attribute (T_RL) refers to
the type of remediation available for the vulnerability in terms of:
official fix, temporary fix, workaround or unavailable. The report con-
fidence attribute (T_RC) refers to the status of the information about
the existence of the vulnerability (whether it is confirmed by trust-
able sources or not). It is evaluated as: unconfirmed, uncorroborated
(conflicting sources of information) or confirmed. For all three attri-
butes the list of options reflects increasing levels of exploitability.

The environmental metric group quantifies three relevant as-
pects of a vulnerability that all depend on the system environment
and the stakeholders’ values: (i) collateral damage potential
(E_CDP), (ii) target distribution (E_TD) and (iii) security requirements.
The collateral damage potential attribute (E_CDP) measures the po-
tential damage to life and the loss of value for physical assets, rev-
enue and productivity in terms of the qualitative scale: none, low,
low-medium, medium-high or high. The security requirements attri-
butes identify to the desired levels of security within a system in
Fig. 2. System internal and environmental fault introduction as risk leve
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terms of: confidentiality (E_CR), integrity (E_IR) and availability
(E_AR). Each is measured as: low, medium or high.

Target distribution is not used explicitly in the CVSS Risk Level
Estimation Model but, rather, is included as part of the CDP attri-
bute. This attribute is intended to estimate the percentage of sys-
tems that could, potentially, be affected by a particular
vulnerability and, as it is still difficult to estimate how much the
impact is increased if several instances of a vulnerability are pres-
ent in a system, it is assumed that this can be considered implicitly
as part of the collateral damage potential, if available. Also, for
safety- and mission-critical systems such as the M/LWD system,
best practice is to design for robustness, e.g. use different operating
systems and software from several vendors to avoid situations
where the same vulnerability may be present simultaneously in
several components of a system. Nevertheless, the model could
be extended with target distribution should a need arise to distin-
guish between the distribution of a vulnerability within a system
and the ability of this vulnerability to harm the system.

There is a set of equations and vector specifications in the CVSS
that are used together to produce the CVSS score. Specifically, the
CVSS score is determined by first calculating the base score from
the base metric group using a base score equation and then updat-
ing it by examining the temporal metric group with its associated
equation set. If such is done, the CVSS base score is given as input
to the temporal metric group equations in addition to the temporal
attributes prescribed by the CVSS and, from these, the base score is
updated with a factor produced from the temporal metric. Finally,
the equation set of the environmental metric group is used initially
to derive the environmental update score and then to update the
score derived from the base and temporal metric group equations.
The final score, i.e., the CVSS score, is an expression of the severity
level of a vulnerability. A low CVSS score means low severity, while
a high score means high severity. No details on the three equation
sets used by CVSS are given in this paper as they are not used di-
rectly in the CVSS Risk Level Estimation Model. The CVSS metric
attributes are restructured within the model in order to estimate
both the frequency and impact associated with vulnerabilities.
The risk level is then derived from these two estimates. However,
the model maintains the rating schema from CVSS, as discussed
in the following section. More information on CVSS in general and
the CVSS equation sets in particular can be found in the CVSS guide
and online calculator (Mell et al., 2007; CVSS calculator, 2007).
4. CVSS Risk Level Estimation Model

As mentioned in the introduction, there are two main categories
of fault introduction sources in safety- and mission-critical
l influence sources and how they may affect the system behaviour.

evel from CVSS estimates of frequency and impact. J. Syst. Software (2009),
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systems: internal fault introduction (e.g. software, operating sys-
tem or hardware), and environmental fault introduction, (e.g.
attackers, viruses, Trojans or other types of malware). Fig. 2 illus-
trates the two categories of fault introduction sources, how these
two categories influence the risk level of a system and how this
may affect the behaviour of a system. In general, the risk level of
a system is the aggregate of the faults introduced to the system
and the desired system behaviour is to deliver services according
to authorized requests and to deny execution of unauthorized re-
quests. If a system is able to do both, it has high attack resistance
capabilities. Furthermore, the ability of a system to resist security
attacks depends on both the vulnerabilities present in the system
and the effectiveness of the security measures already employed
in the system. These aspects are all taken into consideration when
deriving the risk level in the CVSS Risk Level Estimation Model.

Fig. 2 extends the fault introduction model from Jonsson (2006)
which includes the conceptual definition of dependability, its attri-
butes and how it relates to security, as also discussed in Laprie
(1992) and Avizienis et al. (2004). It is sufficient here to provide
only the main definitions and a short description of how security
relates to dependability. Please consult Jonsson (2006) and Avizie-
nis et al. (2004) for details. Note that the definitions below are tai-
lored to safety- and mission-critical systems as well as being made
explicit for the CVSS Risk Level Estimation Model. Also note that
‘‘mission” in this context is considered to be the core business pur-
pose of a system; i.e., for our example we consider that the mission
of the M/LWD system is: ‘‘to drill wells profitably with no harm to
people or the environment and to optimise the extraction of hydro-
carbons to its maximum level”.

Definition. A fault occurs when an authorized user, an unautho-
rized user (e.g. an attacker) or a system internal input causes an er-
ror in the system.

Definition. A failure is an undesirable system state caused by
one or more faults. A failure may lead to the degradation of safety
and/or mission level and affects the ability of a system to deliver
services to authorized users and to deny services to unauthorized
users.

Definition. Risk level is the combination of the frequency and
impact of a fault on the safety and/or mission of a dependable sys-
tem. The risk level of a system is influenced by fault introduction
(as shown in Fig. 2).

4.1. Computational procedure for deriving risk level

The CVSS Risk Level Estimation Model is supported by a three
step computational procedure:

Step 1: Identify vulnerabilities and potential fault introduction
sources.

Step 2: Estimate frequency and impact of vulnerabilities using
CVSS.

Step 3: Derive risk level from frequency and impact estimates.

Step 1 involves the identification of both the vulnerabilities and
the potential fault introduction sources that are capable of exploit-
ing the vulnerabilities. To achieve this, the following two activities
should be undertaken: (i) passive vulnerability exploration and (ii)
active vulnerability assessment.

During passive vulnerability exploration vulnerability dat-
abases are examined manually to check for recently reported prob-
lems and to evaluate their relevance for the system in question.
Note that the temporal and environmental metric attributes are
provided by domain and security experts and that experts tend
to disagree (Cooke, 1991; Cooke and Goossens, 2000). Hence, it is
not sufficient to consult only one source. At least two, and prefer-
able more sources, should be consulted for the purpose of cross-
Please cite this article in press as: Houmb, S.H., et al. Quantifyingsecurity risk l
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checking vulnerability information. In cases where the protocols
or applications used are proprietary, implying that there is very
limited relevant vulnerability information available, it is necessary
to carry out a manual system-specific vulnerability exploration.
There are several ways to do this. One approach is to perform mod-
el-based security analysis such as that described in (Jürjens, 2005)
using simulation or test-beds. Another approach is to use existing
security standards, which is the approach taken in the CORAS
framework (CORAS Project, 2003). For example, the CORAS frame-
work includes vulnerability exploration questionnaires based on
the guidelines in the security standard ISO/IEC27001:2005 (ISO/
IEC27001, 2005).

An easily available and regularly updated source of vulnerabil-
ity data is the NVD which provides the CVSS base vector directly.
However, even in cases where CVSS information is not provided di-
rectly, vulnerability information in the NVD can still be used as in-
put to the risk estimation model by interpreting the information
according to the CVSS metric groups, i.e., make the vulnerability
information explicit.

Active vulnerability assessment involves, for example, running
a vulnerability scanner (Nessus, 2008) on the system or parts of
the system and ‘‘tiger-team” hacking. For the ‘‘tiger-team” activity
to be efficient in the use of time and resources it is important to
follow a structured procedure. Please consult Laakso et al. (1999)
for details. Active assessment can also be performed in real-time
using, for example, Honeypots or Honeynets (Spitzner, 2003) or
similar real-time simulations of the system.

The result of Step 1 is a list of vulnerabilities and threat scenar-
ios, i.e., a description of how vulnerabilities can be exploited. Note
that active vulnerability assessment is not always a practical op-
tion. Reasons for this might be that the necessary ports to run a
vulnerability scanner are not enabled due to a lack of access to test
installations of the system or due to demands on continuous nor-
mal operation (no ability to take the system offline to run a vulner-
ability scanner safely).

The frequency and impact of the vulnerabilities identified in
Step 1 are estimated in Step 2 using the available CVSS informa-
tion, i.e., the vector from which the base score has been derived.
The CVSS metric groups have been reorganized in the CVSS Risk Le-
vel Estimation Model in order to derive frequency and impact esti-
mates directly, rather than a severity score. Both the frequency and
the impact values are quantitative and in the range [0.0, 1.0],
where the value 0.0 means that the vulnerability will never be
exploited or that the exploitability of the vulnerability will result
in no impact and the value 1.0 means that the vulnerability is cer-
tain to be exploited or that its exploitation will certainly lead to the
worst-case impact. Values in the range h0.0, 0.5i imply a low pos-
sibility of the vulnerability being exploited or causing a severe im-
pact; values in the range h0.5, 1.0i imply a high possibility of the
vulnerability being exploited or causing a severe impact. The value
0.5 should be interpreted as an equal likelihood of the vulnerability
being exploited or not being exploited or that there is a 50% chance
of a severe impact.

The frequency and impact estimates derived in Step 2 are com-
bined into a risk level estimate in Step 3. The risk level of a par-
ticular vulnerability defines its severity and is the result of
combining the frequency and impact along the fault introduction
paths. This means that the estimated frequency refers not to the
possibility of the vulnerability being present in the system but,
rather, to the frequency of the vulnerability being exploited by
one or more fault introduction sources, as illustrated in Fig. 2.
However, even if two vulnerabilities have the same risk level, this
does not necessarily mean that they pose the same threat in
terms of a reduction in the service level (safety and mission level)
of a system. That is to say that there is no simple relationship be-
tween risk level and system service level which is influenced by
evel from CVSS estimates of frequency and impact. J. Syst. Software (2009),
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other factors as well. Also, risk is often perceived differently by
different stakeholders and only has meaning within a particular
context.
4.2. Re-organising CVSS for Frequency and Impact Estimation

Each of the three CVSS metric groups comprises a set of attri-
butes and it is these attributes that are re-organised to estimate
the frequency and impact of vulnerabilities in Step 2 of the compu-
tational procedure (see previous section). The rationale behind the
rearrangement is that a highly exploitable vulnerability is more
likely to be misused by attackers and, consequently, should have
a higher frequency. By considering the intrinsic exploitability fac-
tors of the vulnerability itself (i.e., the base metric attributes rele-
vant to exploitability) and the temporal factors, it is possible to
calculate the exploitability frequency of each vulnerability present
in a system. The same rationale applies to impact. The potential
impact of a vulnerability depends not only on the impact intrinsi-
cally caused by the vulnerability (i.e., the base metric attributes
relevant to impact) but also on the security requirements of the
system and the distribution and collateral damage potential asso-
Fig. 3. Emphasised subset of attributes from the

Fig. 4. BBN topology of the CVSS

Please cite this article in press as: Houmb, S.H., et al. Quantifyingsecurity risk l
doi:10.1016/j.jss.2009.08.023
ciated with a vulnerability (i.e., the environmental metric attri-
butes relevant to impact).

CVSS also provides some descriptions of the dependencies be-
tween the attributes that are relevant to frequency and impact
estimation. These are used in the CVSS Risk Level Estimation Model
to specify the variable structure and their internal probabilistic
dependencies. Fig. 3 shows the attributes of the three CVSS metric
groups and highlights which attributes are used for frequency and
impact estimation, respectively. The attributes used to calculate
frequency are emphasised in the figure with short dotted lines
and the attributes used to calculate impact are emphasised with
long dotted lines.
4.3. Estimating frequency from base and temporal attributes

As shown in Fig. 3, we use three attributes from the base metric
group and three attributes from the temporal metric group to esti-
mate the frequency of vulnerability exploitations. The attributes
from the base metric group are: access vector (B_AV), access com-
plexity (B_AC) and authentication instances (B_Au) and from the
temporal metric group: exploitability tools & techniques (T_E),
CVSS (Mell et al., 2007) used in our model.

Risk Level Estimation Model.

evel from CVSS estimates of frequency and impact. J. Syst. Software (2009),
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remediation level (T_RL) and report confidence (T_RC). The base
metric attributes are intrinsic to a vulnerability in that they refer
directly to it, while the temporal metric attributes describe sea-
sonal factors related to a vulnerability. For this reason the base
metric group attributes are used to establish an initial frequency
value that is later updated using the temporal metric group attri-
butes. Each attribute used in frequency estimation is input as a var-
iable to the Bayesian Belief Networks (BBN) implementation of the
CVSS Risk Level Estimation Model shown in Fig. 4, and discussed in
the following. This is done by using the internal attribute ratings
(column entitled rating in Table 1) and the rating values (column
entitled rating value in Table 1), as given in the CVSS.

The left-hand side of Fig. 4 represents the frequency part of the
model where attributes from the basic metric group are used as
variables to derive the initial frequency estimate and the attributes
from the temporal metric group are used to update this initial fre-
quency estimate. Furthermore, the attribute ratings are modelled
as states of each variable and the rating values are input as the
prior probability distributions for each variable. Fig. 4 also illus-
trates the dependency between the access complexity attribute,
B_AC, and the required access vector, B_AV. This dependency is
mentioned indirectly in the CVSS and made explicit in the CVSS
Risk Level Estimation Model. The underlying reasoning is that it
is easier to exploit a known vulnerability if only network access
is required. If local access is required, it becomes substantially
more difficult both to launch and to carry out an attack (note that
local access does not refer to local physical access but, rather, local
logical access). Authentication instances is dependent on both the
attack complexity and the access vector (B_Au|(B_AV,B_AC)) as it is
likely that it requires several authentication instances if the exploit
is complex and if it requires local access. It is also possible that at-
tack complexity may, conversely, be dependent on authentication
instances but this is not taken into account in the model. Please
see Houmb and Franqueira (2009) for details on the internal
dependencies between the variables which are defined in terms
of equation sets specifying the conditional probability relations be-
tween the variables.

Using BBN, with its computational capabilities, as the imple-
mentation language makes it possible to take advantage of risk
information on various abstraction levels, work with incomplete
Table 1
CVSS attributes relevant for the calculation of frequency estimate.

CVSS
metric
group

CVSS attribute Rating Rating
value

Base
metric

Access vector (B_AV) Local (L) adjacent 0.395
Network (A) 0.646
Network (N) 1.0

Access complexity (B_AC) High (H) 0.35
Medium (M) 0.61
Low (L) 0.71

Authentication instances
(B_Au)

Multiple (M) 0.45
Single (S) 0.56
None (N) 0.704

Temporal
metric

Exploitability tools &
techniques (T_E)

Unproved (U) 0.85
Proof-of-concept
(POC)

0.9

Functional (F) 0.95
High (H) 1.0

Remediation level (T_RL) Official fix (OF) 0.87
Temporary fix
(TF)

0.90

Workaround (W) 0.95
Unavailable (U) 1.0

Report confidence (T_RC) Unconfirmed (UC) 0.90
Uncorroborative 0.95
(UR) confirmed
(C)

1.0
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information and to use the model as a decision support engine.
BBN is a directed acyclic graph (DAG) together with an associated
set of probability tables. A DAG consists of nodes representing vari-
ables and arcs representing the dependencies between these vari-
ables. Nodes are defined as stochastic or decision variables and
multiple variables may be used to determine the state of a node.
The state of each node is expressed as a probability density func-
tion (pdf) which expresses the confidence in the various outcomes
of the set of variables connected to a node and which depends on
the status of the parent nodes of incoming edges. There are three
types of nodes in a DAG: (i) target nodes, (ii) intermediate nodes
and (iii) observable nodes. Target nodes are those about which
the objective of the network is to make an assessment (the ques-
tion that needs an answer or the decision that needs to be taken).
The directed arcs between the nodes denote the causal relationship
between the underlying variables. Evidence or information is en-
tered at any node in the network and propagated forward or back-
ward in the network using the causal relationships and an evidence
propagation algorithm based on the underlying computational
model of BBN (Pourret et al., 2008). The CVSS Risk Level Estimation
Model is implemented using the BBN tool HUGINTM (Hugin, 2007a,
b). This introduces the following additional semantics: stochastic
variables are modelled as ovals, decision variables are modelled
as rectangles and the associated utility functions supporting the
decision variables are modelled as diamonds.

A BBN differs from a decision network in that information can
be inserted into any suitable node regardless of its level in the net-
work. This means that information or observations are not merely
inserted into the leaf (observable) nodes and propagated forward
along the edges of the network. For example, empirical data on
the frequency, if available, can be inserted directly into the inter-
mediate node ‘Frequency’ in Fig. 4. The information is then propa-
gated backward to the observable nodes and forward to the target
node. This is one of the strengths of BBN and is, along with its abil-
ity to reason under uncertainty (Gran, 2002), the main reason why
BBN was chosen as the implementation language for the model.
Another reason is that it enables decision reasoning. For example,
if there is a specific demand on the risk level but only limited infor-
mation available at the observable nodes, the backward propaga-
tion of BBN can be used to reason how this risk level can be
achieved (how much the frequency and/or impact must be chan-
ged to meet the required risk level). Furthermore, the CVSS attri-
bute ratings and rating values (see Table 1) are used to
instantiate the model, i.e., to establish the prior probability distri-
butions. This means that the model is easy to use as no additional
initialisation is needed (the model is pre-initialised according to
the domain knowledge in the CVSS). That is to say that there is
no need for a user of the model to specify probability matrices
for the nodes. Whenever using the model the user simply inputs
the available information into the relevant nodes (depending on
the abstraction level of the available information) and observes
the output. However, the pre-initialisation which was part of the
implementation was not trivial and needs to be updated whenever
new relevant attributes are included in the CVSS and in cases of
change in the attribute internal rating values.

4.4. Estimating impact from base and environmental data

The impact part of the CVSS Risk Level Estimation Model is
shown on the left-hand side of Fig. 4. As can be seen, three attri-
butes from the base metric group and four attributes from the
environment metric group are used to derive the impact estimate.
Those from the base metric group are: confidentiality impact (B_C),
integrity impact (B_I) and availability impact (B_A). Those from the
environmental metric group are: confidentiality requirement
(E_CR), integrity requirement (E_IR), availability requirement
evel from CVSS estimates of frequency and impact. J. Syst. Software (2009),
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Table 2
CVSS attributes relevant for the calculation of impact estimate.

CVSS metric
group

CVSS attribute Rating Rating
value

Base metric Confidentiality impact (B_C) None (N) 0.0
Partial (P) 0.275
Complete (C) 0.660

Integrity impact (B_I) None (N) 0.0
Partial (P) 0.275
Complete (C) 0.660

Availability impact (B_A) None (N) 0.0
Partial (P) 0.275
Complete (C) 0.660

Environmental
metric

Confidentiality requirement
(E_CR)

Low (L) 0.5
Medium (M) 1.0
High (H) 1.51

Integrity requirement (E_IR) Low (L) 0.5
Medium (M) 1.0
High (H) 1.51

Availability requirement
(E_AR)

Low (L) 0.5
Medium (M) 1.0
High (H) 1.51

Collateral damage potential
(E_CDP)

None (N) 0.0
Low (L) 0.1
Low medium
(LM)

0.3

Medium high
(MH)

0.4

High (H) 0.5
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(E_AR) and collateral damage potential (E_CDP). Note that the envi-
ronmental metric group attribute ‘Target Distribution’ is not in-
cluded as a separate variable but integrated into the ‘E_CDP’
variable. This is because within the problem context for which
the model was initially developed (see Section 2), it is highly unli-
kely that the same vulnerability would be distributed across sev-
eral system components as this violates the principles of robust
design. However, if this principle is violated, there might be a vul-
nerability distribution issue but it was decided to handle this as
part of functional design testing. Furthermore, it is the way in
which vulnerabilities, whether single or multiple, affect the service
level of the system which is of interest for safety- and mission-crit-
ical systems in general and the problem context discussed in this
paper in particular. Therefore, target distribution is interpreted in
the perspective of the damage potential associated with a particu-
lar vulnerability.

The ratings and rating values for all attributes from the CVSS are
summarised in Table 2 for the purpose of estimating impact. Im-
pact estimation uses a different updating schema to that used for
estimating frequency. Firstly, the environmental metric attributes,
which are context specific, are evaluated. Here, context specific re-
fers to the security requirements of and the potential for damage to
a particular system. This is independent of the vulnerabilities and
is evaluated separately. It is also the reason why the impact of a
specific vulnerability varies from system to system. Secondly, the
impact information intrinsic to a vulnerability is evaluated. This
information is given by means of base metric attributes and is
linked to the vulnerability rather than to the system. To derive
the impact on a particular system, the general vulnerability infor-
mation provided by the base metric information must be inter-
preted in the context of the environment in which the system
operates. Furthermore, the impact update schema used in the
model is based on the assumption that there is only an impact if
there is a relevant requirement (such as an asset with a value that
will be affected). This is represented by a dependency between the
impact variables (B_C, B_I, B_A) and the requirement variables
(E_CR, E_IR, E_AR) in the impact part of the BBN (Fig. 4), i.e., impact
depends on the security requirements of a specific system.
Please cite this article in press as: Houmb, S.H., et al. Quantifyingsecurity risk l
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5. Example of use of the CVSS Risk Level Estimation Model

Referring to the communication trade-off decision described in
Section 2, the L/MWD system produces, holds and transfers safety-
and mission-critical data from the drilling rigs to support centres.
When looking at the risks present in the system, there are several
perspectives and several sources of fault introduction to consider
(see Fig. 2). However, this example only looks at the trade-off be-
tween staying with dedicated and expensive communication links
and opting for shared and, therefore, less expensive communica-
tion links (both alternatives are shown in Fig. 1). This trade-off
does not consider the possible introduction of internal system
faults as the sources of these are, in principle, the same in both
cases. Hence, the analysis can be limited to the communication link
and end-points. Furthermore, it is only the safety- and mission-
critical data being transferred between the drilling rig and the sup-
port centres which is of concern.

As described in Section 4.1, Step 1 of the computational proce-
dure of the CVSS Risk Level Estimation Model focuses on identify-
ing potential vulnerabilities by means of passive and active
vulnerability assessment. During the passive vulnerability assess-
ment of the M/LWD system we examined vulnerability databases
to check for recently reported problems relevant to the communi-
cation media category (in general, all layers in the communication
protocol stack should be analysed but most communication-re-
lated vulnerabilities are on the link, network and transport layers).
In parallel with this activity, we examined vulnerability databases
to identify problems relevant to the communication end-points
(both sender and receiver sides), and to the application and proto-
cols used for the data transfer. We did not perform any active
vulnerability assessment as no representative simulation environ-
ment could be established. As stated previously, parts of the
assessment are for potential future communication solution, so
no real-time scanning could be performed.

The Step 1 activities resulted in more than 20 potential vulner-
abilities distributed over the communication link and the sending
and receiving end-points. The receiving end-point is a central fire-
wall in the DMZ of the support centre network which is a critical
component in the communication scenario.

Step 2 of the computational procedure concerns estimating the
frequency and impact of the vulnerabilities identified in Step 1
according to the CVSS metric attributes. In the following, we focus
on the firewall mentioned above and examine one of the vulnera-
bilities that this firewall may exhibit and that significantly affect
the overall risk level of the M/LWD data exchange. The CVSS infor-
mation available in the NVD for this vulnerability is as follows:
B_AV = ’network’, B_AC = ’low’ and B_AU = ’none’. These are the base
metric attribute variables that we use to derive the initial fre-
quency estimate in the CVSS Risk Level Estimation Model (using
the frequency part of the BBN in Fig. 4). Expert evaluation of this
vulnerability reveals the following associated temporal metric
attribute values: T_E = ’functional’, T_RL = ’workaround’ and
T_RC = ’confirmed’. These are the variables used to derive the fre-
quency estimate update factor and that later are used to derive
the resulting frequency estimate by combining these with the ini-
tial frequency estimate, as shown in Fig. 5.

Fig. 5 shows the initial frequency estimate, the update factor
and the resulting frequency estimate all as probability distribu-
tions. The resulting frequency estimate is: low = 0.0, me-
dium = 0.25 and high = 0.75 (see left side of the figure), which
means that it is three times more likely that the frequency is high than
medium (it is never low). This resulting frequency, always in the
range [0.0, 1.0], means that there is a high chance (75%) that the
vulnerability will be exploited. Also shown in Fig. 5 is that the
ratings mentioned above are fed into the network as confirmed
evel from CVSS estimates of frequency and impact. J. Syst. Software (2009),
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Fig. 5. Resulting frequency estimate after information has been inserted.
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information or hard evidence. BBN, and hence the implementation
of the CVSS Risk Level Estimation Model, deals with two types of
information or evidence: (i) hard evidence (marked with a solid
bar on the left-hand side of Fig. 5 and an ‘e’ attached to the relevant
node on the right-hand side of Fig. 5) and (ii) soft evidence (marked
with an ‘f’). The difference between these two evidence or informa-
tion types is that hard evidence represents an instantiation of a
specific value for a particular node and this should be interpreted
as being known or having been observed that the state of the node
has this value. Soft evidence for a node represents any information
collected that enables us to update the prior probability values for
the states of the node. This information can be based on expert
opinion, domain knowledge, experience and recommendations
that an expert has acquired from standards or from a domain ex-
perts group. In any of these cases, the evidence (information) is
propagated through the network by updating the prior probability
distributions with the inserted information using a propagation
(updating) algorithm. Details of evidence types and propagation
algorithms can be found in Jensen (1996), Pourret et al. (2008) or
the HUGINTM user guide (Hugin, 2007a, b). Descriptions of how
to evaluate knowledge, experience and recommendations of infor-
mation sources such as experts, can be found in Ray and Chakr-
aborty (2005) and Houmb (2007).

Note that the CVSS rating values given in Table 1 are used as the
prior probability distributions, as described in Section 4.3. This is
the main advantage of using the CVSS as the basis for the Risk Level
Estimation Model and means that the multi-dimensional node
probability matrices are pre-initialised using information provided
by the CVSS. Hence, the use of the CVSS Risk Level Estimation Mod-
el is, in practice, reduced to the gathering and insertion of the
available information, whether complete or not. Thus, the imple-
mentation of the model has two main advantages: (i) BBN as the
implementation language allows for reasoning with incomplete
information and for supporting security risk and cost trade-offs;
and (ii) CVSS reduces the complexity of using the BBN model by
providing details on the probabilistic relationships between the in-
volved variables.

In order to calculate the impact we consider that the vulnerabil-
ity has the following impact-related base metric attributes from
CVSS: B_C = ’complete’, B_I = ’none’ and B_A = ’none’, as shown at
Please cite this article in press as: Houmb, S.H., et al. Quantifyingsecurity risk l
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the upper left-hand side of Fig. 6. We then consider the relevant
security requirements for the support centre firewall. These are:
E_CR = ’high’, E_IR = ’medium’ and E_AR = ’medium’ and the collat-
eral damage potential is: E_CDP = ’low’. Note that the CDP variable
includes the target distribution information from the CVSS as dis-
cussed in Sections 3 and 4.4. Deriving the impact distribution
according to the impact part of the CVSS Risk Level Estimation
Model results in the impact estimate distribution: low = 0.4, me-
dium = 0.3 and high = 0.3, also shown in Fig. 6. This resulting im-
pact, always in the range [0.0, 1.0], means that the impact
information is inconclusive as it is almost as likely that the impact
will be low as it is that it will be medium or high. The reason for this
is that, in addition to the collateral damage potential being low,
there are no integrity and availability requirements for the integ-
rity and availability impacts to affect. As stated in Section 4.4, there
are several rules (reflecting assumptions made) employed when
deriving the impact estimate using the model. In this example
we have used the rule that there is no impact if there is no relevant
requirement.

We have now derived both the frequency and impact estimate
distributions. In Step 3 these two estimate distributions are com-
bined into a risk level distribution, expressing the risk level that
an exploitation of this particular vulnerability poses to the commu-
nication. In the example, the resulting frequency distribution is:
[low = 0.0, medium = 0.25, high = 0.75], and the resulting impact
distribution is: [low = 0.4, medium = 0.3, high = 0.3]. These distribu-
tions are not insightful for making decisions, such as whether it is
better to stay with the dedicated communication link or to go for
the other more open communication solution. Therefore, a high-
er-level distribution, i.e., at the level of the risk, is required. Of
course, there are many other aspects involved when making such
a decision as well as more vulnerabilities to consider. This example
simply serves the purpose of demonstrating how to get an over-
view of the level of risk that the existence of a particular vulnera-
bility may pose to a system. To get a system-wide overview, all
vulnerabilities identified on all parts of the system (communica-
tion link and its sending and receiving end-points in this example)
must be aggregated into a system-wide risk level distribution. This
is done by first performing Steps 1 and 2 for all vulnerabilities
separately and then by aggregating the resulting frequency and
evel from CVSS estimates of frequency and impact. J. Syst. Software (2009),
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Fig. 6. Resulting impact estimate after information has been inserted.
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impact estimate distributions into an overall risk level expression
in Step 3. Alternatively, one can take the average of all frequency
and impact estimates (note that important details may be over-
looked when working with average values) or use a perfor-
mance-based weighting aggregation as described in (Cooke and
Goossens, 2000; Goossens et al., 2000). Currently, in the CVSS Risk
Level Estimation Model we use the HUGINTM update algorithm
when aggregating estimates from several vulnerabilities. This
means that the frequency and impact estimates of a particular vul-
nerability become the prior distribution for the following vulnera-
bility and so forth. We do not discuss this aspect further in this
paper and refer the reader to Jensen (1996) and Pourret et al.
(2008) for details on BBN evidence aggregation and propagation.

The resulting risk level estimate distribution for the vulnerabil-
ity that we are considering is: low = 0.05, medium = 0.57 and
high = 0.38. Note that as for frequency and impact, the risk level
is always a value in the range [0.0, 1.0]. Interpreting this result
identifies that the level of risk posed to the communication by
the vulnerability is most likely to be medium (57% chance). It is also
possible that the risk level will be high (38% chance). This risk level
distribution is derived by means of frequency and impact informa-
tion propagation to the target node, ‘Risk Level’, using the utility
function specified in the ‘Risk Level Utility’. This utility function
specifies the rules determining the affect that various frequency
and impact distributions have on the resulting risk level distribu-
tion. It can easily be updated as new knowledge or experience is
gained. Currently, the utility function specifies that for the result-
ing risk level to be skewed towards the value ‘high’, both frequency
Please cite this article in press as: Houmb, S.H., et al. Quantifyingsecurity risk l
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and impact estimate distributions must be heavily skewed towards
the value ‘high’. The same applies to the risk value ‘low’, where
both estimate distributions most be skewed towards the value
‘low’. Note that the prior probability distribution for risk level is
skewed towards the value ‘medium’. To summarise for the exam-
ple: the frequency estimate value is ‘medium’ with probability
0.25 and the impact estimate value is ‘medium’ with probability
0.3 and combining these two values using the prior probability dis-
tribution for risk level which is skewed towards the value ‘med-
ium’, results in a risk level value of ‘medium’ with probability of
0.57. This result is reached even though frequency is in the value
‘high’ with a probability of 0.75 as the resulting impact estimate
distribution is inconclusive (it could equally be any of the three
values).

Looking at this vulnerability in isolation indicates that there is a
need to secure at least the receiving end-point (the support centre
firewall) if the more open communication model (right-hand side,
Fig. 1) is to be used. However, this one vulnerability is not neces-
sarily representative of the overall risk level. However, it does pin-
point the important aspect of examining and securing all parts of
the communication and not merely the communication link itself
using, for example, encryption.

At the end of the analysis, the trade-off involved is the willing-
ness to: (i) assume a medium-to-high security risk and save on cost
(the open communication option); (ii) not assume the security risk
but maintain high communication cost (the dedication communi-
cation option); or (iii) take measures to reduce the risk to an
acceptable level (e.g. by patching the vulnerability) while saving
evel from CVSS estimates of frequency and impact. J. Syst. Software (2009),
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on the cost of communication (open communication option with
additional security measures).
6. Related work

The Risk Level Estimation Model discussed in this paper con-
cerns itself with controlling security risks. In particular, the model
focuses on producing meaningful risk exposure expressions that a
decision maker can use to make more informed trade-off decisions.
The current strategies for controlling security risks are: (i) ‘‘pene-
tration and patch”, (ii) standards, (iii) security risk management/
assessment and (iv) ‘‘wait and see”. The latter is similar to the first
and differs only in the fact that penetration and patch includes
authorized activities such as tiger-team activity. ‘‘Wait and see”
is a passive security strategy where problems are fixed if bud-
get allows and only after the fact. This strategy is not suitable for
safety- and mission-critical systems such as the M/LWD system
discussed in this paper where the consequences may be cata-
strophic and non-repairable after the fact. Controlling risk is about
gaining knowledge about the potential security problems and,
whenever necessary and financial possible, taking the necessary
preventive actions.

Standards provide domain knowledge for evaluating both the
security and safety controls of systems. Examples of standards
are: (i) ISO 15408:2007 Common Criteria for Information Technol-
ogy Security Evaluation (ISO 14508, 2007) which includes a sche-
ma for certification of IT Products, in addition to security best
practises and (ii) the ISO/IEC 27000 series which includes ISO/
IEC27002, 2005 Information technology – Security techniques –
Code of Practice for Information Security Management (ISO/
IEC27002, 2005) for security, and (iii) IEC 61508, 1998 Functional
safety of electrical/electronic/programmable electronic safety-re-
lated systems (IEC 61508, 1998) for safety. However, most evalua-
tions are of a qualitative and subjective nature, heavily biased by
the evaluator. Also, the underlying reasoning is often not made
public, only the result of the evaluation. Hence, these evaluations
rely heavily on the expertise and experience of the particular eval-
uator. These standards also only provide general advice and have a
slow evolution process. The model discussed in this paper is not
aimed at improving or setting best practices and does not require
an evaluation or certification schema. The model emphasises the
use of multiple experts and other information sources for estimat-
ing the variables involved and, from these, deriving risk level esti-
mates. The model is based on an open best practice, the CVSS,
which is regularly updated and which reveals the details behind
the scores provided such as ratings and ratings values.

Risk assessment was initially developed within the safety do-
main but has since been adapted to security critical systems as
security risk assessment. The three most relevant approaches are
the OCTAVE framework (Alberts et al., 1999), CCTA Risk Analysis
and Management Methodology (CRAMM) (Barber and Davey,
1992) and the CORAS framework (Stølen et al., 2002; CORAS Pro-
ject, 2003). The OCTAVE framework was developed by the NSS Pro-
gram at SEI and provides guidelines that enable organisations to
develop appropriate protection strategies based on risks to critical
information assets. CRAMM is an asset-driven strategy tailored to
health-care information systems. The CORAS framework is based
on the Australian/New Zealand Standard for Risk Management
AN/NZS4360:2004 (AN/NZS4360, 2004), and is inspired by the as-
set-driven strategy of CRAMM. In addition, CORAS provides a secu-
rity risk assessment documentation framework and specifies how
to use models to assist in risk assessments. The main deficiency
of these and other security risk assessment approaches is that
the focus is not on trade-offs and calculated risks meaning that
there has been no prior activity on determining what are accept-
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able risks based on budget, time and resource constraints. The
CVSS Risk Estimation Model is built as a security trade-off deci-
sion-support engine that can be used, for example, to support a
decision maker in balancing security with cost.

Security trade-off analysis, as discussed in (Houmb et al., 2005a,
2006), looks at security from a cost-benefit perspective considering
both financial and project factors such as budget and time-to-mar-
ket. However, the challenge is still to measure the risk level accu-
rately. An example of such for the security attribute availability is
provided in (Houmb et al., 2005b) where an availability estimation
model based on system service levels is outlined. However, this
model relies on experts to define the service levels, modelled as
a state model, and to estimate the state transition rates. Further-
more, no method for aggregating several information sources, for
estimating transition rates for example, is provided. The CVSS Risk
Level Estimation Model can be used in the context of the service le-
vel concept from (Houmb et al., 2005a) as described in (Houmb
and Franqueira, 2009) but is not restricted to it. Houmb and Fran-
queira (2009) describe the underlying equation sets used to esti-
mate risk level in the CVSS Risk Level Estimation Model. These
are derived from the CVSS and represent an interpretation of the
CVSS equation sets in the context of frequency and impact estima-
tion as described in Section 4 in this paper. The implementation of
the model as a BBN topology was first described in Houmb et al.
(2008). The reason for using BBN as the implementation language
is that it allows for multiple information sources, enables the use of
risk information on multiple abstraction levels and allows for a
more seamless aggregation of vulnerabilities as the vulnerability
information can be inserted directly into the BBN topology without
the prior establishment of a service level model.

There are few relevant works regarding the CVSS and its use.
Chen et al. (2007) and Chen (2007) discuss an approach for mea-
suring security investment benefits for Commercial-Off-The-Shelf
(COTS) software systems using CVSS. The argument made by the
authors is that the CVSS may be misleading as it does not take
the context of the values into account. Rather than using the envi-
ronmental metric group attributes of CVSS to give context to the
values, the authors propose an Analytic Hierarchy Process (AHP)
that focuses on stakeholders-values such as the productivity, rep-
utation and privacy of systems. However, both productivity and
reputation are of a subjective nature and equally hard to estimate
as the environmental metric group attributes as different stake-
holders may have different perceptions on the extent that a partic-
ular vulnerability might affect, for example, productivity. Our
opinion is that it is better to use the environmental metric attri-
butes from the CVSS as stakeholders often find it just as easy to
evaluate confidentiality, integrity and availability as productivity,
reputation and privacy and as it is valuable in itself if a standard
set of environmental attributes can be widely adopted.

An approach to vulnerability prioritisation using fuzzy risk
analysis is presented in Dondo (2008) where the asset value (AV)
is used to derive the risk level or risks to a system and is assumed
given. The approach derives risk level from the CVSS base metric
attributes, a measure of time from when the vulnerability was re-
ported and an assessment of the safeguards already in the system.
The author applies fuzzy rules to compute impact (I) and likelihood
(L) and, from these, derive risk level as: AV � I � L. This approach is
similar to that of the Risk Level Estimation Model described in this
paper but differs in that it uses asset value and safeguards to esti-
mate the risk level rather than the temporal and environmental
metric group attributes specified by the CVSS. Asset value is not
necessarily easy to evaluate and is context- and stakeholder-spe-
cific. The CVSS Risk Level Estimation model uses the CVSS temporal
and environmental information which is easily accessible and pub-
licly-available context information that is regularly updated, has a
stable data model and is used by many commercial parties. Also,
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the underlying equations within the CVSS (that is, how the CVSS
scores or values are computed) are well known.

Sawilla and Ou (2008) use two attributes from the CVSS to pri-
oritise vulnerabilities under the perspective of attackers. These are:
access complexity (B_AC) and exploitability tools and techniques
(T_E). However, instead of using the rating values directly from
the CVSS as we do in the CVSS Risk Estimation Model, they use
their own values. For example, they use the following probabilities
that an attacker will successfully exploit a vulnerability for the
attribute, T_E: Unproven (0.01), Proof-of-concept (0.40), Functional
(0.80) and High (0.99). We believe that keeping CVSS ratings and
rating values offers a clear advantage as it maintains compliance
with the CVSS and, hence, can easily adopt any updates and exten-
sions to the CVSS.
7. Conclusion

Controlling security risks is important for safety- and mission-
critical systems as security attacks might lead to serious and even
non-repairable safety and core mission consequences. This paper
presents the CVSS Risk Level Estimation Model which addresses
parts of the challenge of controlling security risks. The model com-
putes the overall risk level of a system based on frequency and im-
pact estimates derived from a re-arranged version of the CVSS
attributes over all vulnerabilities present, or potentially present,
in a system. The CVSS consists of three metric groups: base, tempo-
ral and environmental. The model uses attributes from the base
and temporal metric groups to estimate frequency and attributes
from the base and environmental metric groups to estimate im-
pact. The model is implemented as a BBN topology and, in this pa-
per, is applied to the M/LWD system for drilling rigs as an example
of its use.

The CVSS provides rating values in all attribute categories for
each given attribute in all three metric groups. The CVSS Risk Level
Estimation Model uses these rating values as prior probability dis-
tributions in its BBN implementation. This means that the values
specify the conditional probabilities to be used when propagating
frequency and impact variable information and from these derive
the risk level in the BBN topology. When new and relevant infor-
mation is available regarding the relations or dependencies be-
tween the variables involved, such as changes in temporal
attribute ratings, these can be inserted into the appropriate part
of the BBN topology to update the prior probability distributions
by means of propagation along the edges of the network to all con-
nected nodes. This is how the prior probability distributions of the
model, which defines the probabilistic (quantitative) relationships
between the variables, are updated. The structure of the BBN topol-
ogy (i.e., that there is a relationship between two variables) is ex-
pressed in the graphical representation of the model. Both aspects
are included in the actual implementation of the model and, to-
gether, make it easy to evolve the model. When using the model
for risk level estimations, information and observations are in-
serted into the relevant nodes as evidence. Note that information
may be inserted into any level in the topology and that the model
allows for both soft and hard evidence, meaning that all types of
observation and belief (expressed as single values for observations
and as probability distributions for beliefs) are valid input
information.

It is important to note, however, that the outcome of a BBN
computation is very sensitive to the configuration of the BBN
topology with its subnets and associated probability distribution
functions. Hence, the topology should be constructed carefully to
ensure representative results. Also, different BBN topologies might
interpret the same observations similarly or differently depending
on which nodes in the network are sensitive, i.e., which nodes are
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given high priority by the computation engine. These are called
neighbouring networks. The reason for the latter is that the HU-
GINTM evidence propagation algorithm first reduces the topology
according to a set of rules and then transfers the BBN topology into
a set of trees that are computed separately. Therefore, understand-
ing how the evidence propagation works is crucial in constructing
a representative BBN topology. In practice, sensitivity analysis is
performed to assist the construction process by validating that
nodes identified as being of high importance are, in fact, that
important. Note that only the principles of this information propa-
gation have been explained in this paper. The reader should con-
sult Jensen (1996) and Pourret et al. (2008) for the theoretical
background and Houmb (2007) for a more extensive example.

Future work will involve amending the BBN-based CVSS Risk
Level Estimation Model with concrete guidelines on effective and
accurate ways of aggregating alternative information sources of
frequency and impact estimation such as vendor-specific vulnera-
bility bulletin lists, attack reports (security bulletin lists, news
groups, etc.) and expert opinion. Currently, all types of information
are given equal importance. This will require information aggrega-
tion across sources for which we have developed a trust-based
information aggregation schema, that handle several information
source categories and that derive a trustworthiness weighting for
each information source. This weighting measures the relative
importance of one information source in respect to other informa-
tion sources. Future work will also include a series of practical field
studies using the model at our industrial partners. Besides this, we
also plan to merge the CVSS Risk Level Estimation Model into a
security solution trade-off analysis (Houmb, 2007) as part of a lar-
ger security budgeting support tool that we are building. An at-
tempt to do this is currently in progress as part of a field study.
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