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Abstract—This paper presents a model of active mixers for a
fast and accurate estimation of noise and nonlinearity. Based on
closed-form expressions, this model estimates the noise figure, IIP3,
and IIP2 of the time-varying mixer by a limited number of time-in-
variant circuit calculations. The model shows that the decreasing
transistor output resistance, together with the low supply voltage in
deep-submicrometer technologies, significantly contributes to the
flicker-noise leakage. Design insights for low flicker noise are then
presented. The model also shows that the slope of the LO signal has
a significant effect on IIP2, while it has a little effect on IIP3. A new
IP2 calibration technique using slope tuning is presented.

Index Terms—Active mixer, dc offset, flicker noise, IIP2, IIP3,
intermodulation, mismatch, nonlinearity.

I. INTRODUCTION

T HE active mixer is a critical building block in the RF
front-end. With a higher conversion gain, the active mixer

provides a better noise suppression of the subsequent stages than
passive mixers. Unfortunately, the CMOS active mixer suffers
more from flicker noise and nonlinearity than the passive mixer,
which degrades the overall noise and linearity performance in
zero-IF and low-IF receivers [1]–[5]. For circuit design insights
as well as for design automation and synthesis of the RF circuits
where typically iterative dimensioning loops are involved [6], a
model that enables a fast and accurate estimation of noise and
nonlinearity is desirable. A number of papers present noise and
nonlinearity analyses for the Gilbert mixer to provide the design
guidelines [7]–[13] or to build a high-level model during the ar-
chitectural design of the RF front-ends [14]. However, for noise
analyses, the transistor output resistance is typically neglected
[7]–[9] or oversimplified [10]. For IIP3 calculations, [11], [13],
and [14] focus on numerical calculations, while [12] neglects
the periodic property of the transistor nonlinearity for IIP2. In
[11]–[13], for both IIP2 and IIP3 analyses, transistor nonlinear-
ities other than the transconductance nonlinearity are neglected.
In [11], [13], and [14], the effect of the LO slope is not consid-
ered.

In this paper, a time-varying small-signal and weakly non-
linear analysis is used, including both the output resistance and
capacitances. It is shown that the output resistance effects may
significantly contribute to the flicker-noise leakage and hence
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may make the flicker noise cancellation technique of tuning out
the capacitance less effective [15], [16]. The effect of the fi-
nite LO slope on IIP3 can be neglected, while neglecting the
LO rise/fall time can underestimate IIP2. Aiming for the circuit
design guidelines as well as constructing an estimation model
for the automatic synthesis of the active mixers, we introduce a
closed-form model that properly models the output noise and
nonlinearity of the active mixers. These closed-form expres-
sions use linear interpolation between a limited number of time-
invariant circuit calculations in one LO period. The noise model
derived in this paper requires data from only two ac calculations.
The IIP3 model in this paper requires one time-invariant nonlin-
earity calculation, while the IIP2 model requires data from a few
time-invariant nonlinearity calculations. Since the time-varying
mixer performance is estimated by time-invariant noise and non-
linearity calculations, this model involves no complex numer-
ical analyses, and it can be easily utilized by circuit designers
and fast mixer design automation algorithms.

Section II introduces the fundamentals of the active mixers
in deep-submicrometer technologies. Section III presents the
time-varying small-signal analysis for the noise model. The im-
pact of the transistor output resistance is investigated, and the
design insights for flicker-noise leakage reduction are presented.
Section IV uses the time-varying weakly nonlinear analysis to
derive the closed-form expressions for IIP3 and IIP2. The im-
pact of the LO slope is analyzed for both IIP3 and IIP2, and a
new IIP2 calibration technique is proposed. Section V presents
the benchmarking of the accuracy for our model for the mixer
operating in different bias conditions and at different frequen-
cies. The conclusion is drawn in Section VI.

II. ACTIVE MIXER IN DEEP-SUBMICROMETER TECHNOLOGIES

A mixer is a periodically time-varying circuit whose pe-
riodic steady state is modulated by the periodic LO signal.
At any instantaneous time, the (quasi-)dc bias for the mixer
is fixed, and therefore, the circuit can be linearized around
this (quasi-)dc operating point. As a result, for noise analysis,
the transistors within the mixer can be described by periodic
small-signal parameters such as periodic transconductances,
output resistances, and capacitances. For nonlinearity analyses,
the transistors can be modeled by periodic weakly nonlin-
earities such as periodic nonlinear transconductances, output
resistances, and capacitances. Note that this assumes that the
transient effects are small, which is a valid simplification for
mixers that operate in the low gigahertz region in modern
CMOS processes. As a result of the periodic behavior, the
transfer functions from the input port to the output port of the
mixer can be described by periodic small-signal and weakly
nonlinear properties of transistors and by time-invariant proper-
ties of passives in the circuit [17]. In the analyses in this paper,
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Fig. 1. (a) Schematic of the single-balanced Gilbert mixer. (b) Waveform of
the LO signal.

a time-varying small-signal analysis is applied to derive a
noise model, while a time-varying weakly nonlinear analysis is
applied to derive a nonlinearity model. For simplicity reasons,
the single-balanced Gilbert mixer shown in Fig. 1(a) is used for
the analyses of noise and nonlinearity. We assume that the LO
signal at the gate of the switching pair can be properly modeled
by a trapezoid shown in Fig. 1(b).

In deep-submicrometer technologies, two additional is-
sues are considered in this paper compared to previous work
[7]–[13].

1) In deep-submicrometer CMOS, the output resistance of the
short transistors is relatively low so that the flicker-noise
contribution due to the output resistance can be as signif-
icant as that from the output capacitance. In this paper,
therefore, the influence of the output resistance of on
the flicker-noise leakage is taken into account.

2) At , the gate bias of is equal to the common-mode
voltage of LO . Due to the low supply voltage in the
submicrometer technologies, can be so low that is
in the triode region. Since the drain current of is small,
the voltage drop across the load is small, and is gen-
erally in saturation. As the LO+ increases, gradually
enters the saturation region. During , stays
in the saturation region, and toggles between the triode
and saturation regions. Similarly, during ,

stays in the saturation region, and toggles between
the triode and saturation regions. In the triode region, the
output conductance nonlinearity and the cross-modulation
nonlinearity (e.g., )
become significant. Therefore, the analyses in this paper
take into account the transconductance nonlinearity as well
as the output conductance nonlinearity and the cross-mod-
ulation nonlinearity for IIP2 and IIP3 modeling.

III. TIME-VARYING SMALL-SIGNAL NOISE ANALYSIS

A. Noise Model for Active Mixers

The flicker-noise output of the Gilbert mixer is dominantly
contributed by the switch pair , while transistor is
causing thermal-noise folding [7]–[10]. The mixer output noise
can be approximated by a stationary process [18], and therefore,

the output noise voltage contributed by transistor , , and
is given by

(1)

where is the equivalent gate-referred root mean
square (rms) noise voltage of transistor , with either flicker
noise or thermal noise ; is the
LO signal; and accounts for the transfer function
between the noise source to the output terminals. For an LO
period and by assuming that and are symmetric,

. Consequently, it
is sufficient to focus on and in the analyses. Be-
cause of its periodic nature, the term in (1) can be
replaced by its Fourier series, yielding

(2)

where the dc term accounts for the noise leakage (from the
inputs at to the outputs at ), and the th-order Fourier
coefficients account for the noise folding (from the inputs
at to the outputs at ). As
a result, the output noise of the down-conversion single-balance
Gilbert mixer contributed by the transistors is given by

(3)

(4)

In these relations, is the dc term of in (1) for the gate-
referred flicker noise , and is the Fourier series
coefficients of in (1) for the gate-referred thermal noise

.
Assuming a symmetric LO signal, for the given rise/fall

time, the driving signal is determined by three time
instants: , , and . The waveforms
and at , , and can be easily obtained
from the time-varying small-signal models shown in Fig. 2.
To avoid solving differential equations, we simplify the anal-
ysis by modeling the time-varying small-signal capacitance
in transistor with a time-varying admittance .
In this paper, we focus on demonstrating this time-varying
noise analysis. Therefore, we only include the transconduc-
tance of , , and and the output impedance of
( ), as shown in
Fig. 2(a). Nevertheless, for highly accurate noise modeling
used in the mixer design automation, all capacitances and con-
ductances of the transistor are taken into account. This yields

(5)
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Fig. 2. Time-varying small-signal model for calculating (a) � �� ���� and
(b) � �� ����.

Fig. 3. (a) Waveform of the LO signal � ���. (b) Approximation of � . (c)
Approximation of � .

(6)

(7)

(8)

(9)

(10)

For the mixers in the modern deep-submicrometer CMOS and
by operating at frequencies of up to the lower gigahertz range,
the transient effects can be neglected. Then, can
be sufficiently accurately approximated by interpolating be-
tween , , and .
These approximations are shown in Fig. 3(b) and (c).

At , and form a cascode amplifier, and in this
period, the drive voltage of ( ) has its maximum value.
Then, is equal to the output noise voltage due to the
(equivalent) input referred noise of . Because of the finite
output impedance of in deep-submicrometer CMOS, the
noise contribution from the cascode transistor , given by (5),
cannot be neglected.

At , both and are on, and they form a balanced
differential pair. Then, the output impedance of has a negli-
gibly small effect on , as shown by (6).

At , and act as a cascode amplifier, and is
off. Thus, is close to zero, and is at its positive max-
imum. Being an odd function, has no even Fourier
series coefficients, and thus, for transistor , the flicker noise
only up-converts to the sidebands around the odd harmonics of
the LO. The thermal noise at the sidebands around the odd har-
monics of the LO frequency folds back to the IF band. As for

, the dc term of accounts for the noise at the
output without frequency translation, which corresponds to the
flicker-noise leakage. The thermal noise at the sidebands around
the harmonics of the LO frequency folds back to the IF band.

Assuming a symmetrical LO signal, with the rise/fall time
equal to , the time instants to can be rewritten as

, , ,
and . Again, under the assumption of
negligibly small transient effects, this enables rewriting (3) and
(4) into

(11)

(12)

Given that the total output noise mainly consists of the flicker
noise from and , the thermal noise from , , and ,
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the load , and the input source impedance , the single-side
band noise figure (NF) is given by

(13)

where . While the input source re-
sistance contributes to the output noise in the same
way as the thermal noise from , (8) and (12) yield

, with
in (8) replaced by for perfect input matching. Note that
(11) and (12) use only the transistor properties, bias conditions,
and component values at two distinct time instances: at
and at . As a result, the presented estimation for the
active mixer NF can be realized by two ac calculations for the
trapezoid LO signals with finite rise and fall times.

B. Impact of the Transistor Output Impedance on the Flicker
Noise

In the previous section, (11) indicates that the impact of the
output impedance on the flicker-noise leakages is described by
the dc term of . By using (5) and (6), (11) is
simplified to

(14)

where the former term is the integral (or area) of in ,
shown in Fig. 2(b), and the latter term is the integral of in

, , and . Then, (13) can be simplified to
the following:

1) for low IF (flicker noise dominant)

(15)

2) for high IF (thermal noise dominant)

(16)

Two flicker-noise leakage mechanisms are represented by
(14). At , , and , the mixer acts as a dif-
ferential pair. The flicker noise of the switch pair is transferred
to the output just like the signal amplified by the differential
amplifier. For this mechanism, the output impedance of has

no effect on the flicker-noise leakage, which is shown by the
second term in (14). At and , one transistor in
the switch pair is off, and the mixer acts as a cascode amplifier.
Due to the finite output impedance of , the flicker noise of
the switch pair leaks to the output.

In summary, (14) suggests that the slope of the LO, the gain
of the differential pair, the input-referred flicker-noise voltage
of the switch , and the output impedance of all de-
termine the flicker-noise leakage. The following approaches can
be followed to reduce the flicker-noise leakage.

1) Reducing the rise/fall time of the LO signal (smaller )
decreases the area of the spike in , , and

.
2) Choosing a wider switch pair (smaller ), which comes

at the price of higher LO power.
3) Reducing so that the height of the spike in

decreases. This can be realized by reducing the
bias current of the switch pair at (smaller )
[15], [16] and [19] and by choosing a low common-mode
voltage for the LO. At , a low can force
into the triode region, which reduces the dc current of
and , resulting in a decrease of .

4) Increasing the output impedance of (larger ).
In technologies with long-channel transistors where the output
capacitance of is dominant in , the output resistance

can be neglected [7]–[9]. To increase , then the induc-
tors can be used to tune out the output capacitance for flicker-
noise reduction [15], [16]. However, nowadays, the technology
scaling offers figures well above 100 GHz, while it also
brings a lower output resistance and a lower supply voltage [20].
Neglecting the effect of in deep-submicrometer technolo-
gies can yield a significant underestimation of the output flicker
noise. Fig. 4 shows an illustration: with an ideal square-wave
LO signal at 2 GHz and IF@10 kHz (flicker noise dominant),
the calculated NF is compared with the simulated results for a
different bias current. The NF is calculated using (13), including
both and (cross symbol) and including only
(square symbol). The simulation is performed in Spectre for
a standard 90-nm CMOS process.1 Driven by an ideal square-
wave LO, the flicker-noise leakage is only caused by the fi-
nite output impedance of . Including only , as done in
[7]–[9], underestimates the flicker leakage by over 7 dB com-
pared with the model taking into account both and .
This suggests that, for deep-submicrometer CMOS technologies
with low supply voltage and low output resistance, is domi-
nant in the flicker-noise leakage rather than . Consequently,
flicker-noise cancellation by tuning out the output capacitance
is less effective in modern deep-submicrometer processes.

C. Optimum Transistor Length for Low Flicker-Noise Leakage

As discussed in Section III-B, a larger of reduces the
flicker-noise leakage. In order to keep the same power consump-
tion and the same transconductance for , both the width
and length of can be increased in proportion to keep the
same ratio, which results in a larger . At the optimum,

is equal to , and further increasing and

1This process is used for all simulations in this paper. The PSP compact
MOSFET model [30] is used for all simulations.
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Fig. 4. Gilbert mixer’s NF (IF@10 kHz) for ideal square-wave LO. (a)
Simulated results (line). (b) Calculated with � and � (cross). (c) Calculated
only with � (square) as a function of the bias current.

Fig. 5. (a) NF and (b) gain of three mixer designs with various channel length.

cannot reduce the flicker-noise leakage since the increasing
decreases .

The length of the switching pair can also be increased
to reduce the flicker-noise source at the cost of larger gate-
source capacitance. Note that, for short transistors, the input ca-
pacitance is composed of the intrinsic gate-source capacitance
and two relatively large overlap capacitances. Since the overlap
capacitance is hardly affected by the transistor length, the LO
power consumption will increase less than proportional to .

For demonstration purposes, Fig. 5 shows the simulation re-
sults for three differently dimensioned mixers.

1) Mixer A: Using a minimum length for and
( , , and

).
2) Mixer B: The same as mixer A except that the width and

length of are doubled with respect to the mixer A im-
plementation ( ,

, and ).
3) Mixer C: The same as mixer B except that the length

of transistors and is tripled with respect to
the mixer B implementation ( ,

, and ).
For the three designs, the same LO driver ( GHz,

V, and ) is used, and the power consumption

for all three mixers is set to 1.96 mW. This constant power con-
sumption implies that the biasing conditions of are slightly
different for all three implementations, which results in a small
change in the transconductance of . This minor change of

transconductance results in a different gain of the mixer [see
Fig. 5(b)]. Compared to the mixer using transistors with min-
imum length (mixer A), using only a longer channel length in

(mixer B) can decrease NF@10 kHz by 1.3 dB since the
larger reduces the flicker-noise leakage. NF@10 MHz de-
creases by 0.4 dB due to a gain increase with 0.7 dB. Using
longer and (mixer C) decreases NF@10 kHz by
5.2 dB since the flicker noise of the switching pair decreases for
a longer transistor. NF@10 MHz decreases by 0.3 dB. Note that
the LO driver power consumption increases by 25%, although
we triple the length of the switch pair .

Overall, it can be concluded that the minimum length is not
optimum for transistors in the active mixer to reduce flicker
noise. By properly increasing and of and by using
longer , the noise performance can be improved without
any gain penalty but at the cost of a small increase in LO power.
As a side effect, the transistor mismatches are also reduced for
larger transistors, and flicker-noise cancellation by tuning out

[15], [16] becomes effective again.

IV. TIME-VARYING WEAKLY NONLINEAR ANALYSIS

For the analysis of the active mixer nonlinearity (IIP3 and
IIP2), typically, a number of simplifications are made in litera-
ture [11], [13].

1) Only taking the transconductance nonlinearity into ac-
count. This is acceptable for older CMOS technologies
but is certainly not acceptable for modern short-channel
RF CMOS.

2) Neglecting the effect of finite LO slopes.
3) Calculating the switching pair and input stage nonlineari-

ties separately.
4) Assuming constant, bias-independent, linear and nonlinear

transconductances.
In this section, we explicitly use time-varying weakly nonlinear
analyses, including the following.

1) The effect on IIP3 and IIP2 of all transistors’ nonlinear
conductances. This includes the resistive nonlinearities
(transconductance, output conductance, and cross-mod-
ulation conductive terms describing the fact that the
drain–source current is controlled by both and )
and all capacitive nonlinearities (capacitance, transcapaci-
tance, and cross-modulation capacitive terms).

2) The effect of the finite LO signal slope on IIP2 and IIP3.
3) Taking the switching pair and input stage in one circuit

model so that that the mutual effects are included in the
analyses.

4) The periodic MOS transistor nonlinearities.

A. IIP3 Estimation

For nonlinearity analysis, the mixer is considered as a weakly
nonlinear circuit with respect to the input RF signal, where the
dc bias is periodically changed by the LO signal. Then, with
a two-tone input signal at and , the fundamental
signal and intermodulation distortions at the output of the cir-
cuit shown in Fig. 1 are functions of the periodic LO, and thus,
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Fig. 6. Waveforms of (a) � �� ���� and (b) � �� ����.

they can be extended to a Fourier series as

(17)

(18)

where and are the Fourier coefficients. For low-side
injection, the fundamental signal and IM3 are located in the IF
band at and , respectively. The
magnitude of these signals is accounted for by the first-order
Fourier series coefficients and

(19)

(20)

As a result, the IIP3 can be obtained by using linear extrapola-
tion for a small input power

dBm dB dBm

dB dBm (21)

The exact waveforms of and
can be obtained from the simulations. Fig. 6 shows the real
part of the simulated waveforms for the mixer, with the gate
bias of and changed according to the waveform of the
LO signal shown in Fig. 3(a). The two-tone RF signals at the
gate of are at 1.01 and 1.014 GHz, with a 1-mV ampli-
tude. Note that the waveform of is the same
as , which is approximated in Fig. 3(c). Therefore,
(8)–(10) are reused for the approximation of .

At , and act as a cascode amplifier, while
at , and act as a cascode amplifier, and thus,

reaches the negative and positive maxima, re-
spectively [see Fig. 6(a)]. At and , is as-
sumed to be off, and stays in the saturation region, while

may toggle between the triode and saturation regions. Fig. 7
shows the ratio between the third-order transconductance non-
linearity , output conductance , and cross-modulation
nonlinearity ( and

Fig. 7. �� �� , �� �� , and � �� for an NMOS transistor in
logarithm scale, ��� � ������ �m, and 	 � ���	 V as a function of the
drain–source voltage 	 .

). In the triode region, the cross-
modulation nonlinearity and output conductance nonlinearity
are dominant, while in the saturation region, the transconduc-
tance nonlinearity is dominant. Therefore, an IM3 peak occurs
at and when the transistor is well in the
triode region [see Fig. 6(b)]. The same waveform can be seen
in and when is assumed to be off,
and gradually changes from the triode to the saturation re-
gion.

Equations (19) and (20) indicate that the first-order
Fourier components and of
and determine the IIP3. Note that sharp details
of a signal are mainly caused by its high-order Fourier series
coefficients [21]: for the estimation of only the first-order
Fourier coefficient, a sufficiently accurate approximation of the
waveforms in Fig. 6 is the trapezoidal waveform in Fig. 8.2

Now, using (8) and (19)–(21), the voltage conversion gain is

(22)

and the IIP3 can be written as

dBm dB dBm

dB

dBm

dB dBm

(23)

where (see the Appendix for a first-order derivation)

(24)

2The simulations show that the difference between the first-order Fourier se-
ries component of the original waveform and that of the approximated waveform
typically is smaller than 2%.
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Fig. 8. Approximation of (a) � �� ���� and (b) � �� ����.

Fig. 9. (a) Double-balanced mixer with offset voltages for modeling the tran-
sistor mismatches. (b) Single-balanced mixer with offset voltages for modeling
the transistor mismatches.

Equation (24) indicates that other third-order nonlinearities
besides can significantly contribute to the output IM3.
Fig. 7 shows that the nonlinearities and have the same
sign (positive), while and have the opposite sign
(negative). Thus, all nonlinearity terms, with their weighting
factor in (24), have a positive value, which shows that the
contributions of each third-order nonlinearity to the IM3 add
up. For low supply voltages, the LO signals with a large swing
can easily drive out of the saturation region at . Then, the
output conductance nonlinearity and the cross-modulation
nonlinearities and of dramatically increase, which
increases the , thus decreasing IIP3, as indicated by
(23) and (24).

In summary, the IIP3 of the time-varying mixer can be esti-
mated by one time-invariant IIP3 calculation at the maximum of
the LO signal. The effect of the slope of the LO signal on IIP3
can be neglected. In the low supply voltage processes, for high
IIP3, an LO signal with a large swing is not desirable because
the switching transistor enters into the triode region when the
LO reaches its maximum.

B. IIP2 Estimation

Mismatches in transistors and load resistors, self-mixing, and
transistor nonlinearity together cause finite IIP2 for the bal-
anced mixer [12]. The effect of self-mixing and mismatches in
load resistors can be made negligible using layout counter mea-
sures [22]. Then, the remaining dominant factors for IIP2 are
transistor mismatches and nonlinearities. For the double-bal-
anced mixer, transistor mismatch can be modeled by the three
dc offset voltages shown in Fig. 9(a) ( for the mismatch of

, for the mismatch of , and for
the mismatch of ). Since the effect of the switch pair
mismatch is typically much larger than that of the transconduc-
tors [12], we will neglect and will use the single-balanced
mixer shown in Fig. 9(b) in this analysis.

As explored in the previous section, the mixer is considered
as a nonlinear circuit with respect to the input RF signal, where
the dc bias is periodically changed by the LO signal. With dc
offset, the LO is not symmetric, and therefore, the single-ended
IM2s at the positive and negative outputs are not equal. Hence,
they will not cancel. As a function of the asymmetric LO signal,
for a two-tone input signal at and , the IM2 at the
differential output can be extended to a Fourier series as

(25)

For low-side injection, the IM2 distortion is located at
in the IF band, which is accounted by the zeroth-order

Fourier series components and

(26)

Then, the IIP2 is

IIP dBm dB dBm

dB dBm (27)

Using the same approach as that for IM3, the real parts of the
simulated waveforms of the single-ended IM2 (
and ) are shown in Fig. 10. Note that the
single-ended IM2s at the positive and negative outputs (
and ) correspond to the dc term of and

. These dc terms, in turn, correspond to the
integral of (or area below) the waveform. In a perfectly
symmetric mixer, the single-ended IM2s at the positive and
negative outputs ( and ) are equal, and therefore,
they exactly cancel each other, leading to an infinite IIP2.
However, any dc offset introduces an effectively asymmetric
LO and an asymmetric bias modulation in and

, hence resulting in waveform differences be-
tween and . The single-ended
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Fig. 10. Waveforms of (a) � �� ���� and (b) � �� ����.

Fig. 11. �� �� and � �� in logarithmic scale for the NMOS tran-
sistor in the triode and saturation regions.

IM2s at the positive and negative outputs do not exactly cancel,
which results in a finite IIP2.

Due to a high similarity between and
, we choose to show the details on the estima-

tion of the single-ended IM2 at the positive output . As
discussed in Section II, at , and act as a
cascode amplifier. Due to the low supply voltage in deep-sub-
micrometer technologies, stays in the saturation region, and

may toggle between the triode and saturation regions. As
derived in the Appendix, transistor dominantly contributes
to the IM2 of the cascode amplifier

(28)

where and are the linear output resistance and
transconductance of ,
is the derivative of the transconductance,

is the derivative of the output conductance,
and is the second-order cross-mod-
ulation nonlinearity. Equation (28) indicates that the sign of

for a different bias is determined by , , and .
As an example, an NMOS transistor m ,
with fixed, is simulated by sweeping from 0.02
to 0.32 V. Fig. 11 shows that, in the saturation region, the
transconductance nonlinearity is dominant, while in the

Fig. 12. Estimation of � �� ����.

triode region, the cross-modulation nonlinearity and the
output conductance nonlinearity become dominant. As
LO rises and falls, may enter in the triode region where
the cross-modulation nonlinearity and output conductance
nonlinearity ( and ) are dominant. Then, the term

in (28) is dominant, and
is positive, as shown in Fig. 10(a). As the LO increases,

enters into the saturation region, where becomes dom-
inant. Since and are on the same order of magnitude,
the term in (28) is dominant, and turns negative.

Note that the change of between positive and negative
values during the LO rise/fall time have not been considered in
[12] due to the following simplifications.

1) Only the transconductance nonlinearity of the transistor is
considered. As a result, the fact that the nonlinearity of
transistor is also modulated by its drain–source voltage
is neglected.

2) The effect of the finite LO slope on IIP2 is neglected. As
a result, the fact that, due to a low supply voltage in the
deep-submicrometer technologies, transistor typically
toggles between the triode and saturation regions during
the LO rise and fall times is neglected.

Since the positive single-ended IM2 is equal to the inte-
gral of the waveform of shown in Fig. 10(a), neglecting
the positive area in and can overestimate
the positive single-ended IM2 . The same conclusion ap-
plies to the negative single-ended IM2 . In summary, the
single-ended IM2 can be overestimated by neglecting the LO
slope, cross-modulation nonlinearity, and output conductance
nonlinearity of the transistor. As a result, the differential IM2

can be significantly misestimated.
In order to give an accurate estimation of the positive single-

ended IM2 , a good capture of the waveform, especially in
and , is essential. Fig. 12 shows the estima-

tion of by six equal-distant samples ( to ). Assuming
that the rise/fall time of the LO that are equal to yield

and , the area of
is then given by

(29)

where .
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Similarly, the area of can be estimated as

(30)

where .
Now, by using (27), (29), and (30), the IIP2 of the time-

varying mixer can be estimated by a few time-invariant IM2 cal-
culations. Note that the estimation of the single-ended IM2 by
samples at different instants includes the periodic property of
the transistor nonlinearity. For each instant sample, the IM2 is
calculated by (31), as given in the Appendix

(31)

First, it shows that, for the narrow-band IM2, the nonlinear
capacitance can be neglected. It also shows that the terms
with the cross-modulation nonlinearity and output conduc-
tance nonlinearity ( and ) can cancel the terms with
transconductance nonlinearity . Due to the low supply
voltage in deep-submicrometer technologies, LO signals with
a large swing can easily drive out of the saturation region
at . Then, at , may stay in between the triode and
saturation regions, where and becomes larger, while

stays in the saturation region. In that case, (31) can be
simplified to

(32)

as given in the Appendix. With the scaling factor
and for and , the single-ended IM2 can be
very small. However, due to the high sensitivity of and

to dc offset voltages (mismatches), the low single-ended
IM2 does not guarantee a high differential IIP2. Fig. 13 shows
that the single-balanced mixer shown in Fig. 9(b) is simulated
for varying gate bias of with fixed dimensions. The single-
ended IIP2 was derived for a situation without mismatch, while
the differential IIP2 is the minimum IIP2 from a Monte Carlo
mismatch simulation. As the gate bias of increases, more
current flows through . Thus, in , may enter the
triode region, where the distortion from and of
increases and cancels a larger part of the distortion from of

Fig. 13. Single-ended IIP2 and minimum differential IIP2 of the single-bal-
anced mixer for various � of the transistor� .

. This results in a smaller negative area of , shown in
Fig. 12, and yields a high single-ended IIP2. However, the high
differential IIP2 is achieved for a smaller . At such bias,
and are all in the saturation region in , where of

is dominant for the single-ended IM2 and less sensitive to
the dc offset voltages.

C. Impact of the LO Signal on Mixer Nonlinearity

The LO signal of the mixer practically has finite rise/fall
time. However, the influence of the LO slope on the mixer
nonlinearity has not yet been investigated in previous literature
[11]–[14]. The analysis in Sections IV-A and IV-B shows that,
for a low supply voltage, as the LO rises or falls, transistor

may experience a deep triode region operation where the
cross-modulation nonlinearity and output conductance non-
linearity become dominant. As discussed in Section IV-A, the
IM3 output at the IF band is equal to the first-order Fourier
coefficient of , which is under little
influence of the LO slope. Therefore, we conclude that the LO
slope effect on the mixer IIP3 can be neglected. The IIP3 of
the time-varying system can be estimated by one time-invariant
nonlinearity calculation.

As for the IIP2, during the rise/fall time, toggles be-
tween the triode and saturation regions. In the triode region, the
cross-modulation nonlinearity and output conductance nonlin-
earity of the transistor are dominant, and they will result in a pos-
itive single-ended IM2. In the saturation region, the transcon-
ductance nonlinearity is dominant, and the single-ended IM2
changes to a negative value. Since the overall single-ended IM2
is the sum of the positive and negative contributions in one pe-
riod, neglecting the LO slope can overestimate the single-ended
IM2 and may misestimate the differential IM2. Fig. 14 shows
an illustration: the mixer shown in Fig. 9(b) is simulated by
sweeping the width and of with fixed mW
at 2 GHz. A fixed 5-mV dc offset is used to model the mismatch
of the switch pair. The simulated IIP2s for a square-wave LO
and a LO with finite slopes are com-
pared. The difference of the IIP2 between using a square-wave
LO and using LO with a finite slope can be as large as 30 dB,
which demonstrates the importance of including the LO slope
in the IIP2 estimation.

D. LO Slope Tuning for IIP2 Calibration

Including the LO slope in the analysis not only provides a
more accurate estimation on the IIP2 but also shows one new
possibility of introducing intentional mismatch that can be used
for IIP2 calibration. In order to achieve a high IIP2, typically,
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Fig. 14. Simulated IIP2 for (a) a square-wave LO (square symbol) and (b) an
LO with a finite slope �� � � � ����� � (triangle symbol).

Fig. 15. Schematic of the mixer using LO slope tuning for IP2 calibration.

mismatches are introduced to the mixer to neutralize the differ-
ential IM2 output caused by the intrinsic mismatches.

Currently, the possibilities for introducing intentional mis-
matches are the following:

1) controlling the mismatch between the loads by resistor
trimming [23], [24] or by tuning the pMOS load with NF
degradation by 1–2 dB due to the noise introduced by the
extra pMOS current sources [25];

2) tuning the current sources within the common-mode feed-
back (CMFB) section for the current mode output mixers
[26];

3) tuning the dc level of the LO signal [27].
The discussion in Section IV-B suggests that the IIP2 can also be
calibrated by tuning the LO slope. For demonstration purposes,
the mixer shown in Fig. 15 is simulated for at 3.01 GHz
and two-tone signals at 3.02 and 3.024 GHz with a 25-dBm
input power. The mixer is driven by two inverters with load ca-
pacitors. By changing these load capacitors, we can tune the LO
slope for the mixer. Note that a very small LO slope change is
sufficient due to the high sensitivity of the differential IM2 to
the LO slope. In this case, the slope change is between 0.75%
and 0.75%, shown in Fig. 16(c), while the inverter power dis-
sipation is changing between 2.2 and 2.7 mW. Fig. 16 shows
that a high IIP2 can be achieved by tuning the LO slope, while
the gain, IIP3, and NF are not affected.

E. Summary

It can be concluded that, by using the time-varying weakly
nonlinear analysis, the IIP3 and IIP2 of the mixer can be esti-
mated by a few time-invariant weakly nonlinearity calculation,
where the effect of the LO slope is included. Note that, in the
time-invariant nonlinearity calculations, the contribution of the
switching pair and the input stage is evaluated as
a whole circuit but not separately as in [12]. As a result, the non-
linearity of the time-varying circuit can be estimated by time-in-
variant nonlinearity calculations, which is straightforward by
using the Volterra series approach [28] or the general weak non-
linearity model for amplifiers [29].

Fig. 16. (a) IIP2, (b) gain, IIP3, and SSB NF at 1 MHz versus the inverter load
capacitor tuning and (c) waveform of LO- at the gate of � for different tuning
capacitors.

V. BENCHMARKING ACCURACY

To evaluate the accuracy of the model for noise and IIP3
calculation, the single-balanced mixer in Fig. 1 is simulated.
For the model of the IIP2, the double-balanced mixer shown
in Fig. 9(a) is simulated. The simulation results in Spectre and
the calculation results using our model are presented in this sec-
tion. We implemented the noise and nonlinearity model within
a mixer P-cell, which is similar to what we did for a low-noise
amplifier [6], where all small-signal parameters and nonlineari-
ties of the transistor are included. This mixer P-cell dimensions
the given circuit topology for a given set of specifications. The
time-invariant nonlinearity calculation for IIP2 and IIP3 estima-
tion is performed by using the circuit nonlinearity model [29],
where all of the resistive and capacitive nonlinearities are in-
cluded.

For Fig. 17, the Gilbert mixer was dimensioned at 3-mW
power consumption, with at 2 GHz and IF at 10 kHz. At
this low IF, the flicker noise is dominant. For the LO signal,

V, V, and . Fig. 17 shows the SSB
NF and the conversion gain as a function of the gate-overdrive
voltage of . It is shown in Fig. 17(a) that the noise model with
output resistance and capacitance (square symbols) has an esti-
mation error that is smaller than 0.9 dB, while the error is 3 dB
for the noise model with output capacitance but without output
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Fig. 17. Gilbert mixer’s (a) NF and (b) conversion gain. Simulated results
(line) and modeled results with � (squares) and without � (triangles) as a
function of the overdrive voltage of� .

resistance (triangular symbol). Fig. 17(b) shows that the conver-
sion gain resulting from our model with an output resistance has
an estimation error that is smaller than 0.3 dB, while the error
is more than 2.5 dB if the output resistance of is neglected.
The analyses in Section III-A suggest that, with the scaling of
the CMOS technology (having a lower supply voltage, a higher

, and a lower output resistance), the flicker-noise leakage
caused by the finite output resistance of becomes signifi-
cant, and it cannot be neglected. Fig. 18 shows the simulated
and calculated SSB NF as a function of the IF frequency (for

at 2 GHz, mW, V, and
for V, V, and V). The es-
timation error of our noise model is smaller than 0.3 dB. As
the mixer acts as a balanced differential pair at , a lower
common-mode level of the LO signal causes a lower gain for
the differential pair, and thus, a smaller noise spikes, as shown
in Fig. 2(b). As a result, the flicker-noise leakage is smaller for
a lower . Fig. 19 shows a comparison of the simulated and
calculated NF both at IF kHz and IF MHz as
a function of the LO frequency (for an 11-dB conversion gain,

mW, V, and ). The figure illustrates
that the estimation error of our noise model is lower than 1 dB
for an below 5 GHz in a 90-nm CMOS technology.

Fig. 20 shows the simulated and calculated IIP3 as a function
of the overdrive voltage of , with 3-mW power consumption.
For the LO signal, GHz, V, V,
and . The two-tone signals are at 2.01 and 2.014 GHz,
and the IIP3 is extrapolated by sweeping the input power from

25 to 15 dBm. The estimation error is within 0.5 dB for our
model, while the error is larger than 6 dB for the model that only
includes the nonlinearity. Fig. 21 shows a comparison of the
simulated and calculated IIP3s as a function of the LO frequency
from 1 to 5 GHz. For the LO signal, V, V,
and . The two-tone signals are at MHz and

MHz, and the IIP3 is extrapolated by sweeping the

Fig. 18. Gilbert mixer’s NF as a function of the IF frequency for three
values of � . Simulated NF (line) and modeled NF (symbol) for � �

��� V, � � ��� V, and � � ��� V.

Fig. 19. Gilbert mixer’s (a) NF for IF � �� kHz and (b) NF for
IF � �� MHz as a function of the LO frequency. Simulated NF (line)
and modeled NF (square symbols) for � � � GHz, � � � mW,
� � ��� V, � � ��� V, and � � ���.

Fig. 20. Gilbert mixer’s IIP3 as a function of the overdrive voltage of 	 .
Simulated IIP3 (line), modeled IIP3 that includes all nonlinearity (squares), and
modeled IIP3 that includes only the � nonlinearity (triangular) for � �

� mW, � � ��� V, � � ��� V, and � � ���.

input power from 25 to 15 dBm. The estimation error of our
IIP3 model is lower than 1 dB, while the error is larger than 5
dB for the model that only includes the nonlinearity. The
estimation error in our model increases with frequency because
the effect of capacitances on the exact waveform of the drain of

is neglected.
For IIP2, the double-balanced mixer shown in Fig. 9(a) is

used. Three dc offset voltage sources model the switch pair mis-
match and input stage mismatch, where is 5 mV, is 3
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Fig. 21. Gilbert mixer’s IIP3 as a function of the LO frequency. Simulated
IIP3 (line), modeled IIP3 that includes all conductance nonlinearity (squares),
and modeled IIP3 that includes only the � nonlinearity (triangular) for � �

� mW, � � ��� V, � � ��� V, and � � ���.

Fig. 22. Gilbert mixer’s IIP2 as a function of the width of � . Simulated
IIP2 (line with cross), modeled IIP2 that includes all conductance nonlinearity
and LO effect (line with squares), and modeled IIP2 that includes only the �
nonlinearity and no LO slope effect (line with triangles) for � � � GHz,
� � ��� V, � � ��� V, and � � ���.

mV, and is 3 mV. Fig. 22 shows the simulated and calcu-
lated IIP2s as a function of the width of for a constant .
For the LO signal, GHz, V, V,
and . The IIP2 is estimated by 12 time-invariant nonlin-
earity calculations. The two-tone signals are at 1.01 and 1.014
GHz, and the IIP2 is extrapolated by sweeping the input power
from 30 to 25 dBm. For an IIP2 lower than 65 dBm, the
estimation error of our model is below 1 dB, while for an IIP2
higher than 70 dBm, the error is within 4 dB. For the model that
only includes the nonlinearity and without considering the
LO slope effect, it does not predict the IIP2 peak. Fig. 23 shows
a comparison of the simulated and calculated IIP2s as a func-
tion of the LO frequency from 1 to 5 GHz. For the LO signal,

V, V, and . The two-tone signals
are at MHz and MHz, and the IIP2 is ex-
trapolated by sweeping the input power from 30 to 25 dBm.
The estimation error of our model increases with an increasing
LO frequency, but it remains smaller than 4 dB, while the error
is larger than 10 dB for the model that only includes the non-
linearity and without considering the LO slope effect.

The estimation time of our model is compared with the sim-
ulation time using Spectre, shown in Table I. For noise and
IIP3 estimation, our model speeds up the estimation time by
a factor of about 40 since only one or two time-invariant cir-
cuit calculations are involved. Although IIP2 estimation takes
12 time-invariant nonlinearity calculations, the estimation time
is still three times less in comparison with the circuit simulation.

Fig. 23. Gilbert mixer’s IIP2 as a function of the LO frequency. Simulated IIP2
(line), modeled IIP2 that includes all conductance nonlinearity and LO effect
(line with squares), and modeled IIP2 that includes only the � nonlinearity
and no LO slope effect (line with triangles) for � � ��� V, � � ��� V,
and � � ���.

TABLE I
MODEL ESTIMATION TIME

VI. CONCLUSION

A simple closed-form model for the fast and accurate es-
timation of the noise, IIP3, and IIP2 of the active mixer has
been presented. The mixer noise can be estimated by two ac
noise calculations, with an error that is smaller than 2 dB,
while the calculation time is about 40 times shorter than when
using a commercial simulator. The model has shown that the
decreasing transistor output resistance in deep-submicrometer
technologies, rather than the output capacitance, is a dominant
reason for the flicker-noise leakage. Any flicker-noise cancel-
lation technique should include the effect of output resistance.
By properly increasing and of and by using longer
switch pair transistors , the noise performance can
be improved, while no degradation on gain is introduced. The
mixer IIP3 can be estimated by one time-invariant nonlinearity
calculation, with an error that is smaller than 1 dBm, while the
calculation time is reduced with a factor of 50. The slope of
the LO has a little effect on the IIP3. However, the LO slope,
together with the cross-modulation nonlinearity and output
conductance nonlinearity in the triode region, significantly
contribute to the single-ended IM2 of the mixer. Therefore, the
accuracy of the IIP2 estimation is highly dependent on the good
capture of the LO waveform. Neglecting the LO slope or only
considering the transconductance nonlinearity will overesti-
mate the single-side IM2 and will significantly underestimate
the differential IIP2. Other than introducing mismatches to
the mixer, tuning the LO slope can be a new approach in IIP2
calibration.

APPENDIX

A general distortion model for amplifiers that is presented
in [29] is utilized to derive the IM3 and IM2 of the cascode
amplifier shown in Fig. 24, where is the
two-tone input signal.
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Fig. 24. Model for the IM2/IM3 calculation of the cascode amplifier.

For an IM3 to the first order, we include all third-order resis-
tive nonlinearities between the drain–source terminals, and the
output IM3 is given by

(33)

where and are the IM3 current components of
transistor and , respectively, and and

are the gains from IM3 current components to
the voltage output.

For the IM2, we include all the nonlinearities between the
drain–source terminals, and the output IM2 is given by

(34)

where and are the IM2 current components of
transistor and , respectively, and and

are the gains from the IM2 current component
to the voltage output. Assuming that the second-order nonlin-
earity of and are on the same order of magnitude and

, then the
IM2 contribution of is dominant. Equation (34) can be

simplified to

(35)
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