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I. INTRODUCTION

Spread spectrum (SS) techniques have been first
applied in the military domain because of their intrinsic
characteristics, such as the possibility to hide the signal
under the noise floor, the low probability of interception
and its robustness against narrowband interference [1].
Other beneficial properties have lead to the widespread
use of direct sequence spread spectrum (DSSS) in
commercial applications. In particular, thanks to the large
transmission bandwidth that allows precise ranging, DSSS
has been applied for location and timing applications such
as Global Navigation Satellite Systems (GNSS).

For a correct signal reception, the alignment between
the transmitted spreading code and the locally generated
sequence is fundamental. Code synchronization in DSSS
systems consists typically of two sequential parts:
acquisition and tracking. The acquisition yields a coarse
alignment and the subsequent tracking ensures a
continuous fine alignment of the phases. The code
acquisition is a binary detection problem, where the
decision has to be made for each possible code phase and
Doppler frequency. These two variables constitute a
two-dimensional search space which is discretized into
different cells. Every detection or estimation process is
composed of an observation block and a decision or
estimation block [2], In the observation block the cells in
the search space are computed by downconverting the
incoming signal, followed by a correlation with the local
replica of the SS sequence. The cell values depend on the
implementation details for the computation of a single cell
(e.g. integration time), the presence of the signal of
interest (SoI), noise and interference, and the channel
conditions. The cell values are hence random variables
(RVs) with their statistical distribution [3], which we call
the cell statistics. In the decision block a decision variable
is calculated based on single or multiple cells of the search
space, which determines the presence or absence of the
SoI. Different acquisition strategies received wide research
interest in the past [4–8]. The most popular acquisition
strategy consists in comparing the maximum value of the
search space with a threshold value and is called the
threshold crossing (MAX/TC) criterion [5]. Another
common acquisition strategy for GNSS signals relates the
maximum cell in the search space to the second maximum,
which has as main advantage to maintain the probability
of false alarm independent of the noise power density [9].

The acquisition performance is well described in the
presence of additive white Gaussian noise (AWGN).
Recent studies show that, in urban environment, the
detection of the GNSS signal can be seriously challenged
by sources of unwanted interference [10–14], in addition
to the channel fading inherent to environments with a large
amount of obstacles. For DSSS systems the impact of
channel fading on the acquisition performance has been
studied in [15–22]. However, the analysis is focused on
the acquisition by mobile terminals in cellular networks.
The acquisition of GNSS signals differentiates itself from
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the acquisition in direct sequence-code division multiple
access (DS-CDMA) networks by the extremely low GNSS
signal power and by the different fading distributions that
affect the SoI and the interference. Hence, considering that
GNSS is a critical infrastructure, it is relevant to study the
impact of different sources of interference to assess its
performance in urban environment [23]. For single
interferers the impact of narrowband interference has been
studied in [10]. Further, [13] and [14] discuss the
interference originating from digital video broadcasting -
terrestrial (DVB-T) transmissions. None of the
transmission bands for DVB-T are active within the
frequency bands allocated for GNSS signals. However,
some of the harmonics of DVB-T signals transmitted in
the UHF IV and UHF V bands coincide with the GPS L1
or Galileo E1 bands and therefore these signals can be
potential sources of unintentional interference. Due to the
increasing number of mobile devices equipped with radio
transmitters, we can expect a drastic proliferation of
possible sources of interference [24]. Although legal
policies are established to protect the GNSS bands, there
exist future realistic scenarios such as multi-constellation
GNSS [25], the deployment of pseudolites [26–28] and
ultra wideband (UWB) transmitters [29, 30], where the
interference can originate from multiple transmitters [31],
and where literature specifically warns of the severe
interference effects and the resulting performance
degradation inflicted on GNSS receivers. Another possible
threat for GNSS systems are cognitive radio (CR)
networks, which have been proposed recently to alleviate
the problem of inefficiently utilized spectrum by allowing
cognitive devices to coexist with licensed users, given that
the interference caused to the licensed users can be
limited. The frequency bands used for DVB-T
transmissions are a possible candidate for opportunistic
spectrum access (OSA) [32], yet the harmonics created in
that frequency band are known to coincide with the GPS
L1 or Galileo E1 bands. As a consequence cognitive
devices which are allowed to transmit in the UHF IV band
when the digital television (DTV) broadcasting system is
inactive, might create harmful interference to GNSS
systems due to amplifiers’ nonlinear behavior [33].
Although literature mentions different types of
interference that can affect GNSS receivers, a theoretical
framework that accounts for the effects of single and/or
multiple sources of interference and for the channel fading
affecting both SoI and interfering signals is still missing.

In this paper we develop a framework for the GNSS
acquisition performance that accounts for a single
interferer as well as for a network of interferers. The
framework is flexible enough to jointly account for
different channel conditions for the SoI and the interfering
signals, as well as the spatial distribution and density of
the interfering nodes. Moreover, the proposed framework
provides the acquisition performance for different decision
strategies. The acquisition performance is characterized by
means of mathematical expressions of the probability of
detection (Pd) and the probability of false alarm (Pfa). The

resulting receiver operating characteristics (ROC) have
been supported and validated by simulations. The main
contributions of this work can be listed as follows: 1) the
theoretical comparison of the most common acquisition
methods, 2) the definition of a framework that allows to
validate the acquisition performance for different channel
conditions for the SoI and the interference, and 3) the
adoption of aggregate network interference in the
theoretical framework. The analytical framework for the
acquisition performance of GNSS signals presented in this
paper is of interest both for the correct setting of the
detection threshold in realistic (future) signal conditions
and for the definition of limit system parameters that
guarantee a minimum required acquisition performance.
Moreover, the framework can be used to plan where
alternative localization systems should be deployed in
order to achieve ubiquitous and accurate localization
performance.

The remainder of the paper is organized as follows. In
Section II the signal and system model is presented,
introducing the assumptions that have been made. The
search space is defined and the different acquisition
strategies that have been studied are introduced. Section III
analyzes the acquisition performance in the presence of a
single interferer, while in Section IV the case of aggregate
interference is discussed. Numerical results are presented
in Section V. In Section VI the conclusions are drawn.

II. SIGNAL AND SYSTEM MODEL

In this section we introduce the signal and system
model, as well as the decision strategies that are evaluated
in the remainder of the paper.

A. Signal Model

After filtering and downconversion in the receiver
front-end, the k-th sample of the received signal entering
the acquisition block has the following form

s[k] =
Nsat∑
l=1

rl[k] + i[k] + n[k] (1)

where s[k] is the sum of Nsat satellite signals rl[k], an
interference term i[k], and the noise term n[k]. We assume
the noise samples to be independent and to follow a
complex normal distribution Nc(0, N0fs/2), with fs the
sampling frequency and N0 the noise spectral density. The
kth sample of the GNSS signal received from a single
satellite can be represented as

rl[k] =
√

2PHlcl[k − τc,l]dl[k − τc,l] cos[2π(fIF

+ fd,l)k + φl] (2)

where P is the GNSS received signal power, Hl represents
the fading affecting the lth satellite signal, cl is the code
with corresponding code phase τ c,l, fIF and fd,l are the
intermediate frequency and the Doppler frequency, and φl

is the carrier phase error. For simplicity we suppose the
data bit dl to be 1. The main objective of the acquisition is
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Fig. 1. Schematic of different processing steps for calculation of
search space.

to determine the code phases τc,1, τc,2, · · · τc,Nsat and
Doppler frequencies fd,1, fd,2, . . . , fd,Nsat of the satellites in
view. Since the GPS L1 and Galileo E1 are operating in
protected spectrum, we consider as source of interference
the harmonics or intermodulation products of emissions in
the UHF IV and UHF V frequency bands.1

B. System Model

The acquisition of GNSS signals is a classical
detection problem where a signal impaired by noise and
interference has to be identified. Prior to the tracking of
GNSS signals, the receiver identifies which satellites can
be used to determine a position and time solution and
provides a rough estimation of the code phases and the
Doppler frequencies of the present satellite signals. In the
receiver acquisition block, the signal as defined in (1) is
first downconverted to baseband. Subsequently, the
downconverted signal is correlated with a local replica of
the code and the correlator output is integrated over an
interval which is an integer a times longer than the code
period length N. As shown in Fig. 1, the unknown phase of
the incoming signal is finally removed by taking the
squared absolute value of the complex variable.

The acquisition process is a binary decision problem
with two hypothesis. The H1 hypothesis corresponds to the
scenario where the signal is present and correctly aligned
with the local replica at the receiver. The null-hypothesis
H0 corresponds to the case where the SoI is not present, or
present but incorrectly aligned with the local replica. The
acquisition performance is measured in terms of the
probability of detection and the probability of false alarm.
The probability of detection Pd is the probability that the
decision variable V surpasses the threshold β in the
presence of the SoI and can be expressed as
Pd(β) = P(V > β|H1). The probability of false alarm Pfa

is the probability that V surpasses β in absence of SoI or
when the signal is not correctly aligned with the local
replica, and can be expressed as Pfa(β) = P(V > β|H0).

In order to define the cell statistics, we characterize the
different contributions to the cell values. The search space
is discretized into different cells that correspond to
possible values of the code phase and the Doppler
frequency. The code phase τ c,l of the different satellites in
view are chosen from a finite set {τ 1,τ 2, . . . , τ aN} with τ p

= (p − 1)�τ , where we choose �τ equal to the chip time
Tc to allow a tractable analysis. As for the Doppler

1Our framework can be easily extended to the case of in-band (e.g.
intentional) interference.

frequency, the value is chosen from the finite set {f1,
f2, . . . , fL}, with fq = fmin + (q – 1)�f, where the
frequency resolution �f and fmin are chosen according to
the specifications of the application. Thus, we define the
search space X ∈ R

aN×L where each cell cell X[p, q],
1 ≤ p ≤ aN, 1 ≤ q ≤ L is given by

X[p, q] =
∣∣∣∣∣ 1

aN

aN∑
k=1

[
Nsat∑
l=1

rl[k] + i[k] + n[k]

]

× c[k − τp]ej2π (fIF+fq )k

∣∣∣∣∣
2

= |Xr[p, q] + Xi[p, q] + Xn[p, q]|2 (3)

with Xr[p, q], Xi[p, q], and Xn[p, q] the contributions of
the satellite signals, the interference, and the noise,
respectively.2 The noise term Xn results from the
downconversion and correlation with the local replica of
the noise term in (1). The downconversion yields a
complex Gaussian RV with variance of the real and the
imaginary parts equal to N0fs/4. The correlation with the
local replica yields the mean value of N zero-mean,
complex Gaussian RVs, and thus, Xn ∼ Nc(0, σ 2

n ) with
σ 2

n = N0fs/(2N) = N0(2Tper), where Tper = NTc is the
code period. Note that in order to have independent noise
samples, the sampling rate is 1/Tc. We consider the term
that originates from a single interferer after
downconversion and despreading to be a Gaussian
process, such that Xi ∼ Nc(0, σ 2

i ). It is widely accepted
that the Gaussian distribution is a good approximation for
the interference in DSSS systems [34, 35]. When the
Gaussian approximation of the contribution to the decision
variable produced by the despreading of the interfering
signal is not accurate, the proposed framework yields a
pessimistic performance analysis [36]. In order to account
for the interaction between the interfering signal and the
despreading sequence, the spectral separation coefficient
(SSC) is commonly used [37]. Since the contribution of
the interference to the decision variable can be modeled as
a Gaussian RV, and since the SSC values for complex
white Gaussian noise are very similar for GPS C/A and
Galileo BOC(1, 1) coding [14], the proposed theoretical
model holds for a generic GNSS signal.

In this work we consider the Doppler frequency known
and therefore, X ∈ R

aN×L reduces to a one-dimensional
search space X̄ ∈ R

aN spanned over the set of code phase
values. We refer to [38] for several acquisition techniques
that include also the estimation of the Doppler frequency.
For a known Doppler frequency, a cell of the search space
X[τ ] ∈ X̄ can be written as3

X[τ ] =
∣∣∣∣∣

Nsat∑
l=1

√
PHlRl[τ ]e−jφl + Xi[τ ] + Xn[τ ]

∣∣∣∣∣
2

(4)

2In order to reduce notational complexity, without loss of generality we
assume a = 1.
3To reduce the complexity of notation, the index p is further discarded.
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where Rl[τ ] is the cross-correlation function between the
code under search and the code of the lth satellite. The
contribution of interference and noise for the different
code phase values is represented by Xi ∈ R

aN and
Xn ∈ R

aN , respectively. We consider the set of {Hl} as
independent and identically distributed (IID), with a
constant value over the integration time and average
fading power E{H 2

l } = 1. Without loss of generality, let
satellite 1 be the satellite under search. The value of a
search space cell can now be expressed as

X[τ ] =
∣∣∣∣∣√PH1R1[τ ]e−jφ1

+
Nsat∑
l=2

√
PHlRl[τ ]e−jφl

︸ ︷︷ ︸
Xc[τ ]

+Xi[τ ] + Xn[τ ]

∣∣∣∣∣
2

(5)

where Xc[τ ] is the contribution of the cross-correlation
noise to the value of a random search space cell. The
distribution of Xc[τ ] can be well approximated by a
complex, zero-mean Gaussian distributed RV [14]. The
variance of Xc[τ ] can be written as

σ 2
c = [E{H 2

l }(Nsat − 1)P ]σ 2
cross/2 (6)

where σ 2
cross is the variance of the cross-correlation

originating from a single satellite.

C. Decision Strategies

The acquisition performance does not only depend on
the cell statistics, but also on the acquisition strategy that
has been adopted. Different decision variables are
commonly used, often on a heuristic basis. In general the
goal of a decision strategy is to maximize the probability
of detection and to minimize the probability of false
alarm. In [2] the generalized likelihood ratio test (GLRT)
is introduced. The GLRT leads to select the maximum of
the search space defined as [5, 39]

V = max{X̄}. (7)

The decision is then taken by comparing V with a
threshold. In the GLRT strategy the Neyman-Pearson
criterion is applied. For a selected probability of false
alarm, a threshold that maximizes the probability of
detection is chosen, such that the GLRT strategy is the
optimal acquisition strategy when the signal conditions are
perfectly known.

A second strategy to define a decision variable, called
maximum ratio test (MRT), uses the ratio between the first
and the second maximum of the search space [9, 40]

V = X(1)

X(2)
(8)

where X(1) ≥ X(2) ≥ . . . ≥ X(aN–1) are order statistics of X̄.

III. SINGLE INTERFERER

In this section we consider the scenario where the
interference stems from a single transmitter.

We propose an analytical approach for the evaluation
of the acquisition performance that is based on the
characteristic function (CF) of the decision variable. To
define the statistics of the decision variable for this
scenario, we analyze the contribution of the interference to
the search space cell values. Although the interfering
signal does not necessarily feature a zero-mean Gaussian
distribution, it can be shown that the contribution to the
decision variable produced by the despreading of the
interfering signal can be often approximated by a
Gaussian RV [34, 35]. As a case study we consider a
DVB-T base-station as a single transmitter and the third
harmonic of the DVB-T signal as the interference in the
GNSS E1/L1 bands [33]. However, our approach can be
used for several single interferer scenarios where both SoI
and interferer are affected by fading. The contribution of
the third harmonic of DVB-T to the different cells of the
search space has been discussed in [14], and can be
expressed as Xi ∼ Nc(0, σ 2

i ). Therefore, the sum of the
contributions stemming from the noise, the interference,
and the cross-correlation can be merged to a single
complex Gaussian RV.

XIN = Xc + Xi + Xn ∼ Nc(0, σ 2
tot) (9)

with σ 2
tot = σ 2

c + σ 2
i + σ 2

n .

This completes the definition of the cell statistics and
we proceed with the discussion of acquisition performance
of the GLRT and MRT decision strategies.

A. Generalized Likelihood Ratio Test

1) The Probability of Detection: Pd corresponds to
the probability that the decision variable exceeds the
threshold value in presence of the SoI. In the GLRT
strategy the maximum value of the entire search space is
selected as the decision variable. Let X1 denote the cell
value corresponding to the correct code phase, assumed
without loss of generality to be τ1, and let X̄− = X̄\{X1}
denote the search space excluding cell X1. Considering a
relatively strong satellite signal power, we suppose that
X1 = max {X̄} = X(1). The RV X1 can be written as

X1 = |
√

PH1e
−jφ1 + Xc[τ1] + Xi[τ1] + Xn[τ1]|2 (10)

where we have considered the signal from satellite number
1 as the one under search.4 When X1 = X(1), the
probability of detection can be found by applying the
inversion theorem [41] and is given by

Pd(β|X1 = X(1)) = P{X1 > β}

= 1

2
− 1

2π

∫ ∞

0
Re

{
ψX1 (−jω)ejωβ−ψX1 (jω)e−jωβ

jω

}
dω

(11)

where ψX1 (jω) is the CF of the decision variable X1.
Conditioning on H1, the RV X1 follows a noncentral χ2

4We consider the maximum of the auto-correlation equal to 1.
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distribution with 2 degrees of freedom and noncentrality
parameter μX1 = H 2

1 P. The CF of X1 conditioned on H1

can be expressed as

ψX1|H1 (jω) = E{ejωX1|H1}

= 1

1 − 2jωσ 2
tot

exp

(
jωH 2

1 P

1 − 2jωσ 2
tot

)
. (12)

Taking the expectation over H1, (12) yields

ψX1 (jω) = 1

1 − 2jωσ 2
tot

ψH 2
1

(
jωP

1 − 2jωσ 2
tot

)
. (13)

where ψH 2
1

is the CF of the fading power. In case of
Ricean or Rayleigh fading, the fading power features a
noncentral chi-square and a central chi-square distribution,
respectively. In both cases the CF is known in closed form.
The Ricean distribution is frequently used for modeling
outdoor channels [42], while the Rayleigh fading channel
is used for modeling indoor channel environments [43].

To calculate Pd we supposed so far a strong signal
power, which is made explicit in the conditions of (11).
The signal missed-detection can however also occur when
X1 
= X(1). In order to account for this case, we denote the
maximum of the set of the incorrect code phase cell values
as X2 = max{X̄−}, which follows a generalized
exponential distribution [44].5 The probability of detection
is the result of the product of two probabilities, i.e., the
detection probability of the cell corresponding to the
correct code phase and the probability that the maximum
of the rest of the search space is smaller than X1 and
therefore, Pd conditioned on H1 can be expressed as

Pd(β|H1) = P(X1|H1 > β) · P(X2 < X1|Hl ). (14)

The two factors both are conditioned on the fading
parameter h1 and thus they are not independent. The
probability of detection conditioned on H1 can now be
written as

Pd(β|H1) =
∫ +∞

β

∫ x

0
fX2 (y)fX1|H1 (x)dydx

=
∫ +∞

β

FX2 (x)fX1|H1 (x)dx (15)

where FX2 (x) is the cumulative distribution function (cdf)
of a generalized exponential function. The cdf of the
generalized exponential distribution can be expressed as
[44]

FX2 (x; �, ζ ) = (1 − e−ζx)�, x > 0 (16)

where � = N – 1 and ζ = 1/2σ 2
tot are the scale and shape

parameters, respectively. In order to take into account the
effect of the fading, we propose a unified approach based
on the CF of X1. Using the inversion theorem for the
calculation of the probability density function (pdf) of X1,

5We do not consider the contribution of the auto–correlation of the SoI
that is present in all cells of X̄−, since it is negligible. Instead, we use σ 2

tot
as defined in (9).

the probability of detection can be expressed as

Pd(β) = 1

π

∫ +∞

β

FX2 (x)

×
∫ +∞

0
Re{ψX1 (jω) exp(−jωx)}dωdx. (17)

By using the CF of X1, we can easily include in the
analysis the effect of fading on the SoI and on the
interferer. The advantage of using the CF will become
clear in the next section where we show that a double
numerical integration will likewise allow us to calculate
the probability of detection including the effects of fading
and the effects of multiple interference instead of a
recursive solution of nested integrations.

2) The probability of false alarm: Pfa corresponds to
the probability that the decision variable exceeds the
threshold value in absence of the signal. In this case the
entire search space is composed of IID RVs following an
exponential distribution. The probability that the decision
variable exceeds the threshold can thus be written as
follows

Pfa(β) = 1 − FX2 (β; N, ζ ) = 1 − (1 − e−ζβ)N. (18)

REMARK. A third method proposed in [45] considers the
decision variable defined as

V = X(1)∑
Xk∈X̄\{X(1)} Xk/(N − 1)

. (19)

Since for a given value of the signal-to-noise ratio (SNR)
and the signal-to-interference ratio (SIR), the value by
which X(1) is scaled is a constant, the performance of this
method is identical to the GLRT acquisition strategy.
However, this method is beneficial since it inherently
includes an estimation of the noise power, which is
necessary to correctly set the threshold.

B. Maximum Ratio Test

For the MRT the decision variable is defined as the
ratio of the highest correlation peak and the second
highest correlation peak of the search space. This method
is heuristic and has as the main advantage that Pfa is
independent of the noise power density. This approach
allows to set a fixed threshold corresponding to a selected
false alarm rate, which is independent of the noise
power [9].

1) Probability of Detection: As defined in
Section III-A, let X1 be the cell value corresponding to the
correct code phase, and X2 = max{X̄−}. We assume a
relatively strong satellite signal, such that X(1) = X1 and
X(2) = X2. We can now rewrite (8) as

Ṽ = X1 − βX2. (20)

When the SoI is present, X1 can be expressed as in (10)
and follows a noncentral chi-square distribution. Since the
vector X̄− is composed of IID RVs that follow an
exponential distribution, X2 follows a generalized
exponential distribution. In the presence of the SoI, the
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acquisition of the GNSS signal is successful if Ṽ > 0.
Therefore, by using the inversion theorem the probability
of detection can be expressed as follows

Pd (β) = P
{
Ṽ > 0

}
= 1

2
− 1

2π

∫ ∞

0
Re

{
ψṼ (−jω) − ψṼ (jω)

jω

}
dω

(21)

where ψṼ (jω) is the CF of the variable Ṽ . For a given
threshold value β, the CF of the decision variable is given
by

ψṼ (jω) = E

{
ejωṼ

}
= E{ejω(X1−βX2)}. (22)

Since X1 and X2 are independent RVs, the CF of Ṽ can be
written as

ψṼ (jω) = 1

1 − 2jωσ 2
tot

ψH 2
1

(
jωP

1 − 2jωσ 2
tot

)
ψX2 (−jωβ).

(23)

Since X2 follows a generalized exponential distribution,
the CF of X2 can be written in closed form as [44]

ψX2 (jω) =
(N)(1 − jω

ζ
)

(N − jω

ζ
)

. (24)

Unfortunately, the CF of X2 is not in a convenient form for
numerical integration, since the Gamma function diverges
to infinity in the integration interval of (21). However,
recently the generalized exponential function has been
demonstrated to provide a good approximation of the
Gamma distribution [46]. Therefore, we approximate the
distribution of the generalized exponential RV with a
Gamma distribution defined by the two parameters k and
θ . In order to estimate the parameters of the Gamma
distribution, we use the method of the moments by
imposing the equivalence of the first two moments of the
Gamma distribution with the first two moments of X2.
Since mean and variance of the Gamma distribution are
expressed as

μG = kθ and σ 2
G = kθ2 (25)

and for X2 we have

μX2 = 1

ζ
[η(N) − η(1)] and σ 2

X2
= 1

ζ 2
[η′(1) − η′(N)]

(26)
the parameters of the Gamma distribution can be
expressed as

θ = 1

ζ

η′(1) − η′(N)

η(N) − η(1)
(27)

and

k = [η(N) − η(1)]2

η′(1) − η′(N)
(28)

where η(x) and η′(x) are the digamma and the polygamma
function, respectively. Finally, the CF of the decision

variable Ṽ can be obtained by inserting the CF of the
Gamma distributed RV X2 in (23)

ψṼ (jω) = 1

1−2jωσ 2
tot

ψH 2
1

(
jωP

1−2jωσ 2
tot

)
(1+jωβθ)−k.

(29)

The probability of detection can be calculated by
substituting (29) in (21). Note that in the GLRT strategy a
second numerical integration is necessary to account for
the probability that the cell corresponding to the correct
code phase does not correspond to the maximum of the
search space. Differently, the MRT strategy inherently
accounts for this probability, i.e., the MRT strategy
depends upon the probability distribution of the two
independent RVs X1 and X2 and therefore, contains the
probability that X2 exceeds X1. Moreover, only a single
numerical integration is needed.

2) The Probability of False Alarm: Pfa has been
derived analytically in [47]. According to the theory of
order statistics, Pfa can be written as

Pfa(β) = (N2 − N)B(N − 1, 1 + β) (30)

where B is the Beta function.

IV. AGGREGATE INTERFERENCE

The scenario where the interference stems from a
network of interferers is of increasing importance, as
reported in recent literature [48–50]. In this section we
consider multiple interferers scattered over the plane
according to a homogeneous Poisson point process (PPP).
It is known that for this scenario the approximation of the
multiple interference by a Gaussian process is very poor.
The aggregate network interference can rather be modeled
as an α-stable process, where the characteristic exponent
of the process is a function of the path-loss exponent, and
the dispersion is affected by the channel randomness. We
present a statistical model of aggregate interference that
was proposed in [51] and [48], and we analyze the impact
of this type of interference on the acquisition of the
satellite signal for the GLRT acquisition strategy.

A. Interference Modeling

As discussed in Section III, the correlation of a single
interferer with the local replica of the code yields a
complex Gaussian contribution to the decision variable.
When we consider a network of interferers, we apply a
stochastic geometry approach to capture the randomness
of the topology and model the spatial distribution of the
interferer locations according to a homogeneous PPP [49].
The probability that k interferers lie inside region R
depends on the spatial density of the interfering nodes λ

and the area AR of the region R, and can be written as [52]

P{k ∈ R} = (λAR)k

k!
e−λAR. (31)
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Without loss of generality we consider the receiver located
at the origin of an infinite plane,6 and we express the
aggregate interference measured at the origin as

Xi =
∞∑

m=1

Im. (32)

The m-th interfering signal in (32) can be written as

Im = 1

Rv
m

Gm

(
Im,1 + jIm,2

)
(33)

where Im,l and Im,2 are two IID Gaussian RVs with zero
mean and variance σ 2

i /2. The term σ 2
i represents the

interferer transmission power at a distance of 1 m
(far-field assumption) in the affected GNSS band. The RV
Gm represents the fading that affects the m-th interferer. As
in the far-field, the signal power decays with 1/R2v

m , where
Rm is the distance of node m with respect to the victim
receiver and v is the amplitude path–loss exponent. It is
worth to notice that since Im,1 and Im,2 are two IID
Gaussian RVs with mean equal to zero, Im is circular
symmetric (CS). We suppose that there is no coordination
between the different transmitters and thus they transmit
asynchronously and independently. Under such conditions
it can be shown that Xi follows a symmetric stable
distribution [48, 49, 52–54]

Xi ∼ Sc(α = 2/v, β = 0, γ = πλC−1
2/vE{|GmIm,p|2/v})

(34)

with Cx = 1−x
(2−x) cos(πx/2) . The characteristic exponent α

depends on the path-loss exponent, while the dispersion γ

is a function of the channel fading parameter, the interferer
node density, and the interferer transmission power.

B. Acquisition Performance in the Presence of
Aggregate Interference

In the presence of aggregate interference, the decision
variable can be expressed as

X1 = |
√

PHe−jφ + Xi︸ ︷︷ ︸
M

+Xc + Xn|2 (35)

where M stands for the contribution to the decision
variable of the SoI and the aggregate interference. The
sum of the noise and cross-correlation noise is a Gaussian
RV with variance σ 2

nc = σ 2
n + σ 2

c . Conditioning on M, X1

follows a noncentral chi-square distribution with two
degrees of freedom X1 ∼ χ2

nc(M2, σ 2
nc), where M2

represents the noncentrality term. The CF of X1

conditioned on M can be written as

ψX1|M (jω) = 1

1 − 2jωσ 2
nc

exp

(
jωM2

1 − 2jωσ 2
nc

)
. (36)

6Although the interferers are distributed over an infinite plane, only the
nearest interferers have a substantial contribution to the aggregate
interference.

By taking the expectation over M, the CF of X1 can be
expressed as

ψX1 (jω) = 1

1 − 2jωσ 2
nc

ψM2

(
jω

1 − 2jωσ 2
nc

)
. (37)

1) Rayleigh Fading for the SoI: We now consider the
case of H distributed according to the Rayleigh
distribution. Conditioning on Xi, M2 follows a noncentral
chi-square distribution with two degrees of freedom
M2

|Xi
∼ χ2

nc

(
X2

i , Pσ 2
H

)
. Therefore, the CF of M2

conditioned on Xi can be written as

ψM2|Xi (jω) = 1

1 − 2jωPσ 2
H

exp

(
jωX2

i

1 − 2jωPσ 2
H

)
(38)

with σ 2
H = 1/2. By inserting (38) in (37), the CF of X1

conditioned on Xi can be expressed as follows

ψX1|Xi (jω) = 1

1−2jω(P/2+σ 2
nc)

exp

(
jωX2

i

1−2jω(P/2σ 2
nc)

)
.

(39)

By taking the expectation over Xi, the CF of the decision
variable can be expressed as

ψX1 (jω) = 1

1−2jω(P/2+σ 2
nc)

ψX2
i

(
jω

1−2jω(P/2σ 2
nc)

)
.

(40)

Consider a symmetric stable distribution
X ∼ S(α, 0, γ ), then X can be decomposed as
X = √

UG, where U ∼ S(α/2, 1, cos(πα/4)) and
G ∼ Nc(0, 2γ 2/α), with U and G independent RVs [53].
By using the decomposition property of symmetric stable
distributions, the aggregate interference term can be
written as Xi = √

UG. Therefore, the square of the
aggregate interference can be expressed as

X2
i = 2γ vUC (41)

where C is a central chi-square RV with two degrees of
freedom. Conditioning on C and using the scaling
property of a stable RV,7 X2

i conditioned on C follows a
stable distribution and therefore, the CF of X2

i conditioned
on C is given by

ψX2
i |C(jω) = exp

{
− (2C)1/vγ cos

( π

2v

)
|jω|1/v

×
[
1 − sign(jω) tan

( π

2v

)]}
. (42)

The RV C1/v can be approximated by a Gamma RV Z [54].
By taking the expectation over Z, we can express the CF of
X2

i as

ψX2
i
(jω) =

(
1 + θv21/vγ cos

( π

2v

)
|jω|1/v

×
[
1 − sign(jω) tan

( π

2v

)])−kv

. (43)

7If X ∼ S(α, β, γ ) then kX ∼ S(α, sign(k)β, |k|αγ )
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Note that the first and second moment of C1/v can be
expressed as 21/v

(
N
2 + 1

v

)/


(
N
2

)
and 41/v

(
N
2 + 2

v

)/

(

N
2

)
. Similarly to what we have done in Section III-B.1,

the shape parameter k1/v and the scale parameter θ1/v of
the Gamma RV Z can be found by applying the method of
moments. By using (43) and (40), the closed-form
expression of the CF of X1 can be written as

ψX1 (jω) = 1

1 − 2jω(P/2 + σ 2
nc)

{
1 + θv21/vγ cos

( π

2v

)

×
∣∣∣∣ jω

1−2jω(P/2 + σ 2
nc)

∣∣∣∣1/v

×
[
1−sign

(
jω

1−2jω(P/2+σ 2
nc)

)
tan

(π

2v

)]}−kv

.

(44)

Note that when λ tends to zero (i.e. the dispersion γ tends
to zero), (44) reduces to the scenario without interference
where the SoI is subject to a Rayleigh fading channel.
Inserting (44) in (17), Pd can be obtained. Note that for the
scenario of aggregate interference the methodology to
calculate Pd based on the CF requires a double integration,
whereas the methodology based on the pdf requires a
series of nested integrations in order to average over all
RVs.

2) Ricean Fading for the SoI: For H that follows a
Ricean distribution, we cannot obtain a closed-form
expression of the CF. However, using the decomposition
property for symmetric stable distributions, Xi can be
expressed as Xi = √

UG with U and G defined as in
Section IV-B.l. Therefore, conditioning on U, we find now
that [49]

(Xi + Xn + Xn)|U ∼ Nc(0, σ 2
nc + U2γ 2/α) (45)

which is analogue to (9) where only one interferer is
present. The framework reduces to the single interferer
case and Pd conditioned on U can be found by (17). Pd can
be derived by numerically averaging over a large set of
realizations of U.

C. False Alarm Probability

A cell of the search space with no SoI can be
expressed as X[τ ] = |Xi[τ ] + Xc[τ ] + Xn[τ ]|2. The
contribution of the aggregate interference to the search
space can be represented by a vector X̄i composed of aN
elements. Since X̄i is a multivariate symmetric stable RV,
the vector can be decomposed as

X̄i =
√

UḠ (46)

where U ∼ S(α/2, 1, cos(πα/4)) and Ḡ is an
aN-dimensional Gaussian random vector with
Ḡ ∼ Nc(0, 2γ 2/α). Conditioning on U, for each cell of the
search space where no SoI is present we have

Xi[τ ] ∼ Nc(0, U2γ 2/α). (47)

Therefore, the cell values of the search space have
contributions from three Gaussian RV’s Xn, Xc, and Xi|U.

Once again, the framework is equivalent to the scenario of
a single interferer and the Pfa conditioned on U can be
calculated using (18). The Pfa can be obtained by
averaging over a large set of realizations of the stable
distribution U.

Note on independence: The vector X̄i is given by

X̄i =
∞∑

m=1

Gm

Rv
m

Īm (48)

where Īm is a vector of uncorrected complex Gaussian
RVs. From (48) we can conclude that the components of
X̄i are identically distributed, yet mutually dependent.
Bearing in mind that the elements of X̄i are not
independent, the search space cell that contains the SoI is
not independent of the rest of the search space. For the
scenario of Rayleigh fading affecting the SoI, Pfa is
calculated using a set of realizations of the aggregate
interference, while Pd is calculated based on the
closed-form expression of the CF of the decision variable,
thus neglecting the dependence of the search space cell
containing the SoI and the rest of the search space. It can
be shown through simulation that this approximation is
accurate.

V. NUMERICAL RESULTS

In this section we evaluate the acquisition performance
using the expressions developed in Section III and in
Section IV.

A. Single Interferer

In order to test the validity of the analytical model for
the GLRT detection strategy, we compare the ROC curves
obtained using the analytical expressions given in (17) and
(18) with the simulation result obtained with the Monte
Carlo method. In the simulator environment the signals are
created in baseband where the acquisition is implemented
according to Fig. 1. In each simulation we assume 8
random satellites to be in view, and we consider the same
fading distributions as for the theoretical analysis. The
DVB-T interference has been implemented as the third
harmonic of a complex Gaussian signal. In the single
interferer scenario 104 simulations are performed. The
simulation parameters are summarized in Table I.

TABLE I
Simulation Parameters

Sampling frequency 1.023MHz
Intermediate frequency 0
Number of samples per chip 1
Code length 1023
Modulation BPSK
SNR (postcorrelation) 15 dB
SIR (postcorrelation, single interferer) 15-30 dB
Number of simulations 104

INR (postcorrelation) 0-15 dB
λ 0.001 – 0.02m/s2

Realizations aggregate interference 106

WILDEMEERSCH ET AL.: ACQUISITION OF GNSS SIGNALS IN URBAN INTERFERENCE ENVIRONMENT 1085



Fig. 2. ROC curves for GLRT acquisition strategy by simulation
(markers) and theoretical analysis (lines) for SNR = 15 dB.

Fig. 3. ROC curves for GLRT acquisition strategy by simulation
(markers) and theoretical analysis (lines) for SNR = 15 dB.

Fig. 2 shows the ROC curves of the GLRT for several
values of the SIR.8 Analytical results are indicated by
lines, while markers represent the simulation results. The
good agreement between the numerical and simulation
results validates the proposed theoretical model for the
GLRT. Fig. 3 shows the ROC curves of the MRT detection
strategy for several SIR values where the simulation
results are indicated by markers. The figure shows a minor
offset between the theoretical model and the simulation
results, in particular for low values of the SIR. This effect
is due to the approximation of the generalized exponential
distribution using the Gamma distribution.

In Fig. 4 the performance of the GLRT and the MRT
decision strategies are compared for the single interferer
case in the absence of fading. Fig. 4 reflects the optimality
of GLRT in the absence of fading and under perfect

8Note that we define both the SNR and the SIR for the decision variable,
i.e., after the correlation with the local replica of the code.

Fig. 4. Analytical ROC curves for GLRT and MRT (SNR = 15 dB).

Fig. 5. Impact of K on ROC curves is represented, where fading is
considered relative to SoI for GLRT (solid lines) and MRT (dashed

lines). SNR = 15 dB and SIR = 30 dB.

synchronization.9 As illustrated in the figure, the proposed
framework allows us to quantify how much the GLRT
method outperforms the MRT strategy. Note that this
justifies why in Section IV only the GLRT method has
been analysed.

Although this framework provides an analytical tool
that allows us to include simultaneously the effect of
fading on both SoI and interference, we only consider
fading affecting either the SoI or the interference. We first
analyze the effect of Ricean fading which is typical in
urban environment. Ricean fading is characterized by the
parameter K, representing the ratio between the energy of
the line-of-sight (LOS) component and the energy of the
other multipath components. Fig. 5 illustrates the effect on
the acquisition performance of fading relative to the
GNSS signal. From this figure we can notice that the
acquisition performance decreases with decreasing values
of K. Interestingly, the gap between the performance of
GLRT and MRT diminishes with decreasing K until the

9In such conditions the GLRT reduces to the likelihood ratio test (LRT),
which is optimal due to the Neyman-Pearson theorem [2].
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Fig. 6. Impact on ROC curves of Ricean fading relative to interfering
signal is represented as function of Ricean factor K for GLRT acquisition

strategy (solid lines) and MRT acquisition strategy (dashed lines).
SNR = 15 dB and SIR = 15 dB.

point where MRT outperforms GLRT for K = 0. This is
due to the fact that when fading affects the SoI, GLRT is
not optimal anymore. From the numerical result presented
in Fig. 5, we can conclude that MRT is more robust than
GLRT in severe fading conditions. Fig. 6 compares the
acquisition performance of the GLRT and MRT
acquisition strategies with different fading distributions
relative to the interference. In order to better understand
the effect of the interference, we select SIR = 15 dB
which corresponds to a powerful interferer. While for high
values of K GLRT outperforms MRT, we notice that MRT
is clearly more robust than GLRT when the interference is
subject to fading. Considering that for the MRT
acquisition strategy both X1 and X2 contain contributions
from the interference, it can be understood that the effect
of the fading affecting the interference is partially
cancelled by taking the ratio of X1 and X2.

B. Aggregate Interference

In Section IV we presented analytical and
semianalytical methods to determine the ROC curves
corresponding to the GLRT acquisition strategy in the
presence of aggregate interference. The obtained results
include the effect of the spatial distribution of the
interfering nodes and the transmission characteristics of
both SoI and interference. In order to reduce the number
of scenarios, we only consider Rayleigh fading for the
interfering nodes which is realistic in challenging channel
conditions, while for the SoI different fading distributions
are considered. For simulation of the aggregate
interference, 106 realizations of the stable RV have been
generated.

Fig. 7 illustrates the effect of the transmission power
of the cognitive devices on the ROC curves for a constant
value of K. For interference-to-noise ratio (INR) = 15 dB,
the reduction of the acquisition performance is
considerable. Fig. 8 demonstrates the effect of different

Fig. 7. ROC curves for GLRT method (SNR = 15 dB, K = ∞, and
λ = 0.01/m2) for varying values of INR.

Fig. 8. ROC curves for GLRT method in presence of network of
spatially distributed cognitive devices (SNR = 15 dB, INR = 5 dB,

λ = 0.01/m2, and v = 1.5). Impact of fading distribution (Ricean and
Rayleigh) with regard to SoI is considered.

Fig. 9. ROC curves for GLRT method (SNR = 15 dB, K = 10, and
INR = 10 dB), in Ricean fading channel for varying λ.
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types of fading relative to the SoI. As expected, for higher
values of K (stronger LOS), the ROC curve approaches the
acquisition performance when there is no fading on the
SoI. In Fig. 9 we show the effect of the interferer density
on the acquisition performance. We can notice that the
performance deteriorates quickly with increasing
interferer density.

VI. CONCLUSIONS

In this paper we analyze the acquisition performance
of GNSS signals in realistic urban scenarios, challenged
by the presence of interference. We derive analytical
expressions of the detection and false alarm probability
that account for different acquisition strategies, single and
multiple interferers, and different channel conditions. For
the single interferer case, we analyze both the GLRT and
the MRT strategy and show the effects of the channel
fading on both the SoI and the interference. Further, we
characterize the interference originating from spatially
scattered interfering devices. For the multiple interference
case, we analyze the acquisition performance of the GLRT
acquisition strategy. The expressions for the probability of
detection and false alarm account for network parameters
such as the interferer node density, the transmission power
of the nodes, and the fading distribution for the
interference and the signal of interest. The analytical
framework proposed in this paper allows us to understand
the effect of several environment related parameters on the
acquisition performance of the GNSS signal. Therefore,
the frame-work can be used both to determine threshold
values for the discussed network parameters
corresponding to a minimum acquisition performance, and
to plan the deployment of alternative localization systems
to guarantee ubiquitous and accurate positioning
performance.
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