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Theoretical basis and an application to error 

location in the make-use framework 

Albert E. Steenge 

In this paper we provide conditions for the existence of non-negative homogeneous 
matrices of dimensions commodity x commodity or industry x industry in the SNA 
framework. These matrices are shown to satisfy all conditions underlying the 
commodity technology model. We point out that because the matrices exist even in 
the case of pure byproducts the identlj%ation of their columns as commodity spec$c 
limitational production functions is not straightforward and will require additional 
research on the role offixed coeficients assumptions. In the second part of the paper 
we discuss a method to actually calculate these non-negative matrices via a systematic 
search of possible sources of inaccuracy in the basic make and use tables. The method 
is applied to aggregated tables for the USA, where a non-negative matrix is generated 
in a small number of steps. We show that the failure of present day statistical 
optimization methods may be due to a priori reliability estimates being o#bq) hundreds 
of percent. Our main conclusion is that search methods attuned to the (labour 
intensive) way in which most input-output tables are compiled are most promising 
in error location in this field. 
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Basic to Leontief’s input-output model is the simplifying 
assumption that each industry produces only one 
product and that each product is produced by only 
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one industry. This immediately establishes a one-one 
relationship between industries and products (com- 
modities): industries are characterized by their (single) 
products, while each product can immediately be 
associated with a specific industry. Consequently, 
Leontief’s table of interindustry flows is square and 
‘homogeneous’ ie it can be interpreted as being either 
of a commodity x commodity (c x c) or industry x 
industry (i x i) format. Last but not least Leontief’s 
assumption implies that the mathematics to be used 
for further analysis of the table (eg for obtaining output 
multipliers) are readily available and not very 
complicated. 

Statistical implementation of the scheme requires 
that industrial activity be broken down into a number 
of categories, the number being determined by the level 
of detail asked for. Individual establishments (ie 
individual business units) are assigned to an industry 
category according to their main or primary product. 

l . 
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The total output of a particular industry is then 
recorded as the sum of the outputs of all the 

establishments assigned to that industry. Clearly, the 
possible presence of secondary production in the 
individual establishments (ie production of a type 
considered primary to another industry) is a major 
complicating factor in implementing this scheme. In 
the early implementations adherence to the Leontief 
scheme required substantial reallocations: that is, an 
establishment’s secondary production, together with 
its associated inputs, was reallocated or redefined to 
those industries where it was the main product. If the 
amount of secondary production was considered minor, 
several other procedures could be followed. Major 
problems arose if a significant amount of byproducts 
(products technically related to the main product) 
were present or if joint production was the case ie if 
byproducts were produced for which no industry was 
considered a primary producer. This solution often 
resulted in unrealistic and highly artificial constructs. 
(For a discussion of the various types of secondary 
production being distinguished, see Miller and Blair 
[7] Chapter 5.) 

Rapid industrial diversification during the 1950s and 
1960s caused further complications. Joint production 
had to be recognized as the rule rather than the 
exception. ‘Disentangling’ existing processes via a 
complex system of redefinitions and reallocations became 
extremely cumbersome and distortive. In fact insistence 
on the old habit of constructing tables based on 
monoproduct industries increasingly meant that 
artificial and arbitrary elements were introduced, often 
giving misleading results. 

To cope with the problem the United Nations (UN), 
in its System of National Accounts (SNA) [ 131, 
proposed a break with the Leontief approach. The new 
methodology required the implementation of two 
matrices: a use matrix, of dimensions commodity x 
industry (c x i), and a make matrix of dimensions 
industry x commodity (i x c); see the next section for 
exact definitions. The use matrix can be viewed as an 
extension of the traditional input coefficients matrix 
and the make matrix as an extension of the output 
matrix in standard Leontief theory (the unit matrix, 
by definition). This new framework solved many 
problems of a descriptive nature. New problems arose, 
however. Leontief input-output economics derive 
their significance largely from the fact that output 
multipliers measuring the combined effects of the direct 
and indirect repercussions of a change in final demand 
were readily calculated. It was essential for the calculation 
of the multipliers that the matrix of input coefficients 
was always homogeneous. In the SNA framework 
these multipliers cannot be straightforwardly obtained 
because the basic make and use tables, being of the 

i x c or c x i format, are not homogeneous. Therefore, 
calculating multipliers straightforwardly from make 
and use tables is not possible. This naturally seriously 
hampered the further use of the new framework, so a 
solution had to be found. 

In its 1968 study [ 133 the UN discusses several 
possibilities. Two well known suggestions were to 
assume a so-called commodity technology (which 
required commodity specific inputs, in whichever 
industry the commodity was produced) or an industry 
technology, which required fixed output shares. Of the 
various alternatives the commodity technology model 
is generally acknowledged as a pure and theoretically 
superior method for the construction of homogeneous 
input-output tables in the SNA framework (ten Raa 
and van der Ploeg [ 123). Mathematically this model 
simply postulates the existence of a non-negative 
matrix connecting the make and use matrices (for 
details see the next section). The columns of this matrix 
are to be interpreted as the sought after columns of 
commodity specific input requirements. 

The empirical relevance of the commodity technology 
model has been tested repeatedly. The tests, however, 
were unfavourable. The problem was that negative 
elements invariably kept appearing in the calculated 
matrices. Because these negatives have no interpretation 
in an input-output framework, this implied that 
the commodity technology model did not produce 
meaningful results. 

Attempts have recently been made to give a statistical 
explanation of the occurrence of the negatives. Statistical 
methods usually postulate a tolerance interval for each 
entry. However, approaches based on the acknowledge- 
ment of the presence of errors in the make and use 
tables invariably also resulted in rejection of the 
commodity technology model as an appropriate 
description of reality. (For the general methodology 
and data for the UK see eg Barker er al [ 11; for recent 
contributions, see ten Raa et al [ 1 I], ten Raa and van 

der Ploeg [ 123.) In practice, therefore, mixed forms 
have been introduced regularly to obtain tables with 
the desired homogeneity (see eg the discussion in Inter- 
industry Economics Division [S]; see also UNSO 
[ 143 [ 151 and Rainer [ 81 for other comments). Mixed 
forms, however, have the drawback of a lack of 
theoretical underpinning and may therefore obscure 
the insight into the essential properties and character- 
istics of the economy. 

Because of the importance of the matter, and 
because in our view the issue has not been dealt with 
satisfactorily, in this paper we shall concentrate again 
on the commodity technology model. We shall show 
that two issues are actually involved. The first is the 
question of under exactly which conditions a non- 
negative matrix exists, connecting the make and use 
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matrix. (The present literature does not address this 
at all.) We shall see that this issue can be settled if the 
economy satisfies a certain mild condition in its 
production processes. As we shall see, the basic 
mathematical result here - based on successive 
application of a series of theorems of the alternative - 
has been provided by Mangasarian [6]. (Theorems 
of the alternative for linear inequalities provide an 
elegant and direct method for deriving equivalences 
of the same type as Proposition I.) Mangasarian 
proved the result for a general type of rectangular 
matrix. However, as we shall show, in the case of square 
make and use matrices (the case dealt with in practice), 
an approach simpler than Mangasarian’s quite 
complicated one - and much more in line with 
conditions underlying the building of an input-output 
model - is available. 

The second issue concerns the question of how to 
look at past experiences with the modei. As already 
mentioned, statistical methods postulating a tolerance 
interval for each cell in the make and use tables 
invariably rejected the commodity technology model. 
A main argument in this paper is to show that the 
econometric model used in the earlier studies is not 
appropriate. We shall show that, particularly if certain 
row or column sums are known with reasonable 
accuracy, circulating accuracy estimates representing 
the precision of individual entries in the input and 
output coefficients matrices may be hundreds of percent 
wrong. This implies that the commodity technology 
model can be rejected in practice simply because of 
incorrect dealing with cell accuracy estimates. 

But, given that inaccuracies are present in the make 
and use tables, how can we Iocate them? Addressing 
this question is important because, as we shall see, 
negatives can often be linked straightforwardly to 
specific elements in the make or use matrices. Therefore, 
as an alternative to the methods based on a priori 
estimates of cell accuracies, we suggest a procedure to 
actually locate possible sources of error, a problem 
whose solution has been elusive up to now. Steenge 
[9] discussed the preliminary results of a vice versa 
inquiry ie research on the effects of changes in certain 
selected entries in the make-use tables in the elements 
of the derived homogeneous tables. Because the elements 
that were investigated in the make-use tables were u 
priori choices (although based on arguments concerning 
the plausibility of the size of certain entries to do with 
subsidiary production), a systematic inquiry into the 
causes of all negatives in the derived homogeneous 
tables was not possible. The present paper seeks to 
remedy this. The empirical part of the paper ends with 
an application to the US economy, using the aggregated 
14 x 14 tables for the year 1977, as published in Young 
[ 163. Estimates of inaccuracies in big entries are shown 

to be within the intervals suggested in Barker er al 
[I]; on the other hand, error variances in the smaller 
entries can be infinite. A discussion of the relevance 
of our results in the light of by- and joint production 
is included. 

The model 

Let us first introduce our accounting framework 
(Table 1 ), where we employ the now familiar notation 
(UN [ 13]). In this table, U stands for the (square) 
commodity by industry use or absorption matrix, V 
for the (square) industry by commodity make matrix, 
e for the vector of final demands and .r” for the (row) 
vector of primary inputs; the prime denotes vector 
transposition. Thus 4 is the vector of commodities 
being produced, and g the vector of industrial outputs. 
With i being the one vector, we have successively for 
each row and column: 

Row-wise 

i 

Ui+e=q 

Vi = g 
(1) 

Column-wise 

In the redefinition techniques that we shall discuss, the 
following assumptions regarding the existence of 
constant coefficient matrices play a role. First we have: 

I_J=@ (3) 

where B is a matrix of constant use or absorption 
coefficients. Furthermore, we encounter: 

V’=Cij (4) 

where C is a matrix of fixed output coefficients. 
The UN’s commodity-technology model states that 

each commodity is characterized by its own - non- 
negative - input coefficients. This immediately leads 
to an input-output matrix, either in commodity x 
commodity (c x c) or industry x industry format 
(i x i), see UN [ I3 3 and Stone [ lo]. Denoting the 
c x c input-output matrix by MC, we have’ 

MC= BC-’ = u( v’)-’ (5) 

(From BC-’ = U(&-‘[ v’(h)-‘I-’ = U(g)-‘(#)( I”)-’ 
= I!J( V’)-I.) Denoting the i x i variant M’, we have 

M’~C-‘B=(~)(l/‘)-‘Li(~)-’ (6) 
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Table 1. Accounting framework. 

Commodities 
Industries 
Primary inputs 
Totals 

Commodities 

V 

4’ 

Industries 

L” 

?“ 

(I’ 

Final outputs 

P 

Totals 

4 
Y 

The commodity technology model 

From the above we can see that if the commodity 
model were valid, matrices B and C would be connected 
by a non-negative matrix of input proportions. However, 
as already mentioned, in practice problems arise: 
calculations using empirical material invariably reveal 
negative elements in the matrices BC- ’ or C- ‘B, 
usually in the order of a few percent of the total 
number of coefficients. Partly because of the lack of 
generally accepted techniques to eliminate or to 
circumvent the problem of the negatives many countries 
have turned to the industry technology approach 
(although application of this method requires fixed 
market shares), or have adopted one of many alternative 
mixed forms (UNSO [ 15]), thereby sacrificing 
transparency. 

The error terms were assumed to be normally distributed 
with zero means and known standard deviations uij 
and 5jk. Estimates of the standard deviations were 
based on subjective information obtained using 1975 
statistics. The problem addressed is to minimize 

f( U, V) subject to V( V’)-’ 2 0 

where 

(8) 

‘tU3 ‘)=C u~2(Uij-U~)2 +z 5,~2(Uj~-U~~)z 
i.i 

(9) 

Recently a number of studies have appeared exploring 
a statistical approach to the problem of the negatives 
(ten Raa et al [ 111, and ten Raa and van der Ploeg 
[ 12-J). However, despite various model formulations, 
negatives were persistent. For example, ten Raa and 
van der Ploeg employed 9 x 9 make and use tables for 
the United Kingdom. The observed data u$ and ujq, 
are considered as the sum of true values uij and up 
and error terms dij and ejk: 

The study shows that, in this formulation, the 
commodity technology model must be rejected at the 
5% level. We should realize, of course, that if the 
accuracy estimates had been based on a different 
principle, the result might have been quite different. 
We come back to this later. 

i 

lJ$ = uij + hij 

V$ = t‘jk + ej, 
(7) 

The existence of a third, non-negative matrix 

The first issue we mentioned - the existence of a 
non-negative matrix connecting B and C - can be 
given a theoretical basis if the economy possesses 
certain elementary characteristics. To see this, let us 
first consider a traditional single product input-output 
model with non-singular coefficient matrix M. Now 
for any output vector 

’ The UN’s industry-technology model states that the inputs into 
commodities are in proportion to the value of these commodities 
in the total output of their industry. Again we obtain two matrices, 
one in commodity x commodity format (S), and the other in 
industry x industry format (T). For the first type we have: 

S=BD 

and for the second: 

T=D5 

Mixed forms often involve an eclectic choice of elements of both 
methods. For further details see eg Stone [IO] or Miller and Blair 

c71. 

x>o (10) 

we have 

Mx>O (11) 

In fact, the specification of M is such that always 

x>O*Mx>O (12) 

That is, non-negative outputs are guaranteed only if 
non-negative inputs are available. Analogously, a 
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non-negative price vector implies non-negative input 

costs: 

p>O*pM>O (13) 

We may look upon ( 12) and ( 13) as fundamental Let B, C and MC be n x n matrices such that B = M’C, 
properties of single product models, justifying separate and let C have rank n. Then (Cx~O*Bx~O)(=) 
attention. M’ZO. 

In the single product case x is both the vector of 
sectoral intensities and the total output vector. In joint 
production models this equivalence is lost and we have 
to make a distinction between a vector of commodities, 
a vector of industrial outputs and a vector of production 
levels. Given the matrices of input and output coefficients 
introduced above, we may wish to consider joint 
production variants such as 

Proof: 

“ s”: (Cx~O=Bx~O) 

=~(CX~OOM~CX~O) 

=s(y~O=sM’yhO) (with y-Cx) 

*MC20 

“ = ” : Cx20=-McCx~O~Bx~0 - CX>O~BX>O (14) 

Note that x need not be non-negative here. To see 
this, let x1 and x2 stand for two vectors of production 
levels corresponding, say, to two different demand 
bundles. The corresponding output vectors are Cx, 
and Cx,. Then C(x, - x2) is the vector of production 

increments. Writing x=x1 -x2, we obtain the 
expression appearing in ( 14). 

Mangasarian [6] presented a number of results of 
the following kind. Suppose B and C are rectangular, 
real m x n and k x n matrices, then (our notation): 

Proposition 1 (Mangasarian): 

(CxL+BxzO) (=) 

(There exists an MC 2 0: B = M’C), with MC a real 
m x k matrix.) 

Interest in these and related results (Proposition 1 is 
part of a more general theorem) is increasing. This is 
true for theoretical contributions in price and distribution 
theory (see eg Fujimoto and Krause [4]). However, 
Mangasarian’s theorem may also be extremely helpful 
in empirical work as it may provide a basis for the 
commodity technology assumption. Unfortunately, 
although the backward implication is trivial to prove, 
proving the full theorem is quite complicated. The 
forward implication, for example, requires the successive 
application of several theorems of the alternative. 

Because the result may be important for other 
applications as well, we shall show that in our case a 
quite different and much simpler approach may be 
followed. In our input-output model matrices B and 
Care square by construction. If, in addition, we assume 
that matrix C is non-singular (a condition which 
will normally be satisfied), the matrix equation B = M’C 

will be consistent. (Consistency is not guaranteed if B 
or C are rectangular.) Then we have: 

Proposition 2. 

Returning to the SNA system, if (our) matrices B and 
C are square and if C has full rank, MC is easily seen 
to exist. 

It is worthwhile pausing for a moment to consider 
the implications of the above. The above propositions 
tell us that if B and C have the property that for any 
x we have Cx~OoBx 20, a column of a non- 
negative matrix MC can be associated with each 
commodity. (The exact numerical configuration of (the 
columns of) MC of course depends on the coefficients 
pattern of matrices B and C.) The columns can 
straightforwardly be interpreted as columns of 
commodity specific bundles of (imputed) input 
proportions. However, they do not necessarily represent 
technologically interpretable commodity specific 
limitational production functions, as in the standard 
Leontief model. Clearly if the set of commodities 
contains only primary and secondary products 
(products that are the main product of some other 
industry) we may expect that in a number of cases, 
perhaps even in most cases, they will allow an 
interpretation in terms of production functions. 
However, before any verdict can be given, much more 
testing by sector and industry specialists on empirical 
material is required to see if the columns of any 
particular matrix MC can indeed be identified as 
production functions. 

In the case of pure by- or joint production the 
interpretation of the columns of MC is more complicated. 
Interpreting them as (technologically determined) 
production functions makes no sense here, because 
true primary processes are - by definition - absent. 
Nevertheless, they do represent imputed commodity 
specific input proportions, consistent with the overall 
make-use framework. Even though no production 
function interpretation is readily present the availability 
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of knowledge on such proportions is extremely useful 
in terms of price analysis, cost accounting motivations 
etc. 

Above all it seems that we have to obtain more 
insight into the properties of the coefficients of MC over 
time. The reasons for this are straightforward. For 
example, we know that in practice the subsidiary 
product is often produced only if some specific goal 
regarding the main product has been reached (or, 
contrarily, turns out to be out of reach). A change in 
emphasis on the subsidiary product may then result 
in a change in MC as well. It can also happen that 
profits made on the subsidiary product are used to 
temporarily subsidize the main product, which otherwise 
would not be produced at all or only at a severe loss 
to the industry. This again may imply a changing MC 
if a firm’s financial policies are changed. Clearly if 
matrices B and C do not change, the same MC matrices 
would be found each time. On the other hand, changes 
in the make and use tables and in the (derived) 
coefficients matrices B and C do not necessarily imply 
that MC will change. 

In any case research on these issues will require 
much further effort based on time series of input-output 
tables which are not yet available. At present it 
seems advisable to recognize that the columns of MC, 
as well as typical commodity and industry specific 
characteristics, may also reflect characteristics of the 
entire economy. Similar remarks are valid concerning 
matrix M’, mutatis mutandis. 

The location of errors 

It is well known that a substantial degree of arbitrariness 
is present in the balancing process of the commodity 
flow system which underlies all further exercises. We 
may think of the use of certain redistribution techniques, 
such as the RAS or Lagrange methods, problems in 
distinguishing stock or flow characteristics, the use of 
inter- or extrapolation techniques, errors in sampling 
and sampling methods, incorrect homogeneity 
assumptions, aggregation problems etc. The nature of 
many of the fundamental issues of classification that 
are involved is illustrated by the following remarks by 
Robert Eisner ([3], p 1614): 

The identification of household and government purchases 
with final product, and goods and services bought by 
business as intermediate product, unless they are deemed 
‘capital’ or accumulated in inventories, raises some critical 
questions and indeed a number of anomalies relating to the 
sometimes shifting identities of purchasers. Thus police 
services purchased by government are final product and 
included in GNP while the services of guards or watchmen 
purchased by a business are not; they are presumably resold 
as part of the business production in which they are 

instrumental. The repair of state-owned highways is final 
product, while repair of private railroad tracks is intermediate. 
If the highways were private tollways and the railroads were 
nationalized, the classifications would be reversed. A great 
part of government activity is in fact clearly devoted to direct 
service to business as well as maintenance of the system and 
infrastructure essential to private production. 

The amusement or entertainment services of movies 
watched in the theaters, on cable television sold by subscription, 
or on public (government) television are generally included 
in GNP. Similar services provided by regular commercial 
television in the United States are not included because they 
are paid for by purchases on current account by one business 
firm, in the form of advertising expenses from another. 

But what about travel expenses in connection with work, 
including the commuting costs of getting from home to job? 
If these are paid directly by a business firm there will be 
intermediate product, included in the value of the ‘final’ 
output of the firm. If firms pay their employees higher wages 
and let them pay their own travel costs, those expenditures 
will be counted as personal consumption and their value will 
enter independently into gross national product in addition 
to the value of whatever output the firm is producing. 

Conventions such as the above can easily lead to 
serious misallocation, including clear errors such as 
double counting. Another source of inaccuracy lies in 
the nature of the commodities being measured. For 
example, Dutch practice, in line with experience 
elsewhere, has shown that many column totals can be 
estimated quite accurately independently. That is, 
preliminary estimates rarely have to undergo substantial 
change to obtain overall consistency in the tables. (The 
popularity of the RAS method, for example, depends 
to a large extent on this stability phenomenon.) 
Furthermore it appears that among the various input 
categories the use of raw materials and certain 
semifinished goods, according to the same criterion, is 
normally estimated quite accurately. The same is true 
for many entries connected with typical manufacturing 
activities. On the other hand reliable estimates of other 
categories of inputs are sometimes much harder to 
obtain. This is especially true for those inputs that 
characterize an information economy, such as banking, 
advertising or administrative services. In practice, to 
obtain coefficients for these inputs, a number of keys 
often have to be used in the allocation process. This, 
of course, means that the quality of the obtained 
coefficients depends to a large extent on the quality 
of the keys that are being used. Furthermore, depending 
on the type of key used, estimates of the magnitudes 
of the entries on the affected input categories may 
fluctuate significantly. It then depends on the specifics 
of each particular input whether the direction of the 
fluctuation is systematically one sided or two sided or 
otherwise. (Compare here also the argumentation in 
Carter [2] on measurement issues in the information 
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sectors.) Another potential source of inaccuracy, 
naturally, is related to the source providing the raw 
data (see below for the way US input-output data are 
obtained). 

The above illustrates - given the way the tables are 
compiled in practice - that the a priori assignment of 
error margins to individual cell entries can be hazardous. 
Yet, in a number of studies, some of which we already 
referred to, such a priori estimates play a dominant 
role testing the validity of the various technology 
assumptions. For example, in ten Raa and van der 
Ploeg’s [ 121 maximum likelihood approach, cell specific 
accuracy estimates are used ranging from a few percent 
for most activities to more than 20% for a number of 
entries involving services. Employing exogenously 
determined information regarding cell reliabilities in 
such a way means that we are relatively sure that we 
have located the error sources, and that we have some 
idea about their magnitudes. However, if we adopt this 
kind of approach various kinds of systematic sources 
of correlations between cell accuracies are not accounted 
for. It is therefore a matter of discussion whether such 
approaches, based on normality. are generally consistent 
with the way the tables have been put together. 
Consider, for example, the above mentioned well 
known fact that column or row totals are often given 
with a much higher degree of reliability than the entries 
in the cells. Assuming for simplicity that certain 
column totals in the use or make table are known 
correctly, a relatively small inaccuracy of, say, 5% in 
a large entry in a particular column may result in 
errors of several hundred percent in small entries in 
those columns. If such correlations are present it may 
be advisable, before using exogenous data on accuracies, 
to spend some time on the question of how to proceed 
if error margins can vary widely in such a way. Clearly 
the fact that cell variances may in fact range from 
zero up to infinity dismisses the maximum likelihood 
approach as a candidate for testing the relevance of 
the commodity technology model. 

A systematic way to proceed, however, is to calculate 
the matrices 

x.__6"fj s(BC-l)ij 

I, -= SC SC 
= -(p)‘B’Eij(C-‘)’ 

SM’ SBC-’ 
Xj=6c,j= 

-= -BC-‘EijC-’ 
SC,, 

and 

where Eij is an elementary matrix which has unity in 
its (i, j)th position while all other elements are zero 
(see below for proofs). If certain elements of, say, Xij 
are large, this means that small errors in the 
corresponding elements of C will have a large effect 
on MFj. It may therefore be worthwhile to investigate 
the accuracies of these elements in particular. Generally, 
this will imply a thorough reconsideration of the way 
these elements have been composed out of elementary 
data. The above matrices naturally only locate a 
potential source of a specific error. Sector specialists 
will have to give us insight into the way in which a 
specific entry has been obtained. This should then give 
us further indications regarding the reliability of 
the published figures. Above we discussed the com- 
modity x commodity variant. A similar argument can, 
however, be put forward regarding the industry x 
industry variant. 

Proof 

The first and second formulae are related via a simple 
transformation. The proof of the second formula is as 
follows. Starting from 

M'( MC)- ’ = I 

the product rule gives 

M’ S( MC)-' + SM' 
SC,, 

c(Mc)-l=O 
‘I 

or 

SM' 
---z 

SC,, 
_ Mc &MC)-’ Mc 

scij 

But 

&MC)-’ =dCB_LE,,B_l 
SC,, SC,, ” 

so 

SM’ SBC- ’ -~=-----_ -BC-‘EijB-‘BC-’ 
SC,, SC,, 

= -BC- ‘E,,C- 1 

The first formula is obtained via a simple trans- 
formation: 

SM:. 
L= -(C-‘)‘B’E,(C-1) 
SC 

The third formula is straightforward. 
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Table 2. USA (1977), matrix of input coefficients B 

0.2460 0.0003 0.0026 0.0460 O.ooOl 0.0002 0.0016 0.0002 0.0054 0.0221 0.0027 0.0006 0.0000 0.0000 

0.0015 0.0718 0.0076 0.0563 0.0005 0.1818 0.0000 0.0000 0.0001 0.0000 0.0001 0.0282 0.0000 O.OC@O 

0.0108 0.0372 0.0011 0.0064 0.0352 0.0350 0.0068 0.0023 0.0721 0.0058 0.0136 0.1174 0.0000 0.0000 

0.2012 0.0936 0.3731 0.3865 0.0944 0.0938 0.0377 0.0248 0.0054 0.3279 0.1083 0.0751 0.0000 O.C0OO 

0.0177 0.0077 0.0261 0.0266 0.1013 0.0227 0.0323 0.0271 0.0025 0.0209 0.0280 0.0446 0.0000 0.0000 

0.0123 0.0244 0.0030 0.0186 0.0085 0.2027 0.0195 0.0101 0.0072 0.0209 0.0170 0.0822 0.0000 O.OOCKl 

0.0432 0.0154 0.0885 0.0424 0.0155 0.0104 0.0130 0.0031 0.0025 0.0581 0.0229 0.0141 0.0000 O.C@OO 
0.0139 0.0077 0.0087 0.0058 0.0123 0.0076 0.0146 0.1960 0.0254 0.0116 0.0100 0.0047 0.0000 0.0000 

0.0547 0.0654 0.0023 0.0060 0.0133 0.0047 0.0388 0.0225 0.0645 0.0302 0.0409 0.0116 0.0000 0.0000 

0.0008 0.0038 0.0008 0.0050 0.0069 0.0009 0.0169 0.0093 0.0025 0.0023 0.0105 0.0047 0.0000 0.0000 

0.0200 0.0256 0.0632 0.0331 0.0565 0.0133 0.0978 0.0790 0.0203 0.0558 0.0888 0.0305 O.COOO 0.0000 
0.0008 0.0013 0.0008 0.0024 0.0027 0.0028 0.0049 0.0170 0.0022 0.0023 0.0056 0.0094 O.COOO 0.0000 

0.0002 0.0013 0.0001 0.0058 0.0203 0.0002 0.0010 0.0023 0.0001 0.0003 0.0010 0.0117 O.OOKl 0.0000 

O.OQOO 0.0003 O.oool 0.0034 0.0001 0.0000 O.OOMl 0.0000 0.0000 0.0000 0.0005 0.0006 O.OOOG 0.0000 

Table 3. USA (1977), matrix of output coefficients C. 

0.9699 O.CNKl 0.0000 O.CQOO 0.0001 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 
0.0000 0.9141 O.OCOO 0.0003 0.0000 0.0009 O.OQOO 0.0000 O.oooO O.OQOO 0.0000 0.0000 O.CU@O O.OQOO 
0.0000 0.0000 l.oooO 0.0000 0.0000 0.0000 0.0000 O.COOO 0.0000 O.oooO 0.0000 0.0000 0.0000 0.0000 
0.0285 0.0564 O.oooO 0.9841 0.0000 0.0019 0.0000 0.0000 0.0000 0.0000 0.0000 0.0023 0.0000 0.0000 
0.0002 0.0000 0.0000 0.0000 0.9504 0.0000 0.0000 0.0000 0.0000 o.OOOo 0.0000 0.0798 0.0000 0.0000 
O.OOQO 0.0295 0.0000 0.0000 0.0064 0.9962 0.0000 0.0000 0.0000 0.0000 0.0000 0.3192 0.0000 O.CQOO 
0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 l.OQOO 0.0000 0.0000 O.oooO OX000 0.0399 0.0000 0.0000 
0.0000 OMMIO 0.0000 0.0000 0.0000 0.0000 O.oooO 0.9954 0.0000 0.0000 0.0000 0.0023 0.0000 0.0000 
0.0000 O.oooO 0.0000 0.0000 0.CKKU-l 0.0000 0.0000 O.OOOCl 1.0000 0.0000 0.0027 0.0516 0.0000 0.0000 
0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 O.CQOO l.OOoo 0.0000 0.0423 0.0000 0.0000 
0.0008 0.0000 0.0000 0.0139 0.0421 0.0000 0.0000 osKJ54 0.0000 0.0000 0.9973 0.0117 0.0000 O.OCQO 
0.0000 0.0000 0.0000 0.0000 0.0000 0.0009 0.0000 O.OOCKl O.OOOG 0.0000 0.0000 0.4484 O.OOW 0.0000 
0.0000 O.WOO 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 O.OCOO 0.0000 0.0000 0.0000 1.0000 0.0000 
0.0000 0.0000 O.oooO 0.0016 0.0005 0.0000 0.0000 0.0000 0.0000 0.0000 O.COOO 0.0000 OMKKI 1.OOCKl 

Application 

We have seen that if (14) is accepted, the presence of 
negatives in MC should rather be taken as indicative 
of the quality of the make and use tables. Of course, 
if we have confidence in the statistical office that built 
the tables, we should expect the number of serious 
errors to be small. 

As an example of the error location method we have 
described, we shall present an application using the 
14 x 14 summary version of the US make and use 
tables for 1977 (Young [ 161). The following industries 
were distinguished: (i) agriculture, forestry and fishing; 
(ii) mining; (iii) construction; (iv) manufacturing; 
(v) transportation and communication; (vi) electric, 
gas and water services; (vii) wholesale and retail trade; 
(viii) finance and insurance; (ix) real estate; (x) eating 
and drinking places; (xi) services; (xii) government 
enterprises; (xiii) non-comparable imports; and (xiv) 
scrap and special industries. The 14 distinguished 
commodities bear the same name. 

Tables 2 and 3 give matrices B and C as calculated 
from the make and use matrices. (Values recorded as 
less than $0.05 billion have been put at $0.025 billion.) 

Table 4 contains matrix MC = BC-‘. (The zeros in 
columns 13 and 14 need not concern us here.) As we 
see, a total of 11 elements are negative. By far the 
largest negative element is M;,,, = -0.0612. Looking 
at Table 3, we see that the secondary product (electric, 
gas and water services) of industry 12 is large compared 
to the primary product (government enterprises). 
Because mining is a large input in the industry 
producing electric etc services, the large size of the 
entry for this particular jointly produced good could 
be indicative of a potential source of error. Matrix 
x 2.12 = 6K.12 /6C is reproduced in Table 5. Not 
unexpectedly, we see that the elements with large 
influence are found in column 12. Thus if C6,r2 
decreased by 0.1, M;. 1 z would increase by about 0.041, 
ceteris parihus. Similar calculations, naturally, can be 
made regarding the other goods jointly produced by 
industry 12. Matrix Y,, , z = SM’/dC,, 12 is reproduced 
as Table 6. Again we see that errors in C,, , 2 have a 
substantial influence on the 12th column of MC. 
(Matrix Z,. I z is straightforwardly calculated, and is 
therefore not reproduced.) 

From Table 7 we see that errors in the input 
coefficients matrix B have a large influence as well, the 
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Table 8. Changes in selected elements of the original make and use matrices required to generate a non-negative matrix MC. 

(1) 
Coefficient 
in original 
coefficient 
matrices 

g, 

;!:I 

p: 

:!;;I 
C?,.,, 

(2) 
Absolute 
value 

0.0015 0.0000 
0.0003 
0.0005 

0.0006 0.0282 

0.3192 0.0047 
0.4484 

(3) 
Calculated 
absolute 
change 

O.OQOl O.ooO1 
o.Oil27 
O.OQO8 

0.0013 0.0168 

-0.0750 0.0013 
0.0750 

(4) (5) 
Required Size of corresponding 
percentage element in original 
change in make or use table 

(2) (in billions of US$) 

7 
9lGl 

0.2 0.0 
0.0’5’ 

160 0.1- 

217 60 0.025" I.2 

-23 28 0.2 0.1 
17 19.1 

a The recorded value in the original use table was given as ‘less than 0.05 billion’. 

diagonal elements of C-l normally being larger than 
one. To show that only minor changes in the make 
and use tables may be required to obtain a non- 
negative matrix M’, we have calculated, using as a 
guide the matrices Xi,, xj and Z,,, calculated for 
various appropriate i and j, a set of coefficient changes 
in I3 or C that would be sufficient to obtain a 
non-negative corresponding matrix MC (see Table 8). 

First of all we observe that only a very limited 
number of entries needs correction. Furthermore, we 
see that Cy,,,, is the only large entry that would 
require substantial (absolute) correction. (This correc- 
tion, however, appears well within the margins for this 
kind of product as given by ten Raa and van der Ploeg 
([ 123, Table 4), who refer to earlier work by Barker 
et al [ 11. They were within the range of inaccuracy 
that seems appropriate for the US data; see also further 
below.) The other entries referred to in Table 8 are all 
small, for which the required percentage change may 
be very large. For example, looking at the elements of 
the first column of the use matrix, we see that 
misallocations in this column (which may be found 
just as well in the value-added sphere), accounting for 
a share of merely 0.0002 ( = 0.0001 + 0.0001) of the 
input value in this input column, may imply a (small) 
error of about 7 % in Si. 1 and an infinitely large error 
in By4 1. 

a multitude of keys has to be used. This also means 
that systematic errors of the type we have described 
may be a regular phenomenon and that especially 
small entries may be very far off percentage-wise.) Of 
course, before any definite verdict can be given, 
industry and sector specialists will have to verify every 
suggested correction. Tables 5, 6 and 7 may suggest 
that in practice, due to the sparseness of B and, 
especially, C, the number of realistic options is limited. 

Further comments and conclusion 

In this paper we have focused on the problem of the 
negatives in joint production input-output analysis. 
We have pointed out that under a mild condition on 
the economy’s production characteristics, the make 
and use matrices are indeed connected by a third 
non-negative matrix. 

In view of the way in which the basic data for the 
US make and use tables are assembled, these outcomes 
do not seem particularly large. (The tables are compiled 
using data collected by the Census Bureau. Unfortun- 
ately, the census procedures and classification schemes 
do not always concide with input-output convention. 
For example, regarding the differences between related 
activities such as construction, reconstruction and 
renewal (of houses, plant and so on), large differences 
can exist. The same is true for the classification of 
many services. This means that in the process of 
translation of the census data into input-output data 

Clearly, if the basic matrices B and C were error 
free, (14), or equivalent implications, could be verified 
straightforwardly by calculating MC, provided B were 
non-singular. However, in practice, (14) cannot be 
verified in this way, as the basic tables may contain 
errors. We have shown that by focusing on a particular 
negative, the entries in the make and use tables can 
be divided into those that may be influential in 
explaining the negative and those that are not. The 
calculated derivatives provide us with a preliminary 
estimate of the potential error. The next step will then 
be to see if the implied correction is acceptable for the 
sector and industry specialists. The example we have 
presented (using the 14 x 14 tables for the USA for 
1977) illustrates that only very few corrections may 
be required to obtain (corrected) make and use 
matrices such that the implied third matrix does not 
contain any negatives. However, further research on 
much larger tables is required here before a definite 
verdict can be reached. 
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Given the present status of the debate it seems likely 
that any future statistical optimization models (if that 
line of research is pursued) will have to incorporate 
inter- (or, possibly, even intrasectoral) correlations. 
This will mean additional quality requirements 
concerning the basic data, because, particularly if row 
or column sums are known with reasonable accuracy, 
present day circulating accuracy estimates representing 
the precision of individual entries in the input and 
output coefficients matrices, may be hundreds of 
percent wrong. In fact, accuracy estimates are dependent 
on the way the tables have been compiled. It may 
therefore be good practice to obtain insights into the 
impact of variations in any particular element by 
systematically investigating the magnitudes of the 
corresponding derivatives. The final assessment will 
have to be made by sector specialists, especially if 
systematic problems of classification and methodology 
are present. 
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