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Abstract – The two-dimensional temporal mixing layer shows spiraling and merging vortices and is an example of a flow problem in which, despite the
complexity, the vortices as individual coherent structures can be clearly visualized. In this paper we present a method for the analysis of the data that
describes the spiraling and merging of vortices. To that end we define a parameterized set of structures, the ‘phenomenological model manifold’, which
approximates the apparent spatial structures. Then we let the parameters of the manifold vary in such a way that the succession of states resembles
the evolving flow as well as possible. Two different model manifolds were designed, one model for which the vortices are described with Gaussian
profiles, and another in which a more optimal spatial structure is used. Projection of the numerical data on these manifolds results in information
about the strength, ellipticity and trajectories of the vortices. The method is also used to study the successive merging of vortices; differing fromscaling
arguments for an inviscid flow, the results show that the first pairwise merging evolves approximately 2.11 times faster than the second merging. Efficient
procedures are described for the required extensive optimisation problems. 2001 Éditions scientifiques et médicales Elsevier SAS
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1. Introduction

In this paper we model the spiraling behavior and the merging of vortices in the temporal mixing layer. The
temporal mixing layer is a simplification of the (real) spatial mixing layer found behind a splitter plate. For
specific initial conditions instabilities will grow and vortices will appear. Pairs of vortices start to spiral around
each other and merge into a new vortex. The spiraling behavior and the pairwise merging will repeat itself with
the newly formed vortices till only one vortex is left in the considered domain.

The dynamic model to be constructed consist of a succession in time in a so-called phenomenological model
manifoldPM. This PM is a set of spatial structures that resemble various spatial manifestations that may
occur in the real dynamics. Different elements in the set are characterised by different values of parameters; the
numerical data are used to determine the evolution of the parameters.

Symbolically, ifp denote the parameters, one spatial configuration in the phenomenological model manifold
can be represented asζ(p)(x). Then an evolution is obtained by allowingp to depend on time,p(t). If S(x, t)
denotes the actual evolution given by the data, the evolution of the parameters will be determined in the ‘most
optimal way’, i.e. by determiningp(t) such that it minimizes the difference with the actual signal:

min
{∫

T

∥∥S(x, t) − ζ
(
p(t)

)
(x)

∥∥2
dt

∣∣∣ p

}
. (1)
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In this way the signalS is approximated as good as possible by a trajectory inPM:

t → ζ
(
p̂(t)

)
(x) ∈PM. (2)

This best approximation, the projection in the manifold, is called thePM approximation. Having defined the
spatial structures by the choice of the manifold, the parameter dynamics gives additional physical information
about the signal.

For the mixing layer to be considered, we investigate two choices for the manifold. One of thePMs is based
on a relatively simple description of the vortices. Models that are used to describe vorticial behavior in flows
are often based on simple analytical expressions for these structures such as point-vortices, [1], elliptical vortex
patches, [2] or Lamb-vortices, [3]. However, comparing the point-vortices and elliptical vortex patches with
the data from direct numerical simulations shows that these analytical vortices do not resemble the numerical
vortices very closely. In the case where the Reynolds number is not too large, a much better resemblance is
obtained with Lamb-vortices, in particular when these circular symmetric vortices are modified to Gaussian
profiles with elliptical contour lines as proposed by Ting and Klein, [3]. Therefore such more general vortices
will be used to construct the first model manifold. The second manifold is an extension of the first manifold;
now the vortices are described by an optimal spatial structure instead of the Gaussian profiles.

In section 2 we discuss the temporal mixing layer, the numerical simulation of this system and we
show the spiraling behavior and the merging of the vortices. For this phenomenon we construct the two
phenomenological model manifolds in detail in section 3. In section 4 the results of thePM analysis for
the merging of two vortices are presented. The quality of and the physics corresponding to the approximation,
as well as the predicted shape of the vortices are discussed. In section 5 we analyze the successive pairwise
merging of four vortices. The trajectories of the vortices and the corresponding time-scales are considered. In
the final section 6, some conclusions and remarks are given.

2. The two-dimensional temporal mixing layer

In Computational Fluid Dynamics the temporal mixing layer is often used as a model to investigate coherent
structures that are also observed in more general and complex systems, see for example [6,10,7–9,5,4,12,11].
A spatial mixing layer can be observed behind a splitter plate, where two fluids with different velocities merge
together. This system is convectively unstable due to the Kelvin–Helmholtz instability, see Batchelor, [13].
Fluctuations will grow, and vortices appear, [14]. These vortices will merge, break up and finally evolve into a
turbulent flow (when the viscosity is small enough).

The temporal mixing layer is a simplification of the spatial mixing layer. It consists of a box with periodic
boundary conditions in thex-direction and free-slip boundary conditions in they-direction. The upper- and
lower-boundaries are taken far away (in the numerical calculations it was verified that they do not influence the
dynamics of the system).

For the temporal mixing layer the full Navier–Stokes equations were solved using a fourth-order finite
difference scheme in space and a low storage four stage second-order Runge Kutta method for the time
integration; see Vreman [12,11] for a similar approach. The Reynolds numberRe= Uδi/ν was 100, based
on the vorticity thicknessδi of the initial profile whereU andν are reference velocity and viscosity. The Mach
number was chosen small,M = 0.02; the system behaves much like an incompressible fluid.

All computations were performed for a domain:D = [−Lx,Lx] × [−Ly,Ly] with Lx = 5π andLy = 20
(Lx = 10π,Ly = 30 for four vortices) with 128 intervals in thex- andy-direction (256 for four vortices). It
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was found that point-wise differences of computations on a 1282 and 2562 grid are of the order of 0.5% after
100 units of time, which is considered to be negligible.

In the following we use the vorticityω = ∂xv − ∂yu to describe thePM. Alternatively, we could also have
used the pressure as a quantity to describe the structures.

In the numerical simulation we use as initial conditions a tanh-profile for thex-component of the velocity,
u = tanh(y), a vanishingy-component,v = 0, and a constant pressure,P = 1. This velocity profile is an
approximation of the profile behind a splitter plate, see Monkewitz and Huerre, [15]. To initiate the formation
and merging of vortices we use the most unstable disturbance according to the linear stability theory which has
wavelength 2π/α with α = 0.4, [19,15,17,18,16]. When the length of the domain is twice as long, two vortices
are formed. An additional disturbance with wavelength 4π/α forces these vortices to merge, see IJzerman
for the details, [20]. When the length of the domain is four times as long, four vortices are formed. With the
two disturbances mentioned above the vortices will merge pairwise; an additional disturbance with wavelength
8π/α forces these newly formed vortices to merge to one large vortex.

To study the applicability of thePM method we first consider the merging of two vortices. In this analysis
the amplitude of both disturbances is taken to be 0.01. Then we also analyze the successive pairwise merging
of four vortices, for which the amplitudes are taken to be 0.01, 0.001 and 0.0001 for the disturbances with
wavelength 2π/α,4π/α and 8π/α respectively.

The subsequent evolution of the initial situation corresponding to the merging of two vortices is shown in
figure 1. The evolution of four vortices will be discussed in section 6. In the first two pictures,t = 10,20,

Figure 1. The results of a DNS of the two-dimensional temporal mixing layer. The contour lines show the vorticity att = 10,20,30,40,50,60,70
and 80.
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we see primarily the growth of the most unstable mode: Kelvin–Helmholtz instability grows and non-linearity
takes over. Two vortices are formed at one and three quarters of the domain, visible att = 30. Attached to these
vortices are spiral arms which are wrapped around the core. Due to the additional disturbance with wavelength
4π/α the vortices have a mutual interaction that causes them to spiral around each other, visible att = 40,50.
Gradually they merge into one large vortex in the middle of the domain, shown att = 60,70. Viscosity will
cause this large vortex to broaden and gradually to disappear (seet = 80). For very large times we are left with
a profile that is uniform in thex-direction (not shown).

3. Construction of PM for the mixing layer

In this section twoPMs will be constructed for the analysis of the spiraling behavior and the merging of two
vortices. In the construction of the model manifold two properties of the computational domain have to be taken
into account. Firstly the computational domain is periodic in thex-direction; to construct a manifold which is
periodic in this direction the method of images will be used. Secondly the phenomenon is point symmetric with
respect to the origin:ω(x, t) = ω(−x, t), which makes it possible to describe only one of the two vortices that
are visible in the computational domain.

Before presenting the details, we first make a simplification inspired by the physical problem under
consideration.

3.1. Amplitude as a special parameter

In the introduction, the parameters were collectively denoted byp. For the specific example to be treated
here, it is simpler to specify one parameter that measures the strength of the phenomenon, an amplitude
parameterψ . Then the original minimization problem turns into a reduced maximization problem, as we shall
now show.

Denoting the amplitude byψ and the remaining parameters byp, an elementζ(p,ψ)(x) in the manifold is
written as:

ζ(p,ψ)(x) = ψ�(p)(x), (3)

where�(p)(x) denotes the spatial structure. In order to define the amplitudeψ uniquely, the norm of the
function� has to be prescribed, which will be assumed in the following without explicit reference to simplify
the expressions. For spatial structures of the form (3) the minimization problem (1) reads:

min
{∫

T

∥∥S(x, t) −ψ(t)�
(
p(t)

)
(x)

∥∥2
dt

∣∣∣ p,ψ

}
. (4)

Taking the variational derivative with respect toψ and equate it to zero results in:

ψ(t) = 〈S,�〉
〈�,�〉 , (5)

where〈S,�〉 denotes theL2-inner product over the spatial coordinates:

〈S,�〉 ≡ 〈
S(x, t),�

(
p(t)

)
(x)

〉;
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in the same way〈�,�〉 denotes the norm of the spatial structure�(p(t))(x). Substituting the relation (5) in (4)
results in the maximization problem:

max
{∫

T

〈S,�〉2

〈�,�〉 dt
∣∣∣ p

}
. (6)

Observe that for this problem the functional is bounded from above, due to the Cauchy–Schwarz inequality:∫
T

〈S,�〉2

〈�,�〉 dt �
∫
T

〈S,S〉dt =
∫
T

∥∥S(x, t)∥∥2
dt

and that equality is obtained only when�≡�(p(t))(x) is a multiple ofS(x, t).

The right-hand side of the above inequality is interpreted as the total ‘energy’ in the signal. In this paper
S = ω, and hence the energy is enstrophy here. The value of (6) divided by the total energy therefore denotes
the fraction of the total energy captured by� in thePM approximation. This fraction,ρ, is a measure of the
quality of the approximation because it is related to the relative errorε in the following way:

ε =
∫
T ‖S(x, t) − ψ̂(t)�̂(x)‖2 dt∫

T ‖S(x, t)‖2 dt
= 1− ρ,

where ψ̂ and �̂(x) ≡ �(p̂(t))(x) denote the optimal amplitude and spatial structure corresponding to the
solution of the maximization problem (6).

4. PM with elliptical Gaussian vortices

Flow visualization suggest that the coherent structures are approximately Gaussian profiles, see, e.g.,figure 2.
Circular profiles known as Lamb vortices were used by [3] to model the merging of two vortices. The
contourlines infigures 1and 2 show, however, that the vortices are more elliptical than circular. Therefore
each vortex is approximated by a Gaussian profile with elliptical contourlines. In doing so, the model manifold

Figure 2. A surface plot com and corresponding contourplot of the vorticity att = 40. This figure motivates the choice of Gaussian vortices with
elliptical contour lines in the model manifoldPMGauss.
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Figure 3. In this figure the parametersX,Y,�,a andb which are used to describe the vortices in thePMs are shown.

contains as parameters the position of the vortex,X,Y , the orientation�, which is defined with respect to a
fixed coordinate system, and the length of the main axesa, b, seefigure 3. Every vortex is then approximated
by a spatial structure:

G(x, y) = exp
(

−1

2

(
X�(x, y)

a

)2

− 1

2

(
Y�(x, y)

b

)2)
(7)

in which

X�(x, y) = (x −X)cos(�)+ (y − Y )sin(�),

Y�(x, y) = −(x −X)sin(�)+ (y − Y )cos(�).

Taking periodicity and point symmetry into account, the model manifold has the form:

PMGauss=
{
ψ

∞∑
k=−∞

G(x + 2k Lx, y)+G(2k Lx − x,−y)
∣∣∣ p,ψ

}
,

wherep denotes the parameters(X,Y,�,a, b), ψ is the amplitude and the sum overk relates to the use of the
method of images.

4.1. PM with optimised spatial structure

Since the choice of a Gaussian profile for the vortices may be too restrictive, we also investigate an extension
of the above manifold. In this extension the Gaussian profile, (7), is replaced by a spatial structure,φ:

GOpti(x, y) = φ

(
X�(x, y)

a
,
Y�(x, y)

b

)
. (8)

This spatial structureφ is chosen optimal, and so the model manifold is extended to a manifold with an
additional free function:

PMOpti =
{
ψ

∞∑
k=−∞

GOpti(x + 2k Lx, y) +GOpti(2k Lx − x,−y)
∣∣∣ φ,p,ψ

}
. (9)

In the following we will specify how the functionφ is optimised in the numerical scheme.
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4.1.1. Numerical solution of the optimization problem

We first apply thePM analysis to the spiraling behavior and the merging of two vortices in the interval
t ∈ [20,60]. The snapshots of the data are taken at equidistant moments in time with%t = 0.2 or 0.4, thus the
number of snapshots, denoted byNT , equals 201 or 101 respectively.

For the numerical solution of the optimization problem (6) we have to discretize the problem. The parameters
are only determined at the equidistant instantstj , j = 1, . . . ,NT , at which the signalS is known. We denote the
parameters at these instantstj by pj .

The free functionφ in PMOpti was described by a finite set ofN2 base functions,ξk(x)ξl(y), k, l =
1,2, . . . ,N . When the coefficients ofφ with respect to the base functions are denoted byckl we have:

φ(x, y) =
N∑

k,l=1

cklξk(x)ξl(y).

The base functions were chosen such that forN = 1, PMOpti corresponds toPMGauss, i.e. ξ1 is a Gaussian
profile. Orthogonal functions for which the first element corresponds to a Gaussian profile are the Gauss–
Hermite polynomials given by:

ξm(x) = Hm(x)exp
(−x2/2

)
,

for m = 1,2, . . . with

H1 = 1, H2 = 2x, and Hk(x) = 2x Hk−1(x)− 2(k − 2)Hk−2(x)

for k = 3,4, . . . .

Denoting the manifold based onN2 base functions byPMOpti(N), a larger number of base functions leads
to a larger manifold:

PMOpti(N
′) ⊂ PMOpti(N) for N ′ � N. (10)

As a consequence, the fraction of the total energy captured by an approximation inPMOpti(N) is larger than
the fraction forPMOpti(N

′). In particular, an approximation inPMGauss(N = 1) contains less energy than an
approximation inPMOpti(N), N > 1.

Using the base functionsξk, k = 1,2, . . . ,N , an elementζ(p,ψ,φ)(x) in PMOpti can be written as:

ζ(p,ψ,φ)(x, y) = ψ

N∑
k,l=1

ckl/kl(p)(x, y),

where

/kl(p)(x, y)=
Ns∑

p=−Ns

ξk

(
X�(x + 2pLx, y)

a

)
ξl

(
Y�(x + 2pLx, y)

b

)

+ ξk

(
X�(−x + 2pLx,−y)

a

)
ξl

(
Y�(−x + 2pLx,−y)

b

)
.

In this expression the infinite sum in (9) is replaced by a finite sum overNs elements. Since the base functions
fall off to zero quickly a value of 1 forNs turned out to be sufficient. IncreasingNs did not influence the fraction
of the energy captured by the approximation.
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Using the following abbreviations:Dj
kl = 〈S(x, tj ),/kl(pj )(x, y)〉, Mj

klmn = 〈/kl(pj )(x, y),/mn(pj )(x, y)〉
for j = 1,2, . . . ,NT , the optimization problem (6) can be written as:

max
{

(
∑

k,l D
j
klckl)

2∑
k,l,m,nM

j
klmncklcmn

wj

∣∣∣ pj , ckl

}
. (11)

For all spatial and temporal integrations which occur in the above expressions the trapezoidal rule was used.
For the temporal integration the weight factors take:wj = %t, j = 2, . . . ,NT − 1, andw1 = wNT

= 1/2%t ,
where%t is the length of the snapshot interval.

The optimization problem (11) is solved iteratively using a variant of the relaxation method, see Ciarlet, [21].
Every iteration consists of two steps. In the first step the best parameter vectorpj is obtained at every instant:

max
{

(
∑

k,l D
j
klckl)

2∑
k,l,m,nM

j
klmncklcmn

∣∣∣ pj

}
, for j = 1,2, . . . ,NT

while the coefficientscj are fixed at the value of the previous iteration. Because the functions/kl depend in
a complicated way on the parameters, the calculation of the derivatives to the parameters is a time consuming
task. To avoid their calculation, the above optimisation problem is solved using a Newton method in which
finite difference estimates are used for the derivatives.

In the second step of the iteration the best spatial structure is determined for the optimal parameters obtained
in the first step. This results in the following optimization problem:

max

{
NT∑
j=1

(
∑

k,l D
j
klckl)

2∑
k,l,m,nM

j
klmncklcmn

wj

∣∣∣ ckl

}
. (12)

For this problem the derivatives to the coefficients are simple and cheap to calculate. Hence a Newton-method
suffices to solve this optimization problem.

For PMGaussN equals 1 and the first step of the above iteration process has to be applied only once.
The value of the quotient in (12) forN = 1 is independent ofc11 and the optimal parameter vectors
pj , j = 1, . . . ,NT , are determined by applying the first step.

5. PM-analysis of the vortex merging

In this section we discuss the results obtained in thePM analysis using the two manifolds constructed in
the previous section. All results were obtained withNT = 201 andN = 15. As we will show later on, changing
the number of snapshots,NT , and the number of base functionsN2 does not significantly change the fraction
of energy captured by thePM approximations. Hence these numbers were considered to be sufficient.

5.1. Reconstruction of the signal

The signal itself and thePM approximations in both manifolds,PMOpti andPMGaussare shown infigure 4.
At t = 28,36,44 and 52 the approximations have two vortices at approximately the same position and with the
same orientation as in the DNS signal. Att = 60 thePM approximations show two humps of vorticity which
are at different positions and have different orientations. The signal shows one large vortex in the middle of the
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Figure 4. In the first column the signal is shown att = 28,36,44,52 and 60. In the second and third column we see the corresponding approximations
in PMGaussandPMOpti respectively.

domain consisting of two small maxima and spiral arms which are wrapped around the core. In the manifolds
this single vortex is approximated by two vortices. So this suggests the use of another type ofPM if one would
like to analyze the signal beyond this time.

For bothPM approximations the spiral arms between the vortices are not well represented. This is to be
expected forPMGausssinceG does not describe such arms at all. ForPMOpti this may be explained as follows.
The main part of the vorticity is in the core of the vortices and these cores move along a different trajectory
than the spiral arms do. To capture the largest fraction of the energy the trajectory,(X(t), Y (t)), obtained in
thePM analysis, follows the core of the vortices. Thus the spiral arms are effectively removed in the time
averaging of (6) and thePM approximation will not show them.

5.2. Spatial extent of the coherent structures

Contour lines of the spatial structuresG, (7) andĜOpti, (8) are shown infigure 5. Both structures are placed at
the originX = 0, Y = 0, and their main axes coincide with the coordinate system,� = 0. These main axes,a, b,
are given the value at the beginning of the time-interval,t = 20. Although the structures are defined on the
whole R

2, the domain shown in the figure is just the computational domain. The spatial structures resemble
each other. This explains why bothPM approximations are of the same quality as we will see later on.

5.3. Dynamics of the parameters

The position of one of the two vortices in the computational domain (figure 1) and the corresponding
trajectories of both vortices are shown infigures 6(a) and 7 respectively. The trajectories clearly show the
spiraling behavior of the vortices. When the vortices are well separated the trajectories of both approximations
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Figure 5. Contour lines of the vorticity for the structuresG (top) andGOpti (bottom) obtained in thePM analysis. The structures are placed in the
origin and the main axes have the values of the beginning of the time-interval.

Figure 6. In this figure we see from top down the values of the parametersX,Y , �, a andb, ellipticity a/b andψ as a function of time. The results
with PMOpti are denoted dashed lines and the results withPMGaussby solid lines.
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Figure 7. The trajectories of the vortices obtained in thePM analysis usingPMGauss(solid line) andPMOpti (dashed line). The markers in this
figure show the position of the vortices att = 20,28,36,44,52 and 60.

resemble each other. At the end of the time-interval when the vortices have almost merged, differences in the
trajectories occur. The approximation inPMGaussresults in vortices which rotate around each other over a
larger angle.

The orientation of the vortices,�, which was defined with respect to a fixed coordinate system (figure 3), is
shown infigure 6(b) as a function of time. Att = 20 the vortices are oriented along thex-axis, but when they
spiral around each other, the main axes approximately coincides with the tangent at the trajectory. Hence the
orientation increases at the beginning, when the vortices have just started moving. In the rest of the time-interval
the vortices spiral around each other and the orientation decreases.

The main axes,a, b, and the corresponding ellipticity,a/b, are shown infigures 6(c) and6(d) respectively.
At t = 20 the vorticity in the DNS data is primarily found along thex-axis. As a result, the vortices in the
PM approximations are stretched along this axis and have a large ellipticity. The ellipticity decreases when
the vortices start moving. At the end of the time-interval the DNS data shows one vortex in the middle of
the computational domain. Because this single vortex is in thePM analysis approximated by two elliptical
vortices lying along each other the ellipticity in this representation increases again.

The amplitudesψ for bothPM approximations which are given by the relation (5) are shown infigure 6(e).
To construct this figure the structuresG andGOpti were normalized such that‖G‖ = ‖GOpti‖ = 1 at t = 20.
For bothPM approximations the amplitudes are mainly decreasing. This is the result of interplay between
decrease due to viscosity which reduces the maximal vorticity in the DNS data and decrease because the
vortices approach each other and the vorticity in the flank of one vortex is added to the vorticity in the core of
the other.

5.4. Discretization errors

In thePM analysis usingPMOpti andPMGausstwo types of discretization errors occur. We have errors
due to the finite number (N2) of base functions inPMOpti and due to the finite number of snapshots (NT ) in
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Table I. The fraction of the total energy captured by thePM approximation using several values ofN andNT .
The column withN = 1 corresponds toPMGauss.

N 1 5 10 15

NT = 101,%t = 0.4 0.9573 – – 0.9717

NT = 201,%t = 0.2 0.9571 0.9675 0.9704 0.9715

Figure 8. The relative error (13) for thePM analysis usingPMGauss(solid line) andPMOpti (dashed line).

the time-interval. The effect of these errors was investigated by varyingN andNT and considering the fraction
of the total energy captured by the correspondingPM approximations. These fractions are collected intable I.

The fractions in the table are increasing functions ofN , in correspondence with relation (10). The differences
betweenN = 10 and 15 are less than 0.11% and considered to be negligible. We remark thatρ does not
converge to 1 ifN increases to∞, since it is not necessary that we can describe the whole dynamics ofS by
our model manifolds.

For two different numbers of snapshotsNT = 101 and 201 the fractions of energy are also shown in
table I. For PMGauss as well asPMOpti(15) the differences are less than 0.02%. Hence we consider the
time-integration to be sufficiently converged. We considered the numerical results forN = 15 andNT = 201
only.

5.5. Relative errors

A measure for the quality of the approximation at each instant is given by the following relative error:

ε(t) = ‖S(x, t) − ψ̂(t)�̂(x)‖2

‖S(x, t)‖2
, (13)

where ψ̂ and �̂(x) ≡ �(p̂(t))(x) denote the optimal amplitude and spatial structure corresponding to the
solution of the maximization problem (6).

For bothPM approximations this relative error is shown infigure 8. In the first and last part of the
time-interval PMOpti gives better approximations thanPMGauss, but for all instants the errors are of a
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comparable size. The increasing error at the end of the time-interval corresponds to the discrepancy between
the reconstruction of the signal and the DNS signal att = 60 as shown infigure 4.

Because the fraction of the energy is an increasing function ofN , thePM approximation inPMGauss,
(N = 1) contains less energy than the approximation inPMOpti(15). However, this does not imply that the
relative error is smaller at every instant as shown, e.g., in the interval[40,45].

6. Successive pairwise merging of four vortices

In this section we study the successive pairwise spiraling and merging of four vortices using model manifolds
based on Gaussian profiles. As described in section 2, four vortices are formed in a computational domain which
is twice as long as the domain used in the analysis of the previous section. The subsequent evolution of such a
system, for initial conditions as described in section 2, is shown infigure 9. At t = 20,30 we see the formation
of four vortices at one, three, five and seven eighths of the domain. The disturbance with wavelength 4π/α

causes these vortices to spiral and merge pairwise to the two vortices visible at one and three quarters of the
domain,t = 100 and 160. Due to the extra disturbance with wavelength 8π/α, these newly formed vortices
spiral and merge again to one large vortex in the middle of the domain, visible att = 240.

In the evolution of the four vortices we can distinguish two stages which have to be analyzed separately. In the
first stage, which occurs approximately in the time interval[20,100], the four vortices merge pairwise to form
two vortices. In the second stage, approximately at[100,220] the two newly formed vortices merge to one large

Figure 9. The results of a DNS of the two-dimensional temporal mixing layer for a computational domain which is twice as long as the domain in
figure 1. The contour lines show the vorticity att = 20,30,50,70,100,160,200 and 240.
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vortex. For the analysis of the second stage the model manifoldPMGauss, which was designed in section 3, is
used. For the first stage a model manifold is used which is an extension of this model manifold; instead of one
Gaussian profile described by six parameters two Gaussian profiles described by twelve parameters are used,
together with the method of images and the point symmetry, to describe the four observed coherent structures.

For both stages the trajectories obtained in thePM analysis are shown infigure 10. The trajectories in the
computational domain,figure 10(a), show for both stages the spiraling behavior of the vortices. The trajectory
in the second stage is more than two times larger than the trajectory in the first stage. Thex- andy-coordinates

Figure 10. In (a) we see the trajectories obtained in thePM analysis of the four vortices shown infigure 9. The trajectories of the four vortices in the
first stage are denoted by the solid lines and for the second stage by dashed lines. In (b) we see thex- (dashed lines) andy-coordinates (solid lines) as

functions of time. Only the trajectories of the vortices which started in the left side of the computational domain are shown.

Figure 11. This figure shows the relative error for the first stage (solid line) and the second stage (dashed line).
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(a)

(b)

Figure 12. In (a) we see a surface plot of the vorticity at the end of the first stage,t = 100, and in (b) at the end of the second stage,t = 220. The figures
show that the vorticity distribution between the first stage and at the end of the second stage is quite complicated and cannot be well approximated by a

Gaussian profile.

of the vortices as function of time are shown infigure 10(b). We see that the spiraling behavior occurs in the
first stage at a much smaller time scale than in the second stage.

For both stages the relative errors (13) are shown infigure 11. When the vortices are well separated the
relative errors are small and when the vortices approach each other the error increases. At the end of the first,
t ≈ 100, and second stage,t ≈ 220, the vorticity distribution becomes very complicated, seefigure 12, and
cannot be approximated by four and two Gaussian profiles respectively. Just as in the previous section, in
which we could not analysis the signal beyondt = 60, this suggests the use of another type of manifold to
analyze these parts of the evolution.

To quantify the time scales at which the above described mergings occur we proceed as follows. We define a
characteristic time as the time which elapses between the instant at which the trajectory crosses they-axis and
the first instant at which the trajectory crosses thex-axis, or stated otherwise, the characteristic time is the time
that elapses between the instant at which the vortices are aligned vertically and horizontally, seefigure 13. For
vortices that rotate with a fixed angular velocity around each other, this time scale corresponds to a quarter of
the period. It is possible to define a different time scale, but we do not believe that for a different time scale the
discussion below would change in a qualitative sense.

Using the characteristic time defined above we obtain the following time scales for the trajectories of the
vortices obtained in thePM analysis and presented infigure 10. For the first merging the trajectory crosses
they-axis att ≈ 70 (for all four vortices) while for the second merging this occurs att ≈ 194, seefigure 10.



836 W.L. IJzerman, E. van Groesen / Eur. J. Mech. B - Fluids 20 (2001) 821–840

Figure 13. An illustration of the definition of a characteristic time used to quantify the time scales.

The four vortices in the first merging cross thex-axis att ≈ 78 and the two vortices in the second merging at
t ≈ 210. Based on these instants the second merging proceeds≈ 2.11 times slower than the first.

Using a scaling argument we show that the second merging would proceed precisely two times slower than
the first if the flow is inviscid and if the initial conditions for the second merging are the scaled initial conditions
for the first merging (which we will explain now). The scaling argument is based on the following observation.
Suppose we have a solution of the inviscid equations of motion:

∂tω(x, t) = −u(x, t) · ∇ω(x, t) (14)

on a domainx ∈ [−L,L] × R, which consists of a vorticity and velocity:

ω(x, t) and u(x, t) (15)

respectively with a streamfunction4(x, t). Then for everyα,β ∈ R
+ the following vorticity and velocity:

βω(αx, βt) and
β

α
u(αx, βt) (16)

with streamfunctionβ4(αx, βt)/α2 are a solution of the equations of motion onx ∈ Dα = [−L/α,L/α] × R

(which is verified by a substitution of (16) into (14)). For the mixing layer the parameterβ is determined by
the boundary condition aty = ±∞, i.e. we haveu = (±1,0) for y → ±∞ and, consequently,β = α.

The above scaling argument results in a factor two between the time scales of the first and second merging.
The first merging occurs in the left and right half of the computational domain, seefigure 9. Let us consider
the merging in the left half only and suppose that the corresponding vorticity (and velocity) is given by (15).
The second merging occurs in the whole domain and, so, for this merging the computational domain is twice
as large as for the first merging, henceα = 1/2. Finally, let us assume that the initial conditions att = t2 for the
second merging are a scaled version of the initial conditions for the first merging att = t1, i.e:

ω(x, t2) = 1

2
ω

(
1

2
x + γ, t1

)
or u(x, t2) = u

(
1

2
x + γ, t1

)
, (17)

whereγ = (−1
2Lx,0) denotes a shift in thex-direction. Then the relations (16) show that the second merging

evolves two times slower than the first.

We assume that the ‘initial conditions’ for the second merging are a scaled version of the ‘initial conditions’
for the first merging, to arrive at (17). A priori, the validity of this assumption is disputable. However, the
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Figure 14. In this figure we compare the trajectories of the vortices obtained in thePM analysis for the first and second merging where the trajectories
for the latter are scaled by a factor two in time and space. In (a) we show the trajectories of the four vortices in the first merging (dash-dotted lines) and

the trajectories of the two vortices in the second merging (solid lines). In (b) we observe these trajectories as a function of time.

results of thePM analysis show that this assumption is approximately satisfied. For instance, infigure 14we
show the trajectories of vortices for the first and second merging where the latter are scaled by a factor two in
space and time, in correspondence with the inviscid scaling law, (17). We observe that the initial positions of
the vortices in the first merging nearly coincide with the (scaled) initial position of the vortices in the second
merging.Figure 14also shows that the second merging evolves more than two times slower than the first. The
trajectory, i.e. the amplitude of the spiral, obtained for the second merging is more than two times larger than
the two trajectories obtained for the first merging. Initially the trajectories coincide, but for larger times they
deviate and if the vortices are vertically aligned the distance between the vortices in the second merging is
more than twice the distances between the vortices in the first merging. Under the assumption of scaled initial
conditions, the difference between the factor 2.11 and the scaling law factor 2 is a viscous effect. In [20] the
influence of the Reynolds number on the time-scales is investigated in detail.

7. Discussion and conclusions

To analyse the merging of vortices in the two-dimensional temporal mixing layer, the signal obtained from
a direct numerical simulation was analysed by constructing a parameterised set, the phenomenological model
manifold, PM, and the parameters were choosen to depend on time in order to reconstruct the data in an
optimal way. The applicability of this method was demonstrated by modelling the successive pairwise merging
of four vortices.

Clearly, the actual choice of the manifold is essential for the accuracy of the reconstruction. To investigate
this in some detail, we investigated a rather simple, and a more complicated manifold. We briefly describe the
results, and relate the presented method to the well known POD-method.

Two model manifolds,PMGaussandPMOpti, were considered.PMGausshas only six degrees of freedom
and is an extension of Ting’s model, [3], which uses Lamb vortices with only two degrees of freedom: the
positions of the vortices.PMOpti allows us to choose the spatial vortices in an optimal way. Both manifolds
gave the same qualitative results: the resulting approximations contained approximately the same amount of
energy, although the approximation inPMOpti contains by construction more energy than the approximation
in PMGauss. The relative error for both approximations was of a comparable size for the main part of the
time-interval. The time-averaged optimal structureGOpti resembled the Gaussian profile and the trajectories,
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Figure 15. The structureGOpti obtained for an infinitesimal small interval consisting of one instant only (t = 60) usingN2,N = 15 base functions.
The dashed lines denote negative vorticity, the solid lines positive.

orientation and length of the main axes showed the same qualitative behavior. However, the optimization
problem forPMOpti is much more complicated than the problem forPMGauss, because of the larger number
of base functions forPMOpti. For PMGauss less than two and forPMOpti approximately 100 hours of
computational time were used on a single R10000 processor of a SGI Power Challenge. Because the model
manifoldPMGaussis much simpler thanPMOpti and the results obtained in the analysis are qualitatively the
same,PMGaussis an efficient, accurate way to provide a low-dimensional model.

We finish with a few additional remarks:

• The spatial structures obtained inPMOpti can be completely different from the structure one has in mind
during the construction of the model manifold when the time interval in the analysis is short. For example,
for the limiting case of a time-interval consisting of one instant only (t = 60) the obtained spatial structure
is shown infigure 15. This optimal structure is not one hump of vorticity, like the structures obtained
in the PM analysis of the interval[20,60], but it consists of several patches of positive and negative
vorticity. It was verified that this structure added to its point-reflected mirror precisely gives the vorticity
distribution att = 60; the patches of positive and negative vorticity cancel each other in the summation.
It was also observed that for short time-intervals, typically of the order of one unit of time, the obtained
spatial structure may consist of several patches of positive and negative vorticity. For these short time-
intervals the vortices hardly move with respect to each other and the patches cancel each other in the
reconstruction of the signal.

• In the PM method non-uniqueness of the approximations can occur when the model manifold is not
appropriate for the phenomenon. The presented model manifolds were also used in the analysis of the
time-interval [40,80] instead of[20,60]. For the former the parameters show discontinuities. Detailed
analysis showed that there exist, at least, two approximations containing the same fraction of the total
energy, but with a different position, orientation and spatial extent of the vortices. At the end of the time-
interval [40,80], the two vortices in the DNS data have merged to one large vortex with two small humps
of vorticity. Approximating this single vortex by two vortices results in non-uniqueness of the optimum.
So the model manifolds were not appropriate for the signal in this interval.

• In the presented method we switch manually fromPM for 4 to PM for 2 vortices during the merging
process. It is possible to automate this step using, e.g., the quantityQ described in [22]. Coherent areas of
negativeQ can be interpreted as vortices and the position at whichQ is (locally) minimal as the eye of the
vortex. If two vortices merge, two minima ofQ disappear and one new minimum occurs. At this instant
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Figure 16. The first four POD structures obtained in a POD analysis for the time-interval[20,60]. In the pictures solid lines denotes positive vorticity
and dashed lines negative. The numbers in the upper-right corner denote the fraction of the energy captured by the corresponding structure.

we can switch from one manifold to another. Another procedure could be based on the distance between
the vortices. If the distance is less than the spatial extent of the vortices, we can switch manifold.

• The presented method can be extended to analyze other types of coherent structures. Many coherent
structures, such as monopoles, dipoles and tripols, can be described using few parameters, see Van de
Fliert, [23]. These descriptions can be used to design a model manifold.

• Another method based on thresholding is also able to yield most of the statistics reported here. Generally
time dependent field isolevels at a certain threshold value are used to identify structures. The properties
of these structures can be found by integration over the higher isolevel contained within the isolevel
characterizing the boundary of the structure.

• To analyse data for which no sensible manifold can be defined, for instance when the origin of the
phenomenon is not known a priori, the approach above cannot be applied. Then often a POD method
(proper orthogonal decomposition) is employed [24,25]. This method has also been used for the mixing
layer, and we compare briefly the results.
Suitable linear combinations of the various modes of the POD method will reconstruct the signal;
seefigure 16 for the most energy containing modes. Additional calculations learned that the principal
POD-mode contains 65% of the total energy; this should be compared with thePM method for which the
approximation inPMGaussandPMOpti, contains 95% and 97% of the total energy respectively. Hence,
for the POD method several modes are required for a good reconstruction of the signal. Individually, the
modes of the POD analysis show several patches of positive and negative vorticity, but only a suitable
linear combination of these modes can represent the Gaussian-type vortices accurately at each instant.
We can also compare both methods based on the number of degrees of freedom. For instance, for
the merging of two vortices we haveN2 (N = 1 or 15) degrees of freedom inφ for PMGauss and
PMOpti respectively. In addition we have 6NT degrees of freedom in the parameters. So, in total we
haveN2 + 6NT = 152 + 6 × 201≈ 1400 degrees of freedom forPMOpti (≈ 1200 forPMGauss). For
one POD mode we have the amplitude as parameter, that corresponds toNT degrees of freedom. Besides
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these degrees of freedom, we also have 1282 degrees of freedom (the number of spatial grid points) in
each POD mode itself. Hence, in total the degrees of freedom is larger in the POD method than in the
presented method. The difference is that the POD method is a linear method, while the presented method
is nonlinear.
ThePM method not only provides more detailed information with one structure, but also the dynamics
of the parameters provides physical interpretable information, such as the trajectories of the vortices, their
orientation and the length of the main axes provided the vortices are well separated. These quantities
cannot be obtained directly in the POD analysis.
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