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Interpretation of the score reports from the Computer Program LOVS by teachers,
internal support teachers and principals
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When data about students are used to inform decisions in the
school, it is referred to as Data-Driven Decision Making (DDDM).
Through DDDM, one can guide education based on the outcomes of

� the annual evaluation of the learning outcomes of pupils;
� the frequent evaluation of the educational process;
� the systematic monitoring of pupils’ progress by teachers;
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A B S T R A C T

Data-driven decision making, such as the decision making that is conducted through the use of pupil

monitoring systems, has become increasingly popular in the Netherlands, as it is considered to have

promise as a means of increasing pupils’ learning outcomes. The reports generated by the pupil-

monitoring Computer Program LOVS (Cito) provide educators with reliable and objective data feedback;

however, research has suggested that many users struggle with interpreting these reports. This study

aims to investigate the extent to which the reports are correctly interpreted by educators, and to identify

various potential stumbling blocks with regards to the interpretation of the reports. The results suggest

that users encounter many stumbling blocks in these reports and often cannot interpret them entirely

correctly.
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measurements in both a diagnostic and evaluative way (Ledoux,
Blok, Boogaard, & Krüger, 2009). School performance feedback
systems (SPFS) are external party systems that aim to provide
schools with insight into the outcomes of the education they have
provided (Visscher & Coe, 2002). SPFS provides schools with
feedback on a systematic basis (Fitz-Gibbon & Tymms, 2002).
Ultimately, this feedback aims to improve the quality of education
within the school (Verhaeghe, 2011). Pupil-monitoring systems
are a kind of SPFS that have been developed primarily to monitor
the individual progress of pupils. Pupil monitoring systems are
important in DDDM, since the data about learning progress at the
pupil level form an important source of information for decisions at
all levels of the school.

The Dutch Ministry of Education Culture and Science (2010)
promotes DDDM. The Ministry distinguishes four levels at
which DDDM can be aimed: the school board level, the school
level, the class level and the level of the individual pupil. For
the successful implementation of DDDM, the Ministry uses five
indicators:
* Corresponding author at: Cito, Postbus 1034, 6801 MG Arnhem, The

Netherlands. Tel.: +31 0263521599.

E-mail addresses: fabienne.vanderkleij@cito.nl (F.M. van der Kleij),

theo.eggen@cito.nl (Theo J.H.M. Eggen).

0191-491X/$ – see front matter � 2013 Elsevier Ltd. All rights reserved.

http://dx.doi.org/10.1016/j.stueduc.2013.04.002
� the quality of the testing system; and
� the evaluation of the effects of interventions.

The indicators point out that the ministry strives towards a
schoolwide implementation of DDDM. The Dutch DDDM policy
requires the entire school team to evaluate the education based on
test results. Principals are expected to conduct schoolwide
evaluations for both internal (school improvement – formative)
and external (accountability – summative) purposes. The ministry
(2010) expects teachers to systematically monitor their pupils’
progress, meaning that they have insight into the capacities,
potentials and limitations of their pupils based on the results of a
pupil monitoring system and classroom assessment. Internal
support teachers are expected to collaborate with the class
teachers and to support them in interpreting test results, analysing
test results and seeking suitable solutions to learning problems.

DDDM encompasses a systematic and cyclic process. Bennett
(2011) has described the cyclic process of educational measure-
ment as consisting of four activities: ‘‘. . .designing opportunities to
gather evidence, collecting evidence, interpreting it, and acting on
interpretations’’ (p. 16). This study focuses on the interpretation of
test results from Cito’s1 pupil monitoring system for primary
education (LOVS).
1 The Institute for Educational Measurement in the Netherlands.
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The LOVS program encompasses various tests (e.g. Math,
reading comprehension and spelling) that can be used to
systematically map pupils’ learning progress. LOVS tests are
primarily meant to provide teachers with insight into the
outcomes of the education that has been offered. These insights
can subsequently be used to adapt teaching where needed.
Approximately 90% of Dutch primary schools use the LOVS tests.
The Computer Program LOVS allows the user to process test results
and automatically generate pupil reports, group overviews and
school reports. In this process, accurate interpretation of the
results is of the utmost importance.

Meijer, Ledoux and Elshof (2011) recently published a report
about the usability of various pupil monitoring systems in Dutch
primary education. The results of this study suggest that users of
the Computer Program LOVS have difficulty interpreting the test
results, which sometimes results in users making incorrect
decisions. In addition, use of the test results by teachers appears
to be limited, as interpretation and analysis of the results is mainly
executed by internal support teachers. This conclusion is also
supported by Ledoux et al. (2009), who claim that teachers are not
always involved in the interpretation phase. In addition, multiple
studies (Ledoux et al., 2009; Meijer et al., 2011) suggest that the
many possibilities offered by the Computer Program LOVS are
only used to a limited extent. For example, the trend analyses
often remain unused. Various studies from outside the
Netherlands have suggested that school staff currently lack the
knowledge and skills that are needed to use data to improve the
quality of education (Earl & Fullan, 2003; Kerr, Marsch, Ikemoio,
Darilek, & Barney, 2006; Ledoux et al., 2009; Meijer et al., 2011;
Saunders, 2000; Van Petegem & Vanhoof, 2004; Williams & Coles,
2007; Zupanc, Urank, & Bren, 2009). Vanhoof, Verhaeghe,
Verhaeghe, Valcke, and Van Petegem (2011) emphasise that
there is little knowledge about the degree to which users are
capable of correctly interpreting and analysing data from SPFS;
this is a crucial precondition for DDDM.

Moreover, various studies have suggested that a certain degree
of ‘assessment literacy’ is a precondition for a correct interpreta-
tion of test results (Earl & Fullan, 2003; Vanhoof et al., 2011;
Verhaeghe, 2011). ‘‘Assessment literacy refers to the capacity of
teachers – alone and together – (a) to examine and accurately
understand student work and performance data, and correspond-
ingly, (b) to develop classroom, and school plans to alter conditions
necessary to achieve better results’’ (Fullan & Watson, 2000, p.
457). As data interpretation is necessary for adequately altering
conditions to meet pupils’ needs, it touches upon one of the basic
skills that compromise assessment literacy. Hattie and Brown
(2008) noted that when assessment results are displayed
graphically, the need for teachers to have a high degree of
assessment literacy is reduced because they can make use of their
intuition to interpret the assessment results (a). However, they
emphasised that teachers do need to be very skilled in
transforming their interpretations into meaningful actions for
teaching that meet the needs of the learners (b). Mandinach and
Jackson (2012) call this ‘pedagogic data literacy’. The Computer
Program LOVS provides both numerical information in the form of
a table and graphical representations, which allows for intuitive
interpretations and provides numerical data for further analysis
and comparison to instructional goals. However, it is not clear
which (basic) level of assessment literacy can be expected of the
current teacher population in the Netherlands. Popham (2009) has
noted that currently in most pre-service teacher education
programs in the United States, courses on educational assessment
are not part of the curriculum and no formal requirements exist.
This situation is no different in the Netherlands, although the
recent developments in the area of DDDM have boosted
professional development initiatives.
LOVS is known as a pupil monitoring system that uses advanced
psychometric techniques, which results in reliable and valid
outcomes about pupil ability. However, whenever users draw
incorrect inferences, the validity of the test scores is negatively
affected. Being able to correctly interpret pupils’ test results is a
precondition for the optimal use of the Computer Program LOVS.
Besides the above – mentioned lack of knowledge among school
staff, it has been suggested that many teachers are uncertain about
their own ability to use data for quality improvement (e.g. Earl &
Fullan, 2003; Williams & Coles, 2007). On the one hand, there is
much to be gained through professional development in regards to
the interpretation and use of data feedback. For example, a study
by Ward, Hattie, and Brown (2003) pointed out that professional
development increased correctness in the interpretation of reports
belonging to a pupil monitoring system and also increased
communication about test results with colleagues, enhanced user
confidence and increased use of the various reports. On the other
hand, clear score reports can support users in making correct
interpretations (Hattie, 2009; Ryan, 2006; Zenisky & Hambleton,
2012). For example, Hattie and Brown (2008) evaluated whether
users off asTTle reports could correctly interpret these reports. The
initial 60% that was correct was not found to be satisfactory. The
researchers subsequently adjusted features of the reports where-
upon the percentage correct increased to over 90%.

In the literature, remarkably little attention is paid to the way
users (mis)interpret the score reports. For example, The Standards

for Educational and Psychological Testing (American Educational
Research Association [AERA], American Psychological Association
[APA], & National Council on Measurement in Education [NCME],
1999) contain only a few general standards about score reporting.
The possible incorrect or incomplete interpretation of assessment
results is an underexposed but important aspect of formative
testing (Bennett, 2011). There is scarce research into the
characteristics of feedback reports and the effectiveness of
various methods used for communicating feedback to users
(Verhaeghe, 2011). This is problematic, since feedback reports
often contain complex graphical representations and statistical
concepts, while users often do not possess statistical skills (Earl &
Fullan, 2003; Kerr et al., 2006; Saunders, 2000; Williams & Coles,
2007).

Reports can serve two purposes (Ryan, 2006). First, they can be
instructive by informing the target group about pupils’ learning
progress and the effectiveness of instruction. Second, reports can
be used to ensure accountability. This study focuses on their
instructive purposes. LOVS primarily aims at informing schools
about their own functioning. Recent research, however, suggests
that the instructive use of LOVS reports is limited, and teachers
struggle with interpreting these reports (Meijer et al., 2011). Most
notably, various recent studies suggest that members of the school
board (e.g. school principals) have a more positive attitude towards
SPFS than teachers (Vanhoof, Van Petegem, & De Maeyer, 2009;
Verhaeghe, Vanhoof, Valcke, & Van Petegem, 2011; Zupanc et al.,
2009). Zenisky and Hambleton (2012) have recently emphasised
that although the body of literature on effective score reporting is
growing, investigations of actual understanding among users is
needed. This is also needed as part of ongoing maintenance for
reports that have already been developed or used for a while.
Although the body of research on the interpretation of results from
the Computer Program LOVS is growing, user interpretation has
not yet been systematically investigated among various user
groups. Thus, actually testing users’ interpretations and discussing
the aspects of the reports could provide insight into whether or not
specific features of the score reports cause educators to struggle, in
which case, appropriate adaptations can be made. Given the fact
that the contents of the score reports can be directly manipulated
by the test developers, it seemed appropriate to conduct an
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empirical study in order to investigate whether the score reports
from the Computer Program LOVS could be improved.

The purpose of this study is to (a) investigate the extent to
which the reports from the Computer Program LOVS are correctly
interpreted by school principals, internal support teachers and
teachers and (b) identify stumbling blocks for teachers, internal
support teachers, and principals when interpreting reports from
the Computer Program LOVS. Furthermore, the study aims to
explore the possible influences of various variables that seem
relevant given the literature (e.g. Earl & Fullan, 2003; Meijer et al.,
2011; Vanhoof et al., 2009). These variables are training in the use
of the Computer Program LOVS (Ward et al., 2003), the number of
years of experience using the Computer Program LOVS (Meijer
et al., 2011), the degree to which the information from the
Computer Program LOVS is perceived as useful (Vanhoof et al.,
2009; Verhaeghe et al., 2011; Zupanc et al., 2009), and users’
estimates of their own ability to use quantitative test data (Earl &
Fullan, 2003; Williams & Coles, 2007).

Theoretical framework

The use of data feedback

The test results from pupil monitoring systems provide users
with feedback about pupil performance. This is called data
feedback. This feedback is intended to close the gap between a
pupil’s current performance and the intended learning outcomes
(Hattie & Timperley, 2007). Various studies suggest that the actual
use of feedback about pupil performance within the school is
limited. A possible explanation for the lack of feedback use can be
found in the characteristics of the SPFS (Earl & Fullan, 2003;
Schildkamp & Kuiper, 2010; Schildkamp & Visscher, 2009;
Verhaeghe, Vanhoof, Valcke, & Van Petegem, 2010; Visscher &
Coe, 2002). More specifically, in the Dutch context, it can be
concluded that the use of data feedback by teachers in primary
education is limited (Ledoux et al., 2009; Meijer et al., 2011),
although research has suggested that Dutch schools possess
sufficient data feedback (Ministry of Education, Culture, and
Science (2010). Visscher (2002) has identified several factors that
influence the use of data feedback within schools: the design
process and characteristics of the SPFS, characteristics of the
feedback report and the implementation process and organisa-
tional features of the school. This study focuses on the
characteristics of the feedback report.

With regard to the use of data feedback from pupil monitoring
systems, various types of uses can be distinguished. A distinction
can be made between the instrumental use and the conceptual use
of the test results (Rossi, Freeman, & Lipsey, 1999; Weiss, 1998).
The instrumental use compromises the direct use of findings to
take actions were needed. The major form of instrumental use of
data feedback from pupil monitoring systems is the instructional
use. The conceptual use encompasses the impact test results can
have on the way educators think about certain issues. Visscher
(2001) distinguishes an additional type of data use, namely the
strategic use of data feedback. This type of use includes all sorts of
unintended uses of data feedback for strategic purposes, such as
teaching to the test or letting certain pupils not sit the test. A
correct interpretation of data feedback is especially necessary for
adequate instrumental use.

The literature reports several preconditions that have to be met
in order for a score report to be used. The contents of the feedback
reports should be perceived as relevant, useful and non –
threatening (Schildkamp & Teddlie, 2008; Van Petegem & Vanhoof,
2007; Visscher, 2002). Furthermore, the feedback must be reliable,
valid and delivered in a timely manner (Schildkamp & Teddlie,
2008; Visscher, 2002; Visscher & Coe, 2003). Moreover, Vanhoof
et al. (2011) suggest that the confidence of users in their own
ability to use data feedback from a SPFS, and their attitude towards
feedback, positively affect the degree to which users are willing to
invest in the use of data feedback.

The interpretation of data feedback

The literature distinguishes between data and information
(Davenport & Prusak, 1998; Mandinach & Jackson, 2012). Data are
objective facts that do not carry meaning. By interpreting data,
these facts can be transformed into information – for example, by
summarising and computing (Davenport & Prusak, 1998). Subse-
quently, information can be turned into usable knowledge, which
is the basis for a decision about an action. The impact of the action
is evaluated using new data; this way, a feedback loop is created
(Mandinach & Jackson, 2012). Clear score reports can support users
in making correct interpretations (Hattie, 2009; Ryan, 2006;
Zenisky & Hambleton, 2012).

Although the literature about score report interpretation and/or
misinterpretation is scarce, supporting users in interpreting the
reports has recently been addressed as an important aspect of
validity (Hattie, 2009; Ryan, 2006). This is especially relevant when
test results inform important decisions. An incorrect interpretation
can lead to inadequate decisions and, subsequently, inadequate
actions. In education, this could mean that learning deficits are not
signalled, whereupon the pupil does not get the needed support or
additional instruction. In addition, it could mean that weak spots in
the effects of instruction are not identified. In other words,
whenever the test results are interpreted incorrectly, instruction
cannot be tailored to the needs of the pupils. Various researchers
have recently highlighted the lack of research about the
interpretation of score reports (Hattie, 2009; Ryan, 2006;
Verhaeghe, 2011; Zenisky & Hambleton, 2012). In addition, the
crucial role of test developers in supporting correct interpretations
through clear score reports as an aspect of validity has been
emphasised (Hambleton & Slater, 1997; Hattie, 2009; Ryan, 2006;
Zenisky & Hambleton, 2012). Ryan has emphasised the need to
take into account the characteristics of target groups, because, for
example, not all users are equally able to interpret statistical data.

Standards for score reports

The standards for score reports described in The Standards for

Educational and Psychological Testing (AERA et al., 1999) are of a
general nature. These guidelines are specifically targeted at validity
issues; validity is described as ‘‘the degree to which evidence and
theory support the interpretations of test scores entailed by
proposed uses of tests’’ (p. 9). They comprise nine standards that
apply to score reports. From these standards, it can be concluded that
the test developer has a certain amount of responsibility for valid
interpretation and use of the test results. This responsibility is
shared with the target group to which the report communicates
(Ryan, 2006). Hattie (2009) argues that, recently, the user has
increasingly been held responsible for a correct interpretation of the
test results. He advocates that test developers should pay more
attention to the design of their reports. According to Hattie, this is
necessary in order to make sure that the users interpret the test
results as the test developer intended and then draw adequate
inferences and undertake responsible actions.

Method

Exploration and scope refinement

In order to explore the problem, a group of experts was
consulted. These experts comprised educational advisers, trainers,
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and researchers who often come into contact with users of the
Computer Program LOVS. The experts were asked which (aspects
of the) reports caused users to struggle. The experts were
approached through e-mail, and their responses were discussed
in face-to-face meetings and/or in telephone conversations.
Furthermore, a researcher attended two training sessions with
educational professionals in order to gain insight into the nature of
the problem. From this exploration, five reports generated by the
Computer Program LOVS were selected for the study: the pupil
report, the group overview (one test-taking moment), ability
growth, trend analysis, and alternative pupil report. These five
reports were chosen based on the frequency with which they have
been used within schools and the degree to which the reports are
interpreted incorrectly (based on the experts’ experience).

In this study, data about user interpretations were collected
using multiple methods. Focus groups were formed at two
different schools. These groups consisted of teachers, internal
support teachers, school principals and other school personnel.
Furthermore, the interpretation ability of a group of users was
measured using a questionnaire. A multi-method design was
chosen for multiple reasons. First, the data from the focus group
meetings were used to validate the plausibility of the answering
options in the questionnaire. Thus, the qualitative data helped to
develop the quantitative instrument. Furthermore, qualitative data
from the focus group meetings could lead to in-depth insights into
the results found in the questionnaire data with respect to why
certain aspects of the reports may be interpreted incorrectly and
what possible solutions could be applied to these misinterpreta-
tions.

After the second of two rounds of consultations with the
experts, the underlying skills necessary for interpreting the score
reports were chosen and then mapped into a test specification grid.
With regard to knowledge, the following aspects were distin-
guished:

� knowing the meaning of the level indicators (A–E and I–V);
� knowing the position of the national average within the different

levels;
� knowing the meaning of the score interval around the ability;

and
� knowing that the norms for groups differ from those for

individual pupils with regard to the level indicators.

With respect to interpretation, the following aspects were
distinguished:

� judging growth based on ability and signalling negative growth;
� understanding to which level a trend is referring;
� interpreting ability growth as opposed to ability scores;
� understanding whether the growth of the group is under or

above the national average;
� comparing the level at which the pupil is functioning to the grade

the pupil is in; and
� understanding when a level correction has taken place.

The test grid was used to aid the systematic analysis of the
qualitative data from the focus group meetings, and served as a
basis for the questionnaire development.

Focus groups

Measurement instruments and procedure

Through focus group meetings at two schools, qualitative data
were gathered about the interpretation process and the possible
misinterpretations. The focus groups were set up in the form of a
group discussion (Newby, 2010). The focus group meetings took
place at the participating schools. An educational adviser fulfilled
the role of moderator and led the discussion while one of the
researchers took notes. The moderator explained the motivation
for conducting the study and the purpose of the study. Next, a
general investigation of user experience is followed. The modera-
tor asked the participants the following questions: ‘‘What are your
experiences with the Computer Program LOVS?’’ ‘‘How are the
results being used?’’ ‘‘How experienced are you in the use of the
Computer Program LOVS?’’ Subsequently, the participants were
shown displays that showed screenshots of the reports (identical
to the ones used in the questionnaire), which served as the main
stimuli. The use of standardised displays has the benefit that the
main stimuli were identical for all participants (Newby, 2010). For
each report, approximately 10 min were spent discussing its
content. With each report, the moderator asked at least three
questions: ‘‘What do you see?’’ ‘‘What do you think are striking
features of this report?’’ ‘‘What would you conclude from this
report?’’ The meetings at both schools took approximately one and
a half hours. The researcher wrote reports on the meetings, which
were sent to the contact person in each school for verification
(member checking, Creswell & Plano Clark, 2007).

Respondents

The focus group at School 1 consisted of four teachers and two
school principals, all female. Both school principals had approxi-
mately two years’ experience in the role of internal support teacher
before they became principal. Five of the six participants had five
or more years’ experience using the Computer Program LOVS; one
teacher had worked with it for over a year. All of the teachers were
currently teaching in the lower grades.

The focus group at School 2 consisted of a female teacher, a
female adjunct school principal, a female internal support teacher,
and a male ICT teacher/coordinator. The participants had five to ten
years’ experience using the Computer Program LOVS. The internal
support teacher has been in this function for four years. The
teacher works in grade six and is also coordinator of the upper
grades.

Data analysis

The participants’ responses to the three questions posed with
each report were summarised. Also, other relevant responses as a
result of further discussion were listed. Subsequently, users’
responses were systematically mapped onto the test grid. This
analysis allowed the researchers to see which stumbling blocks
appeared to be present in relation to the required knowledge and
skills for the various reports, along with the users’ suggestions for
improvement. Furthermore, aspects that led to confusion that did
not relate directly to a specific type of knowledge or skill were listed.

Questionnaire

Measurement instruments and procedure

In order to measure the interpretation ability of the respon-
dents, a questionnaire was constructed in collaboration with the
experts. The test grid was used as a basis for constructing the
questionnaire in order to come to a representative set of items for
measuring the interpretation ability on the selected reports. The
plausibility of the alternatives in the questionnaire was evaluated
by consulting experts and by analyzing the results of the focus
group meetings.

The questionnaire that was used in this study contains 30 items,
of which 29 items have a closed-answer format, and one item has an
open-answer format. The item with the open-answer format was an
item in which respondents could leave remarks and suggestions.

The questionnaire contains nine items about the respondents’
background characteristics. The respondents were asked questions
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about the following: their gender, the name of their school, their
function within the school, which grade they currently teach, their
years of experience teaching primary education, what they
consider to be their own ability in using quantitative test data
as a measure for assessment literacy (Vanhoof et al., 2011), their
experience using the Computer Program LOVS and the degree to
which they find the information from the reports generated by the
Computer Program LOVS to be useful (Vanhoof et al., 2011).

The questionnaire contains twenty items that measure
interpretation ability (a = 0.91). Of these items, five were intended
to measure knowledge and fifteen were intended to measure
understanding and interpretation. All items were related to a
visual representation of a report. In total, seven visual representa-
tions with accompanying items were presented. (Two representa-
tions of the pupil report and the group report were provided. The
first measured knowledge; the second measured interpretation.)
Two to four items were subjected to the respondent about each
report. The greater part of the items (n = 12) had a multiple
response format, which means the respondent could provide
multiple answers. The remaining items had a multiple-choice
format (n = 8), meaning that respondents could only select one
answer. The number of options with each item varied from three to
six. Participants were granted one point per correct answer, which
is the most reliable manner for scoring multiple response items
(Eggen & Lampe, 2011). The maximum score on the total
questionnaire was 34.

Given that respondents make decisions based on the report, it is
of critical importance that they interpret these reports in the
correct manner. Therefore, in consultation with the experts, a
standard was set. It was expected that the users should be able to
answer at least 85% of the items correctly. This corresponds with a
score of 29 on the questionnaire.

Respondents

For the questionnaire, two samples were drawn from the
customer base of the Computer Program LOVS. The first sample
was a random sample consisting of 774 schools. The schools all
received a letter requesting them to participate in the study.
Schools could send an e-mail if they wanted to participate with one
or more staff members. Data were gathered from teachers, internal
support teachers, remedial teachers, and school principals. In total,
29 schools signed up for participation in the study (3.7%). Given the
large number of non-responses, the researchers decided to draw a
second sample. This sample was not random; it consisted of
schools that were not selected for participation in a pre-test of one
of the LVS tests. The second sample contained 617 schools of which
27 agreed to participate (4.4%).

The questionnaire was filled out online by the respondents.
Schools that agreed to participate in the study received an e-mail
with a link to the questionnaire, which was distributed within the
school by the contact person. In total, nearly 100 respondents
from 56 schools filled out the questionnaire (15 males, 81 females,
one gender unknown). The relatively large amount of females in
the sample is typical for the Dutch primary school teacher
population. A recent publication of the Dutch Ministry of
Education, Culture, and Science (2011) indicates that, currently,
81% of the teachers in primary education are female. The group of
respondents consisted of class teachers (including teachers with
an additional task, such as ICT coordinator) (n = 37), internal
support teachers (including remedial teachers) (n = 43), and
school principals (including adjunct principals and location
managers) (n = 17).

Data analysis

The data that were gathered using the questionnaire were
analysed both qualitatively and quantitatively. The quantitative
analysis was conducted using Classical Tests Theory (CTT) in
TiaPlus (2010). The extent to which the reports from the Computer
Program LOVS were correctly interpreted was examined using
descriptive statistics. Interpretations of various user groups were
compared to the standard of 85% correct. Furthermore, the
differences between the various user groups were analysed using
ANOVA. The relationship with other variables was examined using
ANOVA and Pearson correlation analyses. The qualitative analysis
was intended to interpret the quantitative data in terms of points
of struggle for the various respondent groups on the various
reports. For example, whether there were differences between the
various user groups with respect to the particular reports was
explored.

Results

Focus groups

The results of the focus group meetings suggest that several
aspects of the reports caused confusion or a faulty interpretation.
For example, in multiple reports, a triangle that points up or down
was used. The participants noted that this symbol suggested a
particular meaning, namely ‘increase or decrease’. However, the
symbols were merely meant to indicate grades/groups of pupils or
a point in a graph. Furthermore, the use of colour was not always
straightforward. For example, in the trend analysis, the colour red
carried the meaning ‘below average’, while green meant ‘above
average’. In this same report, however, the colour green was also
used to indicate groups. Participants noted that this led to
confusion. In addition, the use of colour was not always sufficiently
distinctive. For example, participants noted that the lines
indicating the group average and the national average in the
ability growth report were hard to distinguish from one another.
Furthermore, the participants noted that the distinction between
individual and group norms was not clear. The concept of score
interval (90% confidence interval around the ability) was also not
clear to most participants. Moreover, none of the participants
indicated that they used the score interval in daily practice.
Additionally, participants noted that the indications of the axes in
the graphs were not always complete and clear.

Questionnaire

The extent to which the reports from the Computer Program LOVS

are correctly interpreted. On average, the respondents (N = 97)
gained a score of 21 on the questionnaire (SD = 8.15), which
corresponds with an average percentage correct of 61.76%. This
number is well below the standard that was set, namely a score of
29 or 85% correct. Only 13 respondents gained a score of 29 or
higher (29.89%); 10 of these were internal support teachers and
three were principals. This means that of the internal support
teachers, 23.26% realised the expected minimum score. Of the
principals, 17.65% reached the expected minimum score. The
expected minimum score of 29 was not realised by any of the
respondent teachers. The highest score was 28 (n = 2).

Interpretations by various user groups. In Table 1, the scores
gained by the various groups of respondents are displayed. The
score is used as the dependent variable in the analyses as a
measure of interpretation ability.

Table 1 shows that there is a considerable amount of variation
between the total score of teachers, internal support teachers and
principals. The results show that the average score for teachers
(n = 37) was 17.78. This suggests that of all user groups, teachers
struggle most in interpreting the reports of the Computer Program
LOVS. The differences between the total scores of the various
groups were analysed using ANOVA. The results suggest that there



Table 1
Total score and percentage correct per group.

Group n Total score

max = 34

SD Percentage

correct

Teacher 37 17.78 8.86 52.29

Internal support teacher 43 23.95 6.53 70.44

School principal 17 20.53 7.88 60.38
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is a significant difference among the groups: F(2,94) = 6.38,
p = .003. Post hoc analysis using the Bonferroni method shows
that the total scores of teachers were significantly lower than those
of internal support teachers (average difference = –6.17, p = .002).
The differences between the scores of teachers and school
principals (average difference = �2.75, p = .685) and the scores
of internal support teachers and school principals (average
difference = 3.42, p = .376) were not significant. These results
suggest that teachers are significantly less able to interpret the
reports generated by the Computer Program LOVS than internal
support teachers.

Identifying stumbling blocks. The results of the questionnaire
suggest that there are points of struggle in all five reports, as
indicated by the respondents’ interpretations. Not all respondents
possess the necessary basic knowledge to interpret the reports
correctly. For example, the meaning of the level indicators A–E and
I–V was not known by all respondents. In addition, not all
respondents knew the position of the national average within the
different levels. The results suggest that approximately one-
quarter of the respondents knew what the score interval means.
Furthermore, it appeared to be unclear to respondents why norms
for groups deviate from the norms for individual pupils.

With regard to the group reports, respondents mostly struggled
with interpreting ability growth as opposed to ability and with
signalling negative ability growth. Ability growth was often
interpreted as ability.

With regard to the reports at the pupil level, respondents
mostly struggled with interpreting ability growth as opposed to
ability, understanding when a level correction has taken place, and
judging growth using ability. When judging growth, strikingly few
people used the score interval.

Next, it was explored whether there were differences between
the various user groups with respect to the particular reports. Fig. 1
shows the average proportion correct (P’-value) for each item
belonging to a certain report, plotted for each user group.

On the x-axis, the numbers of the items as they appeared in the
questionnaire are depicted. For a clear communication of the
results, the items have been ordered based on the report to which
they belong. The pupil report and alternative pupil report
compromise the level of the pupil, the group reports, ability
growth, and trend analysis compromise the level of the group.
Items 2, 3, 5, 6 and 14 measure knowledge; the other items
measure understanding and interpretation.

For the majority of the items, the P-values of the various user
groups are well below the standard of 85%. The pattern
consistently suggests that internal support teachers are more able
to interpret the reports than teachers. However, it must be noted
that due to the small sample size, the confidence intervals around
the P-values are large; therefore, no significant differences are
present among various user groups at the item level.

From Fig. 1 it can be seen that Item 2 was the easiest item for all
user groups. This item measured knowledge with respect to the
meaning of the level indicators A–E, more specifically the meaning
of level C with respect to the national average. Striking in this
respect are the relatively low average P-values for Item 5, which
measured knowledge with respect to the meaning of the level
indicator A. The average P-value among teachers is particularly
low. Furthermore, the P-values suggest that the users are more
knowledgeable about the meaning of the level indicators A–E (e.g.
Items 2 and 5) than the level indicators I–V (e.g. Item 14). The
hardest item was Item 3, which measured users’ knowledge of
what the score interval means. Furthermore, Item 10 stands out
since both internal support teachers and principals scored on
average above the standard, but teachers did not. This item
measured the interpretation of ability growth as opposed to ability.

Furthermore, the relationship between various background
variables and the interpretation ability was explored.

First, we determined whether there were differences among the
three groups in terms of the number of respondents who received
training. The differences appeared to be large and significant,
F(3,94) = 19.38, p < 0.001. In the group of teachers, only 5%
indicated that they had received some kind of training in the
use of the Computer Program LOVS in the last five years. In the
group of internal support teachers, 42% had received training, and
the majority of the school principals, namely 77%, had received
training. Whether or not a respondent had received training in the
use of the Computer Program LOVS did not appear to be
significantly related to the total score, F(1,95) = 0.71, p = 0.403.

The number of years’ experience using the Computer Program
LOVS did not relate to interpretation ability (0–5, 6–10, >10 years)
(F(2,94) = 1.11, p = 0.331).

Furthermore, we examined whether the degree to which the
information generated by the Computer Program LOVS is perceived
as useful relates to interpretation ability. No evidence was found for
such a relationship (F(2, 93) = 1.51, p = .227). The respondents
indicated that they perceived the information generated by the
Computer Program LOVS to be a little bit useful (n = 5), useful
(n = 37) or very useful (n = 54). For the degree in which information
generated by the Computer Program LOVS is perceived to be useful
as the dependent variable, the ANOVA results, with function as a
factor, suggest that there is a significant difference between
respondents in various functions: F(3,93) = 4.82, p = 0.01. Post hoc
analysis indicates that the degree to which the information
generated by the Computer Program LOVS is perceived as useful
differs significantly between teachers and internal support teachers
(average difference = �0.35, p = 0.025), and between teachers and
school principals (average difference = �0.43, p = 0.039). Thus,
internal support teachers and school principals were more positive
than teachers with regards to the usefulness of information
generated by the Computer Program LOVS.

Next, in order to investigate the relationship between the
respondents’ estimates of their own ability in using quantitative
test data and their measured ability, a two-sided Pearson
correlation analysis was conducted. The results suggest a
moderately positive relationship, which is significant:
r(95) = 0.25, p = 0.013. None of the respondents estimated their
own ability in using quantitative test data as ‘not at all able’ or ‘not
able’. Of the respondents, 15% judged themselves as ‘a little bit
able’ (0), 64% judged themselves as ‘able’ (1), and 18% judged
themselves as ‘very able’ (2). School principals had the highest
estimation of their own ability and teachers the lowest. The
estimation of their own ability differed significantly between
respondents in various functions, F(3,94) = 11.64, p < 0.001. The
results of post hoc analyses indicate that teachers estimate their
own ability to be significantly lower than internal support teachers
(average difference = –0.51, p < 0.001) and school principals
(average difference = �0.59, p = 0.001). On average, teachers
judged themselves just above ‘a little bit able’ (M = 0.7,
SD = 0.57). Thus, teachers judged themselves to be just above ‘a
little bit able’ in using quantitative test data, and none of the
teachers judged themselves to be ‘not at all able’ or ‘not able’.
However, it must be noted that teachers judged their own ability at
a significantly lower level than respondents in a different function.



Fig. 1. Average proportion correct for the three user groups at the item level.
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Conclusion and discussion

This study explored the extent to which the reports from the
Computer Program LOVS are correctly interpreted by school
principals, internal support teachers and teachers. Furthermore,
the study attempted to identify possible stumbling blocks
concerning the interpretation of the score reports in the Computer
Program LOVS. By conducting two focus group meetings and
administering a questionnaire, both qualitative and quantitative
data were gathered. In the quantitative analyses, distinctions were
made among teachers, internal support teachers (including
remedial teachers) and school principals.

Results from previous studies (e.g. Meijer et al., 2011) have
suggested that users of the Computer Program LOVS do not interpret
the reports generated by the Computer Program LOVS completely
correctly. The results suggest that users have many stumbling blocks
in the current reports generated by the Computer Program LOVS.
Teachers seem to experience difficulties in interpreting both the
reports at the group level and at the pupil level.

The results of the questionnaire suggest that teachers, internal
support teachers, and principals have problems with interpreting
all five reports. Less than 30% of the respondents scored at or above
the standard of 85% correct. Moreover, the results suggest that not
all users have the basic knowledge that is required to correctly
interpret the reports. For example, the meaning of the levels A–E
and I–V and the meaning of the score interval were not well
understood, except for the meaning of the level C. There were
significant differences among the various respondent groups in
terms of the total scores on the questionnaire. The total scores of
teachers were significantly lower than those of internal support
teachers. The difference between the scores of teachers and school
principals was not significant. When looking at the results at the
item level, the pattern consistently suggests that internal support
teachers are most able when it comes to interpreting the reports.

A major question of this study related to identifying stumbling
blocks for users in the interpretation of reports generated by the
Computer Program LOVS. The results of the questionnaire suggest
that with regard to the reports at the group level, respondents
mostly struggled with interpreting growth in ability as opposed to
interpreting ability and signalling negative ability growth. The
growth in ability was often interpreted as the ability level. With
respect to the reports at the pupil level, respondents mostly
struggled with the interpretation of growth in ability as opposed to
ability, understanding when a level correction has taken place, and
the interpretation of growth in ability. When interpreting growth in
ability, strikingly few people used the score interval. The results of
the focus group meetings are fairly consistent with the results found
in the questionnaire with respect to the stumbling blocks in the
interpretation of the reports. The results suggest that a number of
aspects within the reports caused confusion or faulty interpreta-
tions. For example, the use of symbols and colours was not always
clear and unambiguous. It also appeared that the indications of the
axes in the graphs were not always complete. The concept of score
interval appeared to be difficult for focus group participants to
understand. Not surprisingly, the score interval was not used in
practice by focus group participants. Previous research (Hambleton
& Slater, 1997; Zenisky & Hambleton, 2012) on the interpretation of
score reports already indicated that statistical concepts related to
confidence levels are often ignored by users of the reports because
users do not find them meaningful. There appears to be a conflict
between the standards for score reports (AERA et al., 1999), which
prescribe that confidence levels should be reported, and the data
literacy of those who are used to score reports. One could question
the usefulness of reporting confidence levels when they are neither
understood nor used according to the test developer’s intention.

In this study, the possible influences of various variables were
explored. Whether or not a respondent had received training in the
use of the Computer Program LOVS appeared not to be related to
their interpretation ability. However, we did find a substantial and
significant difference between the three groups with regard to
having received training in the use of the Computer Program LOVS.
Strikingly, only 5% of the teachers had received training. This is
alarming given that the entire school team is expected to evaluate
the education based on test results (Ministry of Culture, Education
and Science, 2010) and the limited attention that is currently paid
to assessment literacy in teacher pre-service programs. Neither
was a relationship found between the number of years of
experience using the Computer Program LOVS and interpretation
ability. However, in order to make substantial claims about the
effects of training and experience, additional research is needed. In
this study, for example, which training the respondent had
followed was not measured nor was the duration or intensity of
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this training. However, various researchers have emphasised the
need for good support with regard to the use of data feedback in
schools (Schildkamp & Teddlie, 2008; Schildkamp, Visscher, &
Luyten, 2009; Van Petegem & Vanhoof, 2007; Verhaeghe et al.,
2010; Visscher & Coe, 2003; Zupanc et al., 2009). It would be
worthwhile to study the effects of professional development on the
interpretation and use of data feedback. For example, recent
research (Staman, Visscher, & Luyten, 2013) suggests that teachers
can benefit much from an intensive schoolwide training pro-
gramme in DDDM, focusing on, among other things, the
interpretation of test results.

Visscher (2002) has emphasised that not only do the
characteristics of the feedback and the feedback system determine
to what degree feedback will be used, but the perceptions of the
users are also important. Moreover, a negative attitude towards
performance feedback can be an obstacle for feedback use (Bosker,
Branderhorst, & Visscher, 2007). In this study, the degree to which
respondents indicated that they perceived the information
generated by the Computer Program LOVS to be useful for their
own education did not relate to their interpretation ability. The
respondents indicated that they perceived the information
generated by the Computer Program LOVS as ‘a little bit useful’,
‘useful’, or ‘very useful’. The difference between the responses from
respondents with various functions was significant. Class teachers
experienced the information from the Computer Program LOVS as
significantly less useful than internal support teachers and school
principals. The finding that class teachers experienced the results
from the Computer Program LOVS as less useful than school
principals is in line with results from previous studies (Vanhoof
et al., 2009; Verhaeghe et al., 2011; Zupanc et al., 2009). According
to Meijer et al. (2011), the usability of a pupil monitoring system
does not only depend upon the characteristics of the system, but
also on how users deal with the system. Meijer et al. claim that
users of pupil monitoring systems need to become aware that the
results provide useful information about the progress of pupils.
Ledoux et al. (2009) also suggest that teachers see DDDM more like
an additional burden rather than part of their professional
responsibilities. Therefore, the researchers suggest that if data-
driven practices in the classroom are to be stimulated, teachers
should be made aware of the usefulness and value of the results of
a pupil monitoring system for their own education.

Various studies have pointed out that many educators are
unsure about their own ability to use data for school improvement
practices (e.g. Earl & Fullan, 2003; Williams & Coles, 2007). The
results from the questionnaire suggest that all the respondents
judged themselves to be ‘a little bit able’, ‘able’, or ‘very able’ to deal
with quantitative test data. It is striking that none of the
respondents judged themselves to be ‘not at all able’ or ‘not able’.
Thus, these results contrast with results from previous studies.
Class teachers did judge their own ability to be lower than internal
support teachers and school principals, but they still think of
themselves as ‘a little bit able’ to handle quantitative test data.
Vanhoof et al. (2011) suggest that the degree in which feedback is
actually used is affected by the level of confidence SPFS users have
in their own knowledge and ability to use data, as well as by their
attitude towards feedback. Thus, the results from this study
suggest that these preconditions for feedback use have been met.
Moreover, respondents appeared to be able to make a good
estimate of their own ability in handling quantitative test data.

This study was limited by the size of the sample. Because the
sample was limited and not completely randomly drawn, the
results of this study can only be generalised to a limited degree. A
certain amount of self-selection by the respondents also took place.
Because of this, the results are possibly more positive than they
normally would be (e.g. with regard to perceived usefulness). For
this study, the selection of five reports was made based on the
frequency with which they have been used within schools and the
degree to which they have been interpreted incorrectly. If the
researchers had chosen different reports, this might have led to
different results.

A correct interpretation of the score reports is a necessary
precondition for the successful completion of all phases of the
evaluative cycle. Indeed, a correct interpretation is directly linked
to making a justified decision. Nevertheless, whenever a score
report is interpreted correctly, this does not guarantee an
appropriate use of the test results in terms of making adaptations
to the learning process. Moreover, assessment literacy is not
limited to the correct interpretation of test results, it also taps into
the ability to transform knowledge about what pupils know and
can do into meaningful instructional actions (Fullan & Watson,
2000; Mandinach & Jackson, 2012; Popham, 2009). Future research
should point out the extent to which users are capable of
transforming data feedback into instructional actions.

An important lesson to be learnt is that although the reports
from the Computer Program LOVS have been in use for a couple of
years, many users struggle with interpreting the reports. The
authors follow Zenisky and Hambleton (2012) in their advice that
test score reporting should receive considerable attention by test
developers even after the initial developmental stage. Thus, test
developers should monitor whether the test results are being used
as intended.

It seems worthwhile to examine whether redesigned score
reports would be interpreted more correctly. Although the
researchers acknowledge that the contextual factors (e.g. assess-
ment literacy, time, pressure and support) also impact the extent
to which the reports are interpreted correctly, the test developer is
primarily responsible for ensuring validity by way of clear score
reports (Hattie, 2009; Ryan, 2006; Zenisky & Hambleton, 2012).
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