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We employ a variety of highly-correlated approaches including quantum Monte Carlo (QMC) and

the n-electron valence state perturbation theory (NEVPT2) to compute the vertical excitation energies

of retinal protonated Schiff base (RPSB) models in the gas phase. We find that the NEVPT2

excitation energies are in good agreement with the QMC values and confirm our previous findings

that the complete-active-space perturbation (CASPT2) approach yields accurate excitations for RPSB

models only when the more recent zero-order IPEA Hamiltonian is employed. The excitations

computed with the original zero-order formulation of CASPT2 are instead systematically red-shifted

by more than 0.3 eV. We then focus on the full 11-cis retinal chromophore and show that the M06-2X

and MP2 approaches provide reliable ground-state equilibrium structures for this system while the

complete-active-space self-consistent field (CASSCF) geometry is characterized by significantly

higher ground-state energies at the NEVPT2 and CASPT2 level. Our calibration of the structural

model together with the general agreement of all highly-correlated excited-state methods allows us

to reliably assign a value of about 2.3 eV to the vertical excitation of 11-cis RPSB in the gas-phase.

1 Introduction

The retinal protonated Schiff base (RPSB) chromophore is the

light-sensitive molecule present in vertebrate visual opsin

proteins, where the interaction with the protein tunes its

absorption over a great range of wavelengths from 425

to 560 nm.1 To understand the spectral properties of this

chromophore and distinguish between its intrinsic chemical

features and the role of the interaction with the protein

environment, the RPSB chromophore has been the subject

of extensive theoretical and experimental studies in the gas

phase, solution, and protein over the last two decades.1–39

Many theoretical investigations have focused on the determi-

nation of the location of the vertical excitation in the gas

phase20–23,26–28 and, more recently, photo-dissociation experi-

ments have probed the chromophore in the gas phase to assess

its absorption properties.17–19

The theoretical determination of the vertical excitation of

RPSB is complicated by the fact that the the estimate depends

rather strongly on the methodology employed both to com-

pute the excitation energy and the equilibrium ground-state

geometry. Regarded as a gold standard for the computation of

excitation energies,40 multi-reference perturbation theory

(CASPT2) based on complete-active-space self-consistent field

(CASSCF) wave functions has often been used in retinal

studies in combination with CASSCF ground-state equili-

brium geometries.19,20,31,34,41–45 The two most common

choices of zero-order Hamiltonian in CASPT246,47 have how-

ever been recently shown to produce excitation energies of

RPSB systems differing by more than 0.3 eV for the same

structural model.48 Our quantum Monte Carlo (QMC) calcu-

lations48 suggest that the more recent zero-order Hamiltonian,

developed to overcome various limitations of the original

approach,47 yields superior results, and that the use of the

CASSCF method to determine ground-state equilibrium geo-

metries is not adequate for RPSB and should be abandoned in

favor of other approaches such as density functional theory

with the M06-2X functional or the MP2 approach.48,49

Finally, the situation is not less confusing on the experimental

side as photo-dissociation spectroscopy has produced multiple

spectra, sometimes differing for the same RPSB system.18,19

Currently, the relation between photo-dissociation and optical

absorption spectra is in fact the subject of active investigation

and debate.49–51

Here, we revisit the long-debated topic of the vertical

excitation energies of RPSB models with the use of the

n-electron valence state perturbation theory (NEVPT2).52–55

This modern multi-configuration perturbation approach is

also based on CASSCF wave functions but relies on a more

advanced zero-order Hamiltonian than CASPT2, where all
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bielectronic interactions are explicitly included for the active

electrons. The similarity between NEVPT2 and CASPT2 in

the zero-order wave function and their difference in the zero-

order Hamiltonian renders their comparison quite interesting

to elucidate how various ingredients affect such perturbative

calculations. Importantly, these NEVPT2 calculations also

provide an independent assessment of our QMC and other

highly-correlated calculations of the vertical excitation ener-

gies of RPSB models.

The paper is organized as follows. In Section 2, we describe

the computational details and, in Section 3, introduce the

RPSB models we investigate. We present the results for the

vertical excitation energies in Section 4 and for the dependence

on the choice of structural model in Section 5. Finally, in

Section 6, we discuss our results and conclude.

2 Computational details

We employ here the ANO-L-VDZP basis set56 with the

[3s2p1d] contraction on the C and N atoms, and the [2s1p]

contraction on the H atoms. As we have shown in our recent

studies,48,49 this basis set yields excitation energies of the

minimal RPSB model converged to better than 0.05 eV within

both coupled cluster and multi-reference perturbation theory.48

For the full 11-cis retinal, this basis gives even smaller basis-set

errors since the corresponding excitation is only 0.01 eV higher

than the values obtained with augmentation or a larger [4s3p1]/

[3s1p] contraction (see ESIw).
We perform the complete active space self-consistent field

(CASSCF) calculations with the MOLCAS57 and the ORCA

2.858–60 codes. In the ORCA calculations for 11-cis retinal, the

RIJCOSX approximation61 for the CASSCF steps and the RI

approximation62 for the integral transformation steps are used.

Since a corresponding RI auxiliary basis set is not available for

the ANO-L-VDZP basis set, we use the aug-cc-pVTZ auxiliary

basis set.63,64 We have adopted and validated this procedure in

our recent work on cyanine dyes.65

The n-electron valence state perturbation theory52–55

(NEVPT2) calculations in both the partially contracted (PC)

and the strongly contracted (SC) variants are performed using

the ORCA 2.8 code and a stand-alone code interfaced to

MOLCAS. The orbital energies for the doubly occupied and

virtual orbitals appearing in the Dyall Hamiltonian66 (used

for the definition of the zero-order Hamiltonian in NEVPT2)

are obtained by the diagonalization of a generalization of

the Fock operator67 (canonical orbital option in ORCA). For

the NEVPT2 calculations with the ORCA code, in the

construction of the third- and fourth-order density matrices

for 11-cis retinal, the CASSCF wave function is truncated so

that only configurations with a weight larger than a threshold

of 10�10 are kept. As shown in the ESIw, this value for

the threshold yields converged results. In the computation of

the NEVPT2 excitation energies, we use the same CASSCF

wave functions as in our previous CASPT2 study.48

Specifically, we employ state-average (SA) CASSCF wave

functions with equal weights over the two lowest-energy states

(S0 and S1). The CAS active space consists of all p electrons

in the reference and the same number of active p orbitals

(see ESIw).

For the CASPT2 calculations, we use two different zero-

order Hamiltonians. One Hamiltonian (0-IPEA) is based on a

generalization of the Fock operator for multireference wave

functions, which was proposed when the CASPT2 approach was

first introduced,46 and has been used in CASPT2 calculations for

almost two decades. The second Hamiltonian, named standard

IPEA (S-IPEA), is based on a modification (shifting) of the

0-IPEA zero-order Hamiltonian to correct for a systematic error

in the original formulation,47 and is the standard option in the

latest versions of MOLCAS. We indicate when a constant

imaginary shift68 is used in the CASPT2 calculations to eliminate

intruder-state problems.

The CC3 calculations are performed with the Dalton 2.0

program.69 The CASPT2, QMC, CC2, and CCSD results are

from our previous work,48 to which we refer the reader for

further details. For the DFT geometrical optimizations with

the M06-L,70 M06,71 M06-2X,71 and M06-HF72 functionals

and the cc-pVDZ basis set, we use the Gaussian 09 code.73

3 Retinal models

Themodels of RPSB considered in this work are depicted in Fig. 1.

They range from the minimal model (A) to the full 11-cis

chromophore (E). For models A to D, we use the naming

convention PSBx(y) where x and y indicate the number of double

bonds andmethyl groups, respectively. For the 11-cis chromophore

(E), we consider the 6s-cis(�) orientation of the b-ionone ring,49 so
the C5–C6–C7–C8 dihedral angle of the ring with respect to the

conjugated chain (denoted f) ranges between �301 and �701 in
the various ground-state equilibrium geometries considered here.

Unless otherwise stated, the ground-state equilibrium geometries

are taken from our previous study48 and are optimized within DFT

with the B3LYP functional and the cc-pVDZ basis set.

Fig. 1 Model RPSB chromophores: (A) PSB3(0), (B) PSB3(1),

(C) PSB4(1), (D) PSB5(1), (E) 11-cis chromophore. The naming

PSBx(y) denotes the number of double bonds and methyl groups,

x and y, respectively. The atom numbering for chromophore E is used

for all models, so the cis bond is always between C11 and C12.
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4 Vertical excitation energies

In Table 1, we report the vertical excitation energies computed

with NEVPT2 and CC3 and the ANO-L-VDZP basis, together

with the CC2, CCSD, CASPT2, and DMC results we have

previously obtained with the same basis set and geometries.48

We only list the single-state NEVPT2 and CASPT2 excitation

energies since the difference between the corresponding quasi-

degenerate NEVPT2 and the multi-state CASPT2 values is

negligible for models A, B, and C, and less than 0.06 eV for

model D (see ESIw).
For all retinal models, it is immediately evident that the

CASPT2 approach with the old 0-IPEA Hamiltonian

is at variance with all other highly-correlated methods. The

CASPT2/0-IPEA excitation energies are systematically red-

shifted by more than 0.3 eV with respect to the values obtained

with the other approaches. The use of the standard

IPEA Hamiltonian (S-IPEA) significantly improves the

CASPT2 results and brings them closer to the NEVPT2,

CC, and DMC excitation energies. These findings confirm

the superiority of the S-IPEA with respect to the 0-IPEA

CASPT2 variant, and the presence of a systematic error in

the 0-IPEA approach, which had in fact prompted the

CASPT2 developers to propose an improved zero-order

Hamiltonian.

Focusing on the multi-reference perturbative approaches,

we observe that the NEVPT2 and CASPT2/S-IPEA results are

in very good agreement with each other for all retinal models,

and within a narrow range of about 0.1 eV. The NEVPT2/PC

is the higher quality variant of NEVPT2 and gives the best

agreement with CASPT2/S-IPEA. However, both the SC and

PC variants of NEVPT2 yield rather similar excitation

energies, which is an indication of the good quality of the

zero-order wave functions and the consequent reliability of the

results.55,74 Finally, for all retinal models, the difference

between the CASSCF excitation energies and the values

obtained using the CASPT2/S-IPEA and NEVPT2 methods

is rather small and of the order of 10%. This is also a clear

indication of a balanced description of the ground and excited

states at zero-order, and shows that the effect of the dynamical

correlation on the excitation energies is minor in these systems

(with the possible exception of the B model). For all these

reasons, the CASPT2/S-IPEA and NEVPT2 results can be

considered reliable.

All other highly-correlated approaches are in good agreement

with NEVPT2. In particular, CC2, CC3, and CCSD yield

rather similar excitations, with the CC2 values being always

red-shifted by about 0.1 eV with respect to CCSD, and very

close to CC3 for models A and B. For the 11-cis RPSB model,

we cannot compute the CC2 excitation energy with the codes

we have available but we can compare to the CC2 results of

ref. 27, where an excitation energy of 2.10 eV on a B3LYP

geometry is reported. The difference between this CC2 value

and the corresponding CASPT2 and NEVPT2 excitation

energies is therefore larger than for the smaller models,

indicating that CC2 might respond differently to the addition

of the b-ionone ring.

Finally, the excitations computed within diffusion Monte

Carlo are slightly blue-shifted with respect to the NEVPT2

results and in good agreement with CCSD. The only exception

is perhaps the B model, where the discrepancy between CCSD

and DMC on the one side and the multi-reference perturbative

approaches on the other is larger than 0.1–0.2 eV. It should be

noted that, for model B, the difference between the CASSCF

and PT2 excitations is also larger than for all other models

(0.6 eV versus 0.3–0.4 eV), indicating a more important role of

dynamical correlation. For the 11-cis RPSB model, we have

here improved the quality of the QMC wave functions with

respect to our previous work.48 In particular, we have further

increased the number of configuration state functions (CSF)

included in the determinantal component of our Jastrow–

Slater wave functions from 10 to 45, by decreasing the threshold

imposed on the CSF coefficients from 0.08 to 0.04. The resulting

DMC excitation energy is 2.37(3) eV, slightly lower but still

compatible with the previous value of 2.41(3) eV.

5 Choice of ground-state geometry

We now focus on the full 11-cis chromophore and on how the

choice of the structural model affects its vertical excitation

energy. In Table 2, we list the CASPT2, NEVPT2, and DMC

excitation energies computed on the ground-state geometries

optimized within MP2, CASSCF, and DFT with the BLYP,

B3LYP, and M06-2X functionals. We also list the ground-

state CASPT2/S-IPEA and NEVPT2 energies together with

the most important geometrical parameters,30,49 namely, the

bond length alternation (BLA) along the conjugated chain and

the angle f of the b-ionone ring. The BLA is here defined as

the difference between the averages of the single and double

carbon–carbon bond lengths, and computed including the

bonds between C5 and C15.

To optimize the ground-state geometry within DFT, we

employ three functionals with a different amount of exact

exchange, namely, BLYP (0%), B3LYP (20%), and M06-2X

(54%). This choice of DFT functionals is appropriate for

retinal as they span a reasonable range of percentage of exact

exchange, one of the parameters in the functional which

mainly impacts the geometrical features of this system.30,49

We have recently demonstrated that M06-2X gives a very

accurate description of the all-trans RPSB chromophore49

while larger or smaller amounts of exact exchange lead to

structures of inferior quality. As shown in Table 2, a similar

performance is observed for the 11-cis conformer of RPSB

Table 1 Vertical excitation energies (eV) of the RPSB models. The
results are obtained employing the ANO-L-VDZP basis set and the
ground-state DFT/B3LYP equilibrium geometries

Method
A B C D E
PSB3(0) PSB3(1) PSB4(1) PSB5(1) 11-cis

SA-CASSCF 4.56 4.80 3.74 3.10 2.51
CASPT2/0-IPEA 3.74 3.85 2.99 2.50 1.85a

CASPT2/S-IPEA 4.05 4.17 3.32 2.82 2.20
NEVPT2/PC 4.10 4.22 3.37 2.87
NEVPT2/SC 4.17 4.28 3.43 2.92 2.26
CC2 4.12 4.20 3.33 2.82
CCSD 4.23 4.37 3.47 2.95
CC3 4.11 4.24
DMC 4.20(2) 4.42(2) 3.47(2) 3.00(3) 2.37(3)

a Constant imaginary level shift of 0.1 au.
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(also see ESIw for geometries optimized with other DFT

functionals such as M06-HF). The ground-state NEVPT2 energy

is the lowest on the M06-2X geometry while CASPT2 gives an

energy only 0.4 kcal mol�1 higher than the corresponding value

on the MP2 geometry. Overall, the B3LYP, M06-2X, and MP2

equilibrium geometries are of comparably good quality since

the corresponding ground-state energies are within 1 kcal mol�1

of each other both at the NEVPT2 and CASPT2 level. The

ground-state geometry optimized with BLYP (0%) is instead

less optimal.

The CASSCF geometry is significantly different from all

other geometries, with bond-length alternation and angle of

the b-ionone ring almost double than the values for the M06-2X

geometry. These features of the CASSCF structure have a marked

effect on the NEVPT2/SC and CASPT2/S-IPEA ground-state

energies, which are more than 7 kcal mol�1 higher than the

corresponding values computed on the M06-2X geometry.

This confirms our previous findings49 on the inadequacy of

the CASSCF method to describe the geometries of RPSB

systems.

As shown in Fig. 2, the vertical excitation energy of the 11-cis

model is very sensitive to the choice of ground-state structure

and to the variations in bond-length alternation and angle of

the b-ionone ring as also previously observed in ref. 23, 26

and 30. In going from the BLYP to the CASSCF structure,

both geometrical parameters significantly increase and the

corresponding excitation energy grows by as much as 0.4–0.5 eV.

All highly-correlated approaches display the same trend as a

function of the geometry, with CASPT2/S-IPEA and NEVPT2

consistently agreeing within 0.06 eV. As observed for all retinal

models in the previous section, the CASPT2/0-IPEA excitations

are always red-shifted by about 0.3 eV.

The M06-2X geometry is characterized by a CASPT2/

S-IPEA and a NEVPT2 excitation energy of about 2.3 eV

and, together with the B3LYP and MP2 structures, defines a

rather narrow range of excitations for the 11-cis model

between 2.20 eV and 2.36 eV. In striking contrast, the

CASSCF equilibrium geometry yields excitation energies close

to 2.6 eV, that is, more than 0.3 eV blue-shifted with respect to

the values at the other geometries. As discussed above, the

CASSCF geometry is a less accurate representation of the

equilibrium structure of this system and, not surprisingly, is

characterized by excitation energies at variance with the ones

obtained on more realistic geometries. Finally, it is interesting

to note that the CASPT2/0-IPEA excitation energy on the

CASSCF geometry is very close to the CASPT2/S-IPEA value

at the optimal M06-2X geometry. In the past, this coincidental

agreement has masked the inadequacy of the use of CASSCF

geometries for retinal. More generally, the use of the CASSCF

approach for the calculation of ground-state structures is often

coupled to the use of the 0-IPEA zero-order Hamiltonian for

the calculation of the CASPT2 excitations, which results in a

fortuitous cancellation of errors.48 Nevertheless, we emphasize

again that the results obtained here with a variety of highly-

correlated methods clearly indicate that the 0-IPEA approach

severely underestimates the excitation energies of retinal and

should therefore not be used.

Finally, we note that, for the all-trans RPSB chromophore

characterized by a similar orientation of the b-ionone ring, we
have obtained CASPT2/S-IPEA and NEVPT2 excitation

energies of 2.31 eV and 2.34 eV, respectively, when using a

M06-2X geometry.49 These values are very close to the corres-

ponding excitation energies of the 11-cis RPSB, demonstrating

that the difference between the two isomers does not affect the

excitation energies.

6 Discussion and conclusions

We have here extended our previous theoretical study of RPSB

models48 to clarify several important issues, which have been

the subject of a lingering debate. To this aim, we have

employed the NEVPT2 method which is a modern multi-

configuration perturbation approach based on CASSCF wave

functions. NEVPT2 relies on a more advanced zero-order

Hamiltonian than CASPT2 (all bielectronic interactions among

the active electrons are explicitly taken into account), which makes

NEVPT2 free from some of the problems affecting CASPT2 as the

possible appearance of intruder states.55 Although based on

Table 2 Ground-state and vertical excitation energies of the 11-cis
(E) model computed on the DFT, MP2, and CASSCF ground-state
equilibrium geometries. For the BLYP, B3LYP, and M06-2X DFT
functionals, the percent of exact exchange is reported in parentheses.
The bond length alternation (BLA) and the angle of the b-ionone ring
(f, see Fig. 1) are also listed

Geometry

BLYP
(0%)

B3LYP
(20%)

M06-2X
(54%) MP2 CASSCFa

BLA (Å) 0.024 0.033 0.051 0.044 0.101
f (1) �29.7 �33.5 �38.0 �40.5 �68.8
Ground-state energies (kcal mol�1)
CASPT2/S-IPEA +3.60 +0.69 0.00 �0.40 +7.01
NEVPT2/SC +3.99 +0.44 0.00 +0.60 +9.05
Vertical excitation energies (eV)
SA-CASSCF 2.36 2.51 2.71 2.64 3.25
CASPT2/0-IPEA 1.77b 1.85b 1.94b 1.89b 2.27
CASPT2/S-IPEA 2.12 2.20 2.30 2.24 2.61
NEVPT2/SC 2.18 2.26 2.33 2.27 2.60
DMC 2.22(4)c 2.37(3)c

a CASSCF(12,12)/6-31G* geometry from ref. 20. b Constant imaginary

level shift of 0.1 au. c The threshold on the CSFs is 0.04.

Fig. 2 Vertical excitation energies (eV) of the 11-cis retinal (E) model

computed on the DFT, MP2, and CASSCF ground-state equilibrium

geometries.
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different zero-order Hamiltonians, NEVPT2 and CASPT2

share the same methodological framework so that NEVPT2

can serve as an interesting and yet independent test of the results

previously obtained by our group48,49 and other authors.20–23,26,28

For example, it can help us to understand which zero-order

Hamiltonian, S-IPEA or 0-IPEA, should be used in the CASPT2

calculations and further validate the findings obtained with other

highly-correlated approaches such as CC or QMC.

For all retinal models, we find that NEVPT2 yields excita-

tion energies rather close to the values computed using the

CASPT2/S-IPEA, CC, and DMC methods. The CASPT2/

0-IPEA excitation energies are instead systematically red-

shifted by more than 0.3 eV with respect to all other results.

The overall agreement of the NEVPT2, DMC, and CC

methods gives us confidence on the quality of our estimates

for the excitation energies of retinal models. Furthermore, our

findings support the conclusion that the use of the S-IPEA

zero-order Hamiltonian in CASPT2 is superior to the older

0-IPEA variant, which has been so often employed in retinal

studies over many years.19,20,31,34,41–45

To assess the impact of the choice of ground-state equilibrium

geometry on the excitation energy, we then focus on the 11-cis

retinal. We find that the M06-2X and MP2 methods are reliable

approaches to compute the equilibrium structure of this

system while the use of the CASSCF method yields a structure

characterized by much higher ground-state CASPT2/S-IPEA

and NEVPT2 total energies. Furthermore, the geometrical

parameters of the CASSCF model (i.e. BLA and the orienta-

tion of the b-ionone ring) are significantly different from those

of the accurate M06-2X geometry. Importantly, these features

of the CASSCF geometry strongly affect the excitation energy,

which is blue-shifted by as much as 0.3 eV with respect to what

is obtained on the better M06-2X structure. The use of

CASSCF geometries for retinal systems is quite widespread

in studies on the retinal molecule19,20,31,34,41–45 and has been

generally combined with the CASPT2/0-IPEA method for the

calculation of the excitation energies. This combination leads

to an incorrect description of the system, which is however

masked by a fortuitous cancellation of errors in the estimate of

the vertical excitation energy (the blue shift due to the use of a

CASSCF equilibrium geometry is mostly compensated by an

erroneous red shift of the older 0-IPEA variant of CASPT2).

Finally, our calculations with a variety of highly-correlated

approaches on reliable ground-state equilibrium geometries

define a range of 2.20–2.37 eV for the vertical excitation energy

of the 11-cis model, with NEVPT2 theory yielding a value of

about 2.3 eV on the optimal M06-2X structure. This estimate

should be preferably confirmed by experimental findings but

a comparison with available experiments is unfortunately

problematic. Even though the retinal chromophore has been

extensively studied in absorption experiments in solution,2,9,14

it is difficult to infer an estimate of the gas-phase vertical

excitation from these experiments. The absorption spectrum in

solution is highly dependent on the particular solvent, and

counter-ions induce significant blue shifts in the absorption

spectrum since they strongly influence the extended p-electron
system of retinal. For instance, the absorption maximum of

all-trans RPSB in 20 different solvents2 in the presence of

CHCl2CO2
� counter-ions ranges between 2.64 and 2.93 eV,

and is therefore significantly higher than the expected vertical

excitation in the gas phase. Gas-phase photo-dissociation experi-

ments should instead allow a direct comparison with our and

other theoretical calculations. However, such comparison is also

not straightforward since the relation between photo-dissociation

and optical absorption spectra is not simple and is in fact the

subject of active investigation and debate.49–51 For RPSB,

early gas-phase photo-dissociation experiments on the 11-cis

chromophore18 produced a spectrum with a strong band at

2.03 eV and a broad shoulder of slightly lower intensity, which

extends up to 2.34 eV. However, if we consider the experimental

evidence on the all-trans retinal, which we find to have the same

excitation energy as the 11-cis conformer, there are two rather

different photo-dissociation spectra produced by the same group,

one with a main band at 2.00 eV and at least two additional

shoulders,18 and the other with a practically flat plateau between

2.03 eV and 2.34 eV.19 Here, we will not discuss the interpretation

and potential complications of photo-dissociation experiments

but only stress that the convergence of our highly-correlated

CASPT2, NEVPT2, and DMC excited-state calculations

together with our careful calibration of the equilibrium geometry

gives us confidence in assigning the vertical excitation of the

11-cis RPSB at about 2.3 eV.
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Chem. Soc., 2005, 127, 12347–12350.

18 I. B. Nielsen, L. Lammich and L. H. Andersen, Phys. Rev. Lett.,
2006, 96, 018304.

19 J. Rajput, D. Rahbek, L. Andersen, A. Hirshfeld, M. Sheves,
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and M. Olivucci, J. Am. Chem. Soc., 2011, 133, 3354–3364.

46 K. Andersson, P.-A. Malmqvist, B. O. Roos, A. J. Sadlej and
K. Wolinski, J. Phys. Chem., 1990, 94, 5483–5488.

47 G. Ghigo, B. O. Roos and P.-Å. Malmqvist, Chem. Phys. Lett.,
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