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Abstract Neural field models with transmission delays may be cast as abstract delay
differential equations (DDE). The theory of dual semigroups (also called sun-star cal-
culus) provides a natural framework for the analysis of a broad class of delay equations,
among which DDE. In particular, it may be used advantageously for the investigation
of stability and bifurcation of steady states. After introducing the neural field model in
its basic functional analytic setting and discussing its spectral properties, we elaborate
extensively an example and derive a characteristic equation. Under certain conditions
the associated equilibrium may destabilise in a Hopf bifurcation. Furthermore, two
Hopf curves may intersect in a double Hopf point in a two-dimensional parameter
space. We provide general formulas for the corresponding critical normal form coef-
ficients, evaluate these numerically and interpret the results.
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1 Introduction

Spatial coarse graining of neural networks leads to so-called neural field models in
which the average firing rates of underlying populations of neurons, as opposed to
individual neuronal spikes, are considered. Such models have not changed substan-
tially since the seminal work of Wilson and Cowan (1972, 1973), Amari (1977) and
Nunez (1974). Due to intrinsic delays of axons, synapses, and dendrites in the natural
system, the role of delays in spatiotemporal dynamics of neural activity has received
considerable attention (Liley et al. 2002; Hutt et al. 2003; Hutt and Atay 2005; Roxin
et al. 2005; Venkov et al. 2007; Hutt and Atay 2007; Hutt 2008; Coombes et al. 2007;
Coombes and Laing 2009; Coombes 2010). Faugeras and coworkers investigated sta-
bility properties of stationary solutions using methods from functional analysis (Veltz
and Faugeras 2010; Faye and Faugeras 2010; Veltz and Faugeras 2011). A first step
towards Hopf bifurcation is made in Veltz (2011), where Hopf bifurcation curves are
computed. In Ermentrout and Cowan (1980) the principle of linearised stability and
the Hopf bifurcation to periodic orbits were studied in the absence of delays.

To set the stage, we have in mind p > 1 populations consisting of neurons that
occupy fixed positions in a non-empty, bounded, connected, open region Q C R”".
Foreachi =1, ..., p let V;(z, r) be the membrane potential at time ¢, averaged over
those neurons in the ith population positioned at r € 2. These potentials are assumed
to evolve in the absence of time dependent external stimuli according to the system of
integro-differential equations

Vi g
— (60 =~V + Z/ Jij (e, ¥) S (Vi(t — 7 (e, ), ¥))yde’ (1)
j=1g
fori = 1,..., p. The intrinsic dynamics exhibit exponential decay with o; > 0 for
i =1,..., p. The propagation delays 7;; (r, r') measure the time it takes for a signal

sent by a type-j neuron located at position r’ to reach a type-i neuron located at
position r. For the definitions and interpretation of the real valued connectivities J;;
and the positive, real valued synaptic activation functions §; appearing in (1) we refer
to Sect. 2 of Veltz and Faugeras (2011).

The aim of this paper is to demonstrate how general theory from the field of delay
equations can be used successfully to analyse stability and bifurcation of equilibrium
solutions of (1). For this we consider a specific class of delay equations of the form

X)) =F@) =0
[x(t) =¢(t) tel[-h0] (DDE)

where Y is a Banach space, F : C([—h,0]; Y) — Y is a smooth Y-valued function

on the Banach space of continuous Y-valued functions equipped with the supremum
norm,

@ Springer



On local bifurcations in neural field models 839

x(0) :=x(t+0) Yt >0,0¢e[-h,0]

is the historyattimet > Oand ¢ € C([—h, 0]; ¥) is aninitial condition. The parameter
h € (0, c0) is afinite delay. As the reader may have expected, the acronym DDE stands
for delay differential equation.

Systems of this type naturally extend the case of classical DDE with Y = R" for
which a rather complete dynamical theory based on perturbative calculus of dual semi-
groups Clément et al. (1987, 1988, 1989) and Diekmann et al. (1991) is available in
Diekmann et al. (1995). Recently it was understood that, from an abstract viewpoint,
various apparently different classes of delay equations can be cast and analysed within
the same functional analytic framework of dual perturbation theory, largely indepen-
dently of the particulars of a certain class. It is only in the choice of the underlying
function spaces and the spectral analysis that these details matter. In Diekmann et al.
(2007) purely functional equations (also called renewal equations) as well as systems
of renewal equations coupled to delay differential equations are investigated for the
R”-valued case and finite delay. In Diekmann and Gyllenberg (2012) the analysis is
extended to the case of infinite delay. In Diekmann and Gyllenberg (2008) abstract
(Banach space valued) renewal equations with infinite delay are considered. The forth-
coming paper Van Gils and Janssens (2012) treats general aspects of abstract equations
of the type (DDE).

The outline of this paper is as follows: in Sect. 2 we introduce the functional analytic
setting and state the equivalence between the abstract delay equation and an abstract
integral equation using sun-star calculus. We also state a linearization theorem. In
Sect. 3 we start with some general results on the resolvent and spectra, primarily
based on Engel and Nagel (2000). For a specific class of connectivity functions, i.e.
finite sums of exponentials, and in one spatial dimension, we explicitly calculate
the spectrum and the resolvent. It turns out that the point spectrum is determined
by a determinant condition. In Sect. 4 we give the normal form coefficients for the
critical center manifold in case of Hopf and double Hopf bifurcation. This is applied
in Sect. 5 to a scalar neural field equation with a bi-exponential connectivity function
modelling an inverted Wizard hat. The system is discretised as in Faye and Faugeras
(2010) and the spectrum of the discretised system is compared with the true spectrum,
showing convergence. We identify in the true spectrum a Hopf point and a double Hopf
point. For both cases the normal form coefficients are computed, which allows us to
identify the sub-type of the bifurcation at hand. The theoretical results are confirmed by
numerical experiments. We end this paper in Sect. 6 with conclusions and an outlook
on future work.

Upon finishing this paper we encountered the online preprint Veltz and Faugeras
(2012), addressing similar questions. We feel that there are enough substantial dif-
ferences between the two papers to render both of them interesting. Moreover, we
have reasons to believe that the choice ¥ = L,(€2) for the spatial state space made
in Veltz and Faugeras (2012) leads to non-trivial technical complications, see Sect.
2.4 below. In this paper, we employ sun-star calculus, from which a number of gen-
eral results is immediately available. The center manifold, for instance, was obtained
in Diekmann et al. (1995) for the abstract integral equation, covering what we need
here.
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840 S. A. van Gils et al.

2 Functional analytic setting
2.1 Basic definitions and assumptions

It is rather straightforward to associate with (1) a problem of the type (DDE), but see
Sect. 2.4. To keep the setting as simple as possible, we focus on the single population
case p = 1 when (1) takes the form

Z_‘t/(t’ r)=—aV(,r) +/J(r, SV —t(r,r),r))dr )

Q

For mathematical convenience we extend the spatial domain €2 by its boundary 92
and work on Q = Q U dQ with Lebesgue measure |Q2| < co. We formulate a number
of basic hypotheses on the modelling functions appearing in (2). These will be tacitly
assumed to hold throughout the remainder of this paper. More specific functional
forms will be chosen in subsequent sections.

(H,) The connectivity kernel J € C(Q x Q).

(Hs) The synaptic activation function S € C°°(R) and its kth derivative is bounded
for every k € Ny.

(H,) The delay function 7 € C(Q x Q) is non-negative and not identically zero.

From (H;) we see that t is bounded on the compact set Q. Hence we may set
0 <h:=sup{t(r,r) : r,r € Q) <

Let Y := C(Q) be the Banach space of continuous real-valued functions on Q with
norm

Iyl :== sup [y,
reQ2

We also set X := C([—h,0];Y). When ¢ € X,tr € [-h,0] and r € Q we will
sometimes abuse notation and write ¢ (z, r) instead of ¢ (¢#)(r). On X we have the
norm

¢l := sup [l¢(, )l

te[—h,0]

Define the nonlinear operator G : X — Y by

G(¢)(r) = / J@, t)S@(—t(r,¥),r')dr’ YoeX,VreQ A3)

Q

The following lemma is standard, but in light of the difficulties pointed out in Sect. 2.4
we provide a detailed proof.

@ Springer



On local bifurcations in neural field models 841

Lemmal G : X — Y is well-defined by (3).

Proof Obviously, for any ¢ € X the map
[—h,0] x Q3 (t,r) > ¢(t, 1) €R )

18 continuous.
Now, given ¢ € X we consider for points r, T € €2,

IG(@)(r)=G()T)| =< /[J(r, ) —J (@, r)]S(p (= (r, v'), 1)) dr’

Q

+ / JE S@(=t(r, 1), 1) =S(@(= (¥, 1), r)]dr’

Q

e / (et — JE )| dr’
Q

+CJ/|S(¢(—T(I‘, '), 1) = S(p (=t (¥, 1), 1)l dr’

Q

where Cg > 0 and C; > 0 are constants bounding S and J. Let ¢ > 0 be given. By
the uniform continuity of J on Q x Q there exists §; > 0 such that the first integral
does not exceed |Q2|e for all r, T € Q satisfying |r — F| < §,. Regarding the second
integral, the continuity of (4) and (H;) implies the continuity of

QxQs@r)— ¢(—t(r,r),r)eR 5)

Let I C R be a compact interval containing the range of (5). Then S is uniformly
continuous on /. Hence there exists g > O such that |S(u) — S(v)| < eforallu,v € I
satisfying |u — v| < §g. Since (5) is uniformly continuous, there exists §' > 0 such
that [r — ¥| < & implies |¢p(—7(r, 1), ') — ¢p(—1(F, 1), 1r')| < 85 forall ¥’ € Q.
Consequently, if [r — ¥| < &' then the second integral does not exceed |Q|e. O

Using the definition (3) of the operator G, we see that studying (2) is equivalent to
analyzing the following initial value problem

V(i)=—aV@O)+GV,) >0

VD) = $(0) t € [~h, 0] (NE)

where V : [—h,00) — Y is the unknown and ¢ € X is the initial condition. Then
(NF) is of the form (DDE) when we define F' : X — Y by

F(¢) :=—a¢p(0) +G(p) VoeX 6)
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842 S. A. van Gils et al.

with G given by (3). The notion of a solution of (DDE), and consequently (NF), is a
direct generalisation of the solution concept for classical DDE.

Definition 2 A function x € C([—h, 00); Y) N C([0, 00); Y) that satisfies (DDE) is
called a global solution of (DDE).

Sometimes we will omit the qualifier global and simply speak of a solution of
(DDE). We conclude with a simple observation, which follows directly from the fact
that (Hyg) implies that § satisfies a global Lipschitz condition.

Lemma 3 The operator F : X — Y defined by (6) is globally Lipschitz continuous.

Proof 1t suffices to show that G satisfies a global Lipschitz condition. If ¢, ¢ eX
andr, r’ € Q, then

|¢(_T(r’ r/)’ I'/) - 5(_‘[(1'9 r’)» r/)| S Sup |¢(_T(r’ r/)’ r//) - 5(_7(1" r/)’ r//)|

r’'eQ
< sup sup [p@t, r")—o@t, r")=]¢ — ol
te[—h,0lyreq

Hence we obtain

IG@) () = G@) @) < [Q] sup J supS' ¢ — ¢ V¥reQ
QxQ

where the suprema are finite due to (Hy) and (Hg). O
2.2 Dual semigroups and DDE

In this subsection we provide a very brief introduction to sun-star duality and its
consequences for the analysis of (NF). For a more complete treatment we refer to
Diekmann et al. (1995) and, regarding the analysis of abstract DDE, the forthcoming
paper Van Gils and Janssens (2012).

In this subsection Y will be a Banach space and X := C([—#h, 0]; Y). In conjunction
with (NF) we will assume that ¥ = C (). From an abstract point of view, solving a
delay equation amounts to obtaining the future state of the system, say at time ¢ > 0,
from knowledge of the present state. This is done in two steps. First, the present state (a
continuous function on the time segment [—#4, 0]) is extended to the interval [—#, ¢].
Next the part of this extension living on [¢ — £k, ¢] is shifted back to [—h, 0]. Dual
perturbation theory provides a systematic method to embed X into a bigger Banach
space, the so-called sun-star dual X©*, in which the extension and shifting operations
are neatly separated. In broad lines, this works as follows.

If the extension problem is trivial, i.e. if F = 0 in (DDE), then the solution semi-
group corresponding to (DDE) is the shift semigroup 7p, defined as

pt+0)—h<t+0<0

$(0)0 <1+6 VoeX,1>0,60e[-h0] (7)

(To(1))(0) = [

Let Ag be its infinitesimal generator. We represent X* by the space NBV ([0, i]; Y*)
of functions n : [0, 2] — Y™ of bounded variation, normalised such that n(0) = 0 and
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On local bifurcations in neural field models 843

n(t+) = n(¢) for all ¢t € (0, h). Elements of X and X* are in duality via an abstract
bilinear Riemann-Stieltjes integral. Since X is not reflexive, the adjoint semigroup
T; may not be strongly continuous on X*. Let X® C X* be the maximal subspace
of strong continuity of 7. It is easy to see that X© is positively 7;-invariant and,
MOreover,

X© = D(A}) ®)

where A(j is the adjoint of Ag. Let TOG be the strongly continuous semigroup on X©
obtained by restriction of 7" to X ©. Its infinitesimal generator A(? is precisely the
part of A} in X©,

D(AY) = {¢® € D(A}) : Ajp® € XO),  APP® = Aje®

In Greiner and van Neerven (1992), Theorem 2.2; it is shown that X© may be identified
with Y* x L1([0, h]; Y*) where the second factor is the space of Bochner integrable
Y*-valued functions on [0, A].

Performing this construction once more, but now starting from the strongly contin-
uous semigroup TOG(I) on the Banach space X©, we obtain the adjoint semigroup TOQ*
on the dual space X©* and its strongly continuous restriction TOGO to the positively

invariant subspace X®© = D(A{™). The infinitesimal generator of 7°® is again given
by the part of AS* in X®©. Following Arendt et al. (2001) Sect. 1.2, we suppose that
it is not possible to represent X©* = Y** x [L1([0, h]; Y*)]* in terms of known func-
tions or measures, since Y ** does not have the Radon-Nikodym property. However,
the subspace X©© of strong continuity may be identified with C([—h, 0], Y**), see
Greiner and van Neerven (1992), Theorem 3.11. Of course this representation is only
semi-explicit, since a representation for Y** itself is unknown. The original space X
is canonically embedded into X®* via j : X — X©* given by!

(@, j¢) == ($,¢°) Ve X, Vo e X (C))

Since Y is not reflexive, it follows that the range of j must be a proper subspace of
X©9. This fact is expressed by saying that X is not sun-reflexive with respect to the
shift semigroup Ty, a situation that contrasts the classical case ¥ = R".

We proceed to explain how (DDE), and consequently (NF), fits into the above
abstract context. Define § € Z(X©, Y*) as

8¢° =y Vo¢©=(y" g €X® (10)

Then §* € L(Y**, X©*). Let £ € £ (Y, X°*) be the restriction of §* to ¥, viewed as
a subspace of Y**. Explicitly,

(v,8¢°) = (¢°, ty) VyeY, V¢®e X (11)

! n this paper we adopt the ‘postfix notation’ for the action of a functional on a vector. That is, if W is a
Banach space with dual space W*, w € W and w* € W*, then (w, w*) := w*(w).
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844 S. A. van Gils et al.

Define R : X — X©* by R := £ o F with F as in (DDE). The following lemma will
prove to be useful in Sect. 4.4. Observe thateach (y, f) € Y x L°°([—h, 0]; Y) defines
an element of X®*. Hence we may identify ¥ x L>®([—h, 0]; Y) with a subspace
of X©*.

Lemmad4 R(¢) = (F(¢),0) forall € X. Hence R maps into Y x {0}.

Proof Let ¢ € X and write R(¢) = (y**, w*) € X©* for certain y** € Y** and
w* € [L'([0, h]; Y*)]*. Then, for any ¢© = (y*, g) € X©,

@°, R(9)) = (y*, y™) + (g, w") (12)

On the other hand, from the definition of R we obtain

(@°, R(®)) = (¢©, LF ($)) = (F(¢), 3¢°) = (F(¢), y*) (13)

where in the second equality we used (11) and the third equality is due to (10). By
comparing (12) and (13) we see that y** acts on y* by point evaluation in F(¢) € Y
and w* = 0. Hence R(¢) = (F(¢), 0) and consequently R maps into ¥ x {0}. O

Remark 5 In the ‘classical’ case where Y = R”, the previous lemma shows that R is a
(possibly non-linear) operator of finite rank that takes values in the “point component’
Y only, see Diekmann et al. (1995), Sect. II1.3 and VIL6. In the present setting with
dim Y = oo we lose the former, but retain the latter property.

We now consider the so-called abstract integral equation of the form

t
u(t) = To()p + j ! /TOQ*(t —$)Ru(s)ds| Yt>0 (AIE)
0

where ¢ € X is an initial condition, u € C([0, c0); X) is the unknown and the
convolution integral is of weak* Riemann type, see Diekmann et al. (1995), Sect.
III.1 and also Diekmann et al. (1995), Interlude 3.13 in Appendix II. In Van Gils and
Janssens (2012) it is shown that this convolution integral takes values in the range of ;.
Consequently, the right-hand side of (AIE) is well-defined. The connection between
(DDE) and (AIE) is revealed in the following theorem.

Theorem 6 Equivalence of (DDE) and (AIE) Let ¢ € X be given andlet R =£o F
with F € C(X,Y). The following two statements hold.

(i) Suppose that u € C([0, 00); X) satisfies (AIE). Define x : [—h,00) — Y by
x0 := ¢ and x(t) = u(t)(0) for t > 0. Then x is a global solution of (DDE) in
the sense of Definition 2.

(i1) Conversely, suppose that x is a global solution of (DDE). Define u : [0, 0c0) — X
by u(t) := x;. Thenu € C([0, 00); X) and u satisfies (AIE).

It is routine to show that (AIE) admits unique global solutions on [0, co) if F is
globally Lipschitz continuous. Thus, by Lemma 3 and Theorem 6 we find
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On local bifurcations in neural field models 845

Corollary 7 For any ¢ € X problem (NF) has a unique global solution.

Of course, establishing well-posedness for (NF) does not require sun-star duality.
Yet, it turns out that (AIE) is a very convenient tool in proving many standard results of
dynamical systems for abstract DDE, such as the principle of linearised (in)stability, the
existence of stable, unstable, and center manifolds, and theorems on local bifurcation.
The following linearisation theorem is a direct generalisation of the corresponding
result in the sun-reflexive case, see Diekmann et al. (1995), Sect. VIL.5 or Clément et
al. (1989).

Theorem 8 (Linearisation at a steady state) Let F € C Y(X,Y)and R = £ o F and
let T be the strongly continuous non-linear semiflow on X associated with (AIE). Let
¢ € X be a steady state of 2, i.e. X(t)(¢) = ¢ forallt > 0. The following statements
are true.

(i) Foreacht > Othe operator (t) : X — X is continuously Fréchet differentiable
in (ﬁ with derivative DZ(t)((ﬁ) e Z(X).

(i1) Upon defining T (t) :== DX (t)(q;) for each t > 0 one obtains a strongly contin-
uous semigroup in £ (X). The domain of its generator A is given by

DA)={p€X : ¢' € Xand§'(0) = DF ()¢}, Ap=4¢" (14

(iii) Forevery ¢ € X the functionT ()¢ € C([0, 00), X) is the unique global solution
of the linear abstract integral equation

t

Tt = To(t)p + j ' / TO*(t — s)YEDF($)T (s)p ds

0

We observe that the above theorem produces a new strongly continuous semigroup
T on X with generator A. For this semigroup we may likewise calculate the sun-star
duality structure, just as we did for the shift semigroup Ty defined by (7). It turns out
that the spaces X© and, consequently, X ©* are the same for both semigroups. Indeed,
if we put B := £ o DF (@) € L(X, X% and slightly abuse notation by writing
B* € Z(X®, X*) for the restriction of the adjoint of B to X©, then just as in the
sun-reflexive case (Diekmann et al. 1995, Sect. II1.2) one proves that the adjoint of
the generator A of T is given by

D(A*) = D(AY), A" = A} + B*

By (8) the sun-duals of X with respect to 7o and T are identical and may both be
denoted by X©. Moreover,

D(A®) = {¢® € D(A*) : A*¢° € X©), A® = A* (15)

Let A®* : D(A®*) C X©* — XO* be its adjoint. For A®* the situation is slightly
more difficult than in the sun-reflexive case, because D(A(?*) Z J(X). (Indeed, if it
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846 S. A. van Gils et al.

were true that D(A$™) € J(X), then it would follow that X®© = D(A$*) € j(X)
and X would be sun-reflexive with respect to Ty, also see Diekmann et al. 1995,
Sect. I11.8.) The next lemma is sufficient for our purposes in Sect. 4.4.

Lemma9 If ¢ € C'((=h.01;Y) then j¢ € D(A*) and A®*j¢ = (0.¢') +
(DF ()¢, 0).

2.3 Differentiability results

The following two results concern the smoothness of the operator G defined by (3) and
appearing in the right-hand side of (NF). When k = 1, 2, ... we denote by % (X, Y)
the space of bounded k-linear operators from X to Y. When k = 1 we write .Z(X, Y)
instead of .7 (X, Y). For a review of differentiation in Banach spaces, we recommend
Arbogast and Bona (1999), Ch. 9.

Lemma 10 The operator G : X — Y defined by (3) is Fréchet differentiable with
derivative DG (¢p) € £ (X, Y) in the point ¢ € X given by

(DG(¢)1/1)(I‘)=/J(I‘, ) (¢(—t(r,v), DY (—t(r,r), r)dr’  (16)

Q

forally € X and allr € Q.

Proof First we consider the operator DG (¢) defined by the right-hand side of (16).
Using standard methods as in the proof of Lemma 1 one shows that DG (¢)y € Y for
all ¥ € X. These steps are omitted. As in the proof of Lemma 3 we begin by noting
thatif r, r’ € Q then

[ (—t(r, ), r)| < sup [Y(—t(r,r), ") < sup sup |[y(r,x")| = [[¥]
r'eQ te[=h,0ly7 e

a7

This implies that |[(DG(¢)¥)|| < M|y || where M > 0 is a constant depending on
Q, J and S. Hence DG (¢p) € L (X, Y).
Next we verify that DG (¢) is indeed the Fréchet derivative of G at ¢. Introduce
the shorthand notation ¢* (r, r’) := ¢(—7(r,r'),r’). Forn € X andr € Q,
G(¢+n)(r) — G(P)(r) — [DG()nl(r)
= / T, ) [S@T (e, ¥) 47" (r, 1) = S(@" (r, 1) =5 (¢" (x, ))n" (x, 1))] dr’

Q

Consider the integrand for fixed r’. It follows from the Mean Value Theorem that there
exists ¢ = c(¢, n,r,r') € (0, 1) such that

S@"(r,r) +n"(r, 1) = S@"(r, 1) = n"(r,r)S(¢7 (r, ¥') + e (r, 1))
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On local bifurcations in neural field models 847

Consequently,

S@ (@, r) +n"(r, 1) = S@"(r,r) = S (@ (r, r)n" (r, 1)
= [S"(¢7(r, ') +en” (r, 1) = (@7 (e, ¥ )] 0 (r, 1)

Since S’ is uniformly continuous on compact intervals and |¢* (r, )| < |¢| and
[nT(r,x)| < |In| forall r,xr’" € Q, it follows that for every ¢ > 0 there exists § > 0
such that

IS"(@7(x, ¥ + en(r,x)) — S’ @ (r, X)) < VrreQ
provided ||n|| < §. Therefore, if ||n|| < § then

1G(@+n) —G(@) — DG(P)nll = Me|nll

where M > 0 depends on €2 and J. This establishes differentiability. O

Proposition 11 The operator G defined by (3) is in C*°(X,Y). Fork = 1,2, ... its
kth Fréchet derivative DkG(qﬁ) € % (X, Y) in the point ¢ € X is given by

i=1

k
(DEG(@) W1, -, Yr)) (1) = / I, t)SP@ =z, v, o) [ i (=, x), o) ar’
Q

foryri, ..., v € Xandr € Q.

Proof For k = 1 the statement reduces to Lemma 10. Fix £ > 2. We need to check
that D¥-1G : X — Z_1(X, Y) has Fréchet derivative DG (¢) € Z(X,Y) in the
point ¢ € X. Again we remark that DFG(p)(Y1, ..., Yx) € Y but we omit the proof.
We begin by observing that DG (¢) € % (X, Y). Indeed, by (17) we have

ID*G@) W, ..oyl < MUl - - Il

for all ¥, ..., Y € X, where M > 0 is a constant depending on €2, J and S.

We conclude by verifying that DG (¢) is indeed the derivative of D*~!G at¢ € X.
Using the same shorthand notation as in the proof of Lemma 10, we consider, forn € X,
V=1, ..., Y1) € X*Vwith ||y|| < 1foralli=1,...,k—1landr e Q,

(DX1G (¢ + M) (@) — (D 'G(@)¥)(x) — (DFG(d)(n, ¥)) (1)
k—1
:/](r, )R ) [ [ . x)ar’

a i=1
where

R(r,v'):=S D (e, ) +17 (r,¥)) — SE V(g7 (r, 1)) = SP (o7 (r, V') (x, 1)
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848 S. A. van Gils et al.

Exactly as in the proof of Lemma 10 we may use the Mean Value Theorem and uniform
continuity of S® on compact intervals to conclude that for each & > 0 there exists
8 > 0 such that ||n|| < & implies |R(r,r")| < ¢||n| for all r, ¥’ € Q. Hence we have

ID*'G (¢ + my — DX'G(p)y — DG () (n, ¥)Il < Meln|l

provided ||n|| < &, where M > 0O depends on 2 and J. m]

2.4 Choosing the spatial state space

We believe that our choice for Y = C(Q) made in Sect. 2.1 deserves some comments.
In Faye and Faugeras (2010) and Veltz and Faugeras (2011) the authors instead elect
to work with the Hilbert space ¥ = L?(2). In our opinion this choice suffers from at
least three mathematical complications.

The definition of G
It is no longer clear that G is well-defined by (3). Namely, apart from square integra-

bility one also needs to verify the following. If ¢, ¢ € X and for all r € [/, 0] one
has

o, ¥)=¢,r) aer eQ (18)

(where a.e. stand for almost everywhere, i.e. ¢(t,-) and ¢(t, -) represent the same
element in L?(2)) then this should imply that for almost all r € 2 one has

d(—t(r,r), r)=¢(—1(r,r),r) aer eQ (19)

There are bounded 7 € C(£2 x £2) for which this implication fails. For example, let
Q = (0, 1), write x = r and r = r’ and let ¥ and v be representatives of the same
element in L2(R) that differ in zero. If we define

o, r):=vr+1), ¢, r) =9+t VreQ

then ¢, $ € X and (18) holds forall ¢ € [—1, 0]. However, if 7 (x, r) = r, independent
of x € Q, then ¢(—7(x,r), r) = ¥(0) and ¢(—7(x, r), r) = ¥ (0) which shows that
forallx =r € Q wehave inequality in (19). Clearly, this choice of 7 is very unrealistic,
but it does indicate a problem that needs to be addressed when one works with spaces
of equivalence classes of measurable functions. It is not obvious that a more realistic
choice such as t(x, r) := |x — r| does not exhibit the above phenomenon.

First order Fréchet differentiability

Even if we assume that the above problem can be solved satisfactorily by imposing
additional (physiologically plausible) conditions on t, there remains the question of
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whether the first order Fréchet derivative of G appearing in Lemma 10 maps X into
Y when Y = L?(). For the sake of simplicity, let us assume that J(r,r’) = 1 and
¢ = 0. Then the mapping

Qsr— /1//(—1:(1‘, r'), r)dr e R (20)
Q

should be in L?(2) for all € X. This is not obvious. An attempt to prove this
statement is contained in the proof following Faye and Faugeras (2010), Lemma 3.1.1.
The authors write, forr € ,

2

/w(—r(r, r),r)dr 5/1//2(—r(r, ), r)dr’ < sup /wz(t,r’)dr’
5 o te[—h,O]Q

The first estimate is by the Cauchy-Schwarz inequality. As it stands, the second esti-
mate only seems to be valid under certain extra conditions on v and / or 7, since t
depends on the integration variable.

Higher order Fréchet differentiability

In verifying second order differentiability we encounter problems similar to those
pointed out above. Another complication appears in conjunction with derivatives of
order three and higher. For instance, consider k = 3 in Proposition 11. Let 2 = (0, 1)
and write x and y for r and r’. Define ¢ € X by ¥ (z,r) := r_% forall t € [—h, 0]
and r € Q. Then clearly {» € X but the integral

/ 1//3(—r(x, r),r)dr
Q

diverges for all x € Q so D3G(0) does not map X into Y.

Which space to choose instead?

It appears that the choice Y = L?(2) with 1 < p < 1is not very fortunate. Moreover,
from a biological point of view it is rather unclear why the membrane potentials should
be merely p-integrable on 2 and not necessarily bounded.

Thus we are led to consider alternatives. Within the class of Hilbert spaces the
Sobolev space H¥(2) comes to mind. By standard Sobolev embedding theory each
element of H*($2) has a (unique) continuous representative, provided k € N is suf-
ficiently large (depending on the dimension of €2). Moreover, H*(2) is a Banach
algebra under mild conditions on €2 (Adams 1975, Thm. 5.23). However, for arbitrary
¢ € X the mapping (20) cannot be expected to possess k weak derivatives in L?(£2).
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Other possibilities are Y = L®(Q), Y = B(Q) and Y = C(Q), where B(Q)
is the Banach space of everywhere bounded, measurable functions on . Note that
the first two spaces differ in the sense that L°°(€2) consists of equivalence classes
of essentially bounded, measurable functions on 2. The first choice satisfies all our
needs, but it may potentially suffer from the problem indicated in Sect. 2.4. The second
choice takes care of all the above technical complications but also introduces new ones.
Most notably, the Arzeld-Ascoli theorem, used in Sect. 3.1, does not hold in B(Q).
The choice ¥ = C () seems to be fitting both from a modelling as well as from a
technical perspective.

3 Resolvents and spectra

Let DG(¢) € .Z(X, Y) be the Fréchet derivative of G at the steady state vector $ € X,
i.e. ¢ is independent of time (but possibly dependent on space) and

—adp+G(p) =0 QD

by (NF). Using Lemma 10 we obtain

(DG ()p)(r) = / Jo@, (=, r), r')dr Yoe X, VreQ (22

Q

where
Jo(r,¥)) := J(r,r)S (p(—1(r,¥), 1)) (23)

In this section we are interested in the spectral properties of the linear problem

V() = —aV() + DG@)V, 1=0 4)
V() =¢@) 1 €[—h,0]
with & > 0, which is a special case of the problem
x(t) = —ax(t)+Lx; t>0
(x(t) = $(0) t € [~h.0] =

where Y is a complex Banach space, X = C([—h,0];Y), L € Z(X,Y)and« € C.

Remark 12 For the spectral analysis of this section it is necessary to work in Banach
spaces over C. So, whenever we discuss the spectral properties of (24), we implicitly
assume that the spaces X and Y and the operators acting between them have been
complexified. In fact, one should also complexify the sun-star duality structure intro-
duced in Sect. 2.2. This task is not entirely trivial and rather tedious. Fortunately it
has been carried out in Diekmann et al. (1995), Sect. II1.7.
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In Sect. 3.1 we make several standard observations on the structure of the spectrum
of the generator of the strongly continuous semigroup solving (25). Familiarity with the
basics of spectral theory and semigroup theory is presumed, for which we recommend
Taylor (1958), Ch.V and Engel and Nagel (2000). We would also like to mention the
nice application-inspired paper Arino and Sanchez (2006) for a detailed treatment of
abstract linear DDE with bounded right-hand sides, partially in the context of Hale
(1977) formal duality approach. Some of our statements are similar to those found in
Veltz and Faugeras (2011), Sect. 3.1, but our approach (as well as the choice of state
space, see the remarks in Sect. 2.4) is sometimes different. For instance, following
Diekmann et al. (1995), Def. 11.4.22 and Arino and Sanchez (2006), Sect. 4.1; we
believe that the employment of Browder’s (instead of Kato’s) definition of the essential
spectrum leads to somewhat simpler arguments.

In Sect. 3.2 we specialise to (24) and choose ¥ = C(Q) and L = DG(@). It
is shown how to obtain explicit representations of resolvents and eigenvectors for a
particular (but still rather general) choice of connectivity function J.

3.1 Spectral structure

We recall from Theorem 8§ in Sect. 2.2 that the strongly continuous semigroup 7 on
X corresponding to the global solution of (25) is generated by A : D(A) C X — X
where

DA ={pecX:¢ ecXandg' (0) = —ap(0) + Lo}, Ap=¢ (26

At this point we establish some standard notation. Let S : D(S) C U — U be a
closed linear operator on a complex Banach space U. We denote by p(S) C C, o (A)
and op(A) the resolvent set, the spectrum and the point spectrum of S, respectively.
When z € p(S) we writeZ R(z, S) := (z — §)~! for the resolvent of S at z. For any
z€ Cwelet Z(z — S) and .4 (z — §) denote the range and the nullspace of z — S.
The results in this subsection are rather easy consequences of the following gen-
eralisation of Diekmann et al. (1995), Thm. IV.3.1 and Cor. IV.3.3. It will turn out to
be very convenient to employ tensor product ® notation as introduced in Engel and
Nagel (2000), p. 520. We recall the definition from there for the reader’s convenience.

Definition 13 Let U, V be complex Banach spaces and let .% (I, V) be a complex
Banach space of V-valued functions defined on an interval I C R. Let B € Z(U, V)
andg: 1 — C. Ifthemapg®uv:I2>st+> g(s)ve Visin F(,V)forallveV,
then we define g ® B : U — % (I, V) by

[(¢ ® B)ul(s) := (g ® Bu)(s) = g(s)Bu

forallu e U ands € I.

2 1tis customary to suppress the identity operator and write A — S instead of A — S.
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We also introduce some auxiliary operators. For each z € C and 6 € [—h, 0] we
set £,(0) := ¢, With L as in (25) we define

LZEX(Y), L.f=L(;®f)
0

Hoe 2(X)., (H.$)®) = / O (s) ds @7
]

S. € Z(X,Y), S.6:=¢0) +LHe

forall feY,¢p € Xand O € [—h,0].

Proposition 14 (Engel and Nagel 2000, Prop. V1.6.7) For every z € C define A(z) €
ZL(Y) by

ARy =z+a—L, (28)
Then ¢ € Z(z — A) if and only if
A@R)f =S¢ (29)

has a solution f € Y and, moreover, 7 € p(A) if and only if f is also unique. If such
is the case, then

R(z, A)p = (¢ ® A(2))S:¢ + Hep (30)

Furthermore, S, is surjective for every z € C, so A € o (A) ifand only if0 € o (A(}X)).
Finally, W € D(A) is an eigenvector corresponding to A if and only if = ¢, ® q
where q € Y satisfies A(A)g = 0.

Corollary 15 Let 7 # —a. If L, is compact, then Z(z — A) is closed.

Proof From the part of Proposition 14 regarding (29) we have ¢ € Z(z — A) if
and only if S;¢p € Z(A(z)). From the theory of compact operators Taylor (1958),
Sect. 5.5; it follows that A(z) = z + @ — L has closed range, since z + o # 0. Now
let (¢,),eN be a sequence in Z(z — A) converging to some ¢ € X. Then the sequence
(S;0n)neN in Z(A(z)) convergesto S,¢p € Z(A(z)), since Z(A(z)) is closed. Hence
¢ e Z(z—A). O
Remark 16 For the particular case (24) with ¥ = C(Q)and L = DG((]S), compact-

ness of L, for each z € C follows easily from the Arzela-Ascoli theorem since L; is
a Fredholm integral operator with continuous kernel Jpe 7.

As dimY = oo the shift semigroup 7y on X is no longer eventually compact.
Consequently we need to consider the possibility that o (A) contains points that are
not isolated eigenvalues of finite type.

Definition 17 (Browder 1961, Def. 11) The Browder essential spectrum oggs(S) of a
closed and densely defined operator S : D(S) C U — U consists of all A € o (S) for
which at least one of the following three conditions holds:
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(i) A is an accumulation point of o (S);
(i) Z (A — S) is not closed;
(i) Ugso A1 — $)¥] has infinite dimension.

We also recall that if A is in the point spectrum op(S), then the closure of the
subspace appearing in (iii) is the generalised eigenspace M (A, S) corresponding to A.
Its dimension m; (which may be 00) is the algebraic multiplicity of L. If m; < oo then
A is called an eigenvalue of finite type. If m; = 1 then X is called a simple eigenvalue.

Corollary 18 Suppose L, is compact for all z # —a. Then oess(A) C {—a}. More-
over, o (A)\{—a} consists of poles of R(-, A). The order of A as a pole of R(-, A)
equals the order of zero as a pole of R(-, A(X)).

Proof Letk € 0(A) and A # —«. Corollary 15 implies that (ii) in Definition 17 (with
S = Aand U = X) cannot be true. Since A+« # Oisino (L,) and L, is compact, it
follows (again from general spectral theory, see e.g. Taylor 1958, Sect. 5.8) that A + «
is a pole of R(-, L;), say of order k > 1. If we can prove that X is a pole of order k
of R(-, A), then we are done. Indeed, it then follows that in particular A is isolated in
0 (A), so (i) in Definition 17 cannot hold. By Taylor (1958), Thm.5.8-A the same is
true for (iii).

Let us therefore prove that X is a pole of order k£ of R(-, A). First we remark that
the map

Cozr L, e ZXY) (3D

is continuous at A. The proof of this fact is standard and has been omitted. If z is in
p(A) then z + o € p(L;) and

A =G@Ha—L) " =gt~ L+ (L~ L]
A continuity property of the resolvent (Kato 1966, Theorem IV.3.15) together with the

continuity of (31) at A implies that for z sufficiently close to A we have z+« € p(L;)
and

AR '=G@+a—-L) T +o(r—z)) asz— A

where o(|X — z|) denotes a term that vanishes as z — A. By (30) we see that for z
sufficiently close to A,

Rz, A) = (6:® (z+a — L) ")S: + H. + o(IA — z|) (32)
where it was used that ||S;|| remains bounded as z — X, which can easily been
seen from (27) (with X replaced by z). This already establishes that A is an isolated

singularity of R(-, A). To conclude the proof we recall that A + « is a pole of R(-, L;)
of order k > 1. Hence A itself is a pole of order k of the mapping

Csz> z+a—Ly) e 2
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The result now follows from (32) since C 3 z — H, € Z(X) is analytic in z = A
and the zero-order term in the power series expansion of C 2 z — §; € Z(X,Y) at
z = A does not vanish, as is easily checked. O

Hence, although for the application to (24) that we have in mind essential spectrum
exists in the form of the exceptional point —a < 0, it is properly contained in the left
half-plane and therefore rather harmless. This situation seems to be quite common in
DDE arising in population dynamics, see the remark in Arino and Sanchez (2006),
p. 321. As a pleasant consequence, most of the results in Diekmann et al. (1995),
Sect. IV.2; have immediate analogues in the present setting. We will limit ourselves to
the statement of two such results that are also important for the application of center
manifold theory in Sect. 4.

Lemma 19 (Engel and Nagel 2000, Thm. VI.6.6 and Corollary IV.3.11) The semi-
group T generated by A is norm continuous for t > h. Consequently wy = s(A),
where wq is the growth bound of T and s(A) is the spectral bound of A.

The above lemma implies that, for the linear problem (24), the (in)stability of the
zero solution may be inferred from the location of the poles of R(-, A) in the complex
plane. More precisely, we have the following result, which is a direct analogue of
Diekmann et al. (1995), Thm. IV.2.9.

Proposition 20 Suppose B > —a. Let
A=AB):={re€a(A) : Rer > B}

and let Py € £ (X) be the spectral projection associated with A, see Taylor (1958),
Sect. 5.7. Then

X =Z(Pr) ® Z(I — Pa)

where the first summand is finite dimensional, the second summand is closed and both
summands are positively T -invariant. Moreover, there exist K > 0 and ¢ > 0 such
that

IT () Pall < KePTO P Vi<0

(33)
IT@)I — Pyl < KePT T — Pyl ¥1>0

We observe that T (¢) Py is well-defined in (33) for all # < 0, since T (¢) extends
uniquely to a group on the finite-dimensional range of P .

The extension of the above decomposition and exponential estimates to X ©* pro-
ceeds exactly as in Diekmann et al. (1995), p.100-101.

3.2 Explicit computations

In the remainder of this section we consider a homogeneous neural field with trans-
mission delays due to a finite propagation speed of action potentials as well as a finite,
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fixed delay 79 > O caused by synaptic processes. Space and time are each rescaled
such that 2 = [—1, 1] and the propagation speed is 1. This yields

tx,r)=1+|x—r] Vx,reQ 34)

For the connectivity function we take a linear combination of N > 1 exponentials,
N
T, r)y=> " Ge vy reQ (35)
i=1

where
¢ € C with¢; #0, ni € C with pu; # pjfori # j

(As the number N of exponentials remains fixed, we suppress it in our notation.) In
addition to (Hg) we also require here that S(0) = 0. We study the stability of a spatially
homogeneous steady state =0 by analysing the spectrum of the linearised system
(24). Following (23) we incorporate S’(0) into the connectivity function,

N
JoGe,r) =D cie Mo = S0y
i=1

In order to avoid overly convoluted notation we henceforth write J instead of Jp.
Assuming the form (35), in the next two subsections we explicitly compute the point
spectrum op(A) with A as in (26) as well as the resolvent operator R(A, A) for A €

p(A).

3.3 Characteristic equation

In this example the operator A(A) introduced in (28) is given by

1

(AW x) = (h + a)g(x) — / J(x, r)e e g () dr (36)
—1

forallA € C,g e Yandx € Q = [—1, 1]. We let
kiz=x4u; Vi=1,...,N (37)

and define foreachi = 1, ..., N the integral operator K; € .Z(Y) by

1

(Kig)(x) = / Rl () dr

—1

@ Springer



856 S. A. van Gils et al.

and set (Kq)(x) = [(K19)(x),...,(Kyg)(x)] € CN, By introducing ¢ :=
[c1,...,cn] € CN, A(M) is written as

AMg =+ a)e*?g —(c-Kq), (c-Kq)(x):=(c-Kq(x))  (38)

where (a - b) := ZIN:I a;b; is a pairing of two complex vectors @ = [ay, ..., a,] and
b =1by,...,b,]. We solve the equation A(A)g = 0 by formulating a linear ODE in
terms of g by repetitive differentiation. For this purpose the next lemma is useful.

Proposition 21 All solutions q € Y of the equation A(L)q = 0 are in fact in C*®(Q).

Proof Therange of K; is contained in C! () and therefore any solution of the equation
A(A)g = 0is an element of C°(R). O

Letg € C%(Q). The first derivative of A(X)g with respect to the spatial variable
contains terms that involve integration over the intervals [—1, x] and [x, 1]. The second
derivative has a nicer structure:

D>A(NG = (A4 a)e*™gP +2(c - k)g — (ck* - Kq) (39)

in which ¢® denotes the second derivative of ¢ and for each m € N the vectors k& and
ck™ in CN have elements k" and c;k", respectively, fori = 1, ..., N. This identity
allows for straightforward calculation of higher derivatives. For the following lemma
we recall the definition in (37).

Lemma 22 The set . = {» € C : 3i,j € {l,...,N},i # j, st.k? = kf}

contains at most %N(N — 1) elements.

Proof All k; are distinct since (by definition) all u; are distinct. So for i # j, ki2 =
k? = A= —%(Mi + 1) € . The number of (unique) elements in this set is at most

the number of unique pairs (i, j), i, j < N,i # j, which equals %N(N —1). O

Lemma 23 Let A ¢ .. Then there exist unique vectors { = [Lo, ..., {N—1] € ((Zv
and B = [Bo, ..., Bn]1 € CNT depending on 1 and such that for every g € C*N (Q)
one has

Go+ DI+ ...+ v DIV 2+ DIN)A(g
=Bo+BID2+ -+ By DIV 4 By D2V )g

Proof Let Q :=[q,q?, ..., q*")]. Repeated differentiation of (39) yields the fol-
lowing system of equations:

A(M)g
D2A(M)gq
. =MQ-V (40)

D2V A(h)g
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where
0 0 0 ... 0 (c-Kq)
(c-k) 0 0 ... 0 (ck? - Kq)
M= Gta)4+2| € k) (b 0 L0y (ck*- Kq)
(c.kiN—l) N -2 '=)) (c.k)é (ckZN.-Kq)

=57
=

and [ is the identity matrix of size N + 1. (Note that (40) is an equality that holds
on Q. Also, the definition of Z7 is not used in the current proof, but will reoccur in
Appendix A.) We take a linear combination of the rows in (40) with the components
of the vector Z :=[¢, 1] € CN+1 such that this combination of the elements of V in
(40) vanishes. This eliminates all integral terms entering (40) via K . Thus we seek
¢ such that zTv =0, ie.

F1 1 ... 1
Kok Lk || akig
k4 k4 k4 C2K2q
[c1]] &1 K2 oo Ky . =0 41)
cnKng

2N 12N 2N
3N SN RN

=WT

on Q. If this equation is to be satisfied for any ¢, then we must have WZ = 0, which
is equivalent to

I S S A k2N
2 4 2N-2
1 B K ...k J2N
r=—|" (42)
2 4 2N-2 2'N
1K Ky . ky ki
=W

The N x N Vandermonde matrix W is invertible since all kl.2 are distinct by Proposition
22. Hence ¢ can be found by applying W~! to (42). To find 8 we apply the row vector
[z, 117 from the left to (40) to infer that 87 = [¢, 1]7 M. Hence

kN
|
W= o
S U | I
kY
-1
which concludes the proof. O
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Remark 24 For A € . the vectors ¢ and B still exist, but they are not unique, as can
be seen from (42). For simplicity we do not consider this case here.

Theorem 25 Suppose A & . and let {,B,}Nl as in Lemma 23. Then A(A)g = 0
implies

Bog + B1g® + -+ By-1g®V P + Byg® =0 (44)

Proof Since A(A)g = 0 on it holds that D™ A(A)g = O for all m € N. The result
now follows from Lemma 23. O

Our next objective is to obtain what one could call a converse to the above theorem.
Specifically, we ask when for a given A € C with A ¢ . a solution g of (44) also
satisfies A(A)g = 0. For this we start by noting that eigenvalues of the ODE (44) are
roots of the characteristic polynomial

P(p) = Bnp™™ + Byo10"V 24+ 1o+ Bo (45)

Evaluating the coefficients §; of this polynomial by means of (43) yields the following
result. Its proof may be found in Appendix A.

Proposition 26 For A & .7 the characteristic polynomial &2 is given by

MO(K‘*‘O‘ o e AR 2
P(p) = H — ki) + D ki) [ (0* = k; )% 46)

=1 i=1 j=1
J#

Since & is an even function, it follows that if p € C is an eigenvalue of (44) then
the same is true for —p.

Proposition 27 If (46) has 2N distinct roots £p1(X), ..., £pn (L) then the general
solution of (44) is of the form

N

gr(x) = Z [yl.eﬂi()»)x + y_ie—p[(k)x:l VyeQ (47)
i=1

where the coefficients y+; € C are arbitrary.

For (47) to satisfy A(A)g, = 0, from (38) we see that

N
0= (AWM ) = +a) D [yie”™ + y_ie "]
i=1
1

N N 1
—>ei> | / e KITHAr g 4y / ekileri=or gr | 48)
—1

j=1 =1 e
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must hold for all x € Q. For notational convenience we have suppressed the depen-
dence on A of g, p; and k. Recalling that 2 = [—1, x] U [x, 1] for each fixed x € €,
we split the domains of integration accordingly. If

kj(A) #+pi(x) Vi, j=1,2,...,N (49)
then (48) becomes

0 =+ a) Z i ePix y_ie_p"x]

i=1

N N e T
zk ] e—(k/—Pz) ) e—(k1+Pz) )
j=1 i=1 k/ —P; kj — Pi k] + pi
N N . —(kj+pi) —(kj—pi)
T3S | e - C e L
=1 =1 kf—pf kj+ pi kj = pi

Sorting the terms according to their exponents in x while again suppressing dependence
on A of p; and k yields

ol N 2cik;
O = Z yiepix e)LTO()\‘ + a) - k2 ’ 12
i=1 P R
N
2cik;
+7/—i€7pix ekro()h_}_a) o 5 J 12
j=1 k] - pi

[Z”’k,+pl+lz;y' ”

i=1

Proposition 26 guarantees that all coefficients of e *)* vanish. As for the remaining

terms, all coefficients of etk Mx ghould vanish as well. Thus we must have

e Pi
[Zyz +Zy,k +pl}_0

[Zyzk +P;+§y1k — :|=0

i=1

é )
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where dependence on A of p; and k was suppressed. This yields a set of 2N linear
equations: one for each ki WX With T = [v1, 2, .- -3 YNs» V=1, Y=2, ..., Y—N] and
the matrix S(}) defined by

S(A) : Si S)J‘r (50)
By
where
_ ePi ) N P
(S0 = s [Tl =
At — pi(A) A+ pi(d)
we seek I" such that
SHI'=0 (@28

In order for this system to have a non-trivial solution I' = I, it is necessary (and
sufficient) for the determinant of S(A) to vanish,

detS(x) =0 (52)

This result is summarised in the following theorem.

Theorem 28 Suppose that A & . and assume that the characteristic polynomial &
in (46) has 2N distinct roots, denoted by £p; (A) fori = 1,2,..., N. If A satisfies
(52) and (49) then L € o,(A). The corresponding eigenfunction is &5 & qj, with g,
given by (47) with Ty, a solution of (51).

Remark 29 Two comments on the above Theorem seem in order.

(i) The above procedure can easily be adapted to cover the degenerate cases excluded
in Theorem 28. All we need is to adjust the form of g, in Proposition 27. We do
not pursue this for reasons of clarity and readability. Rather, in specific instances
we check that degeneracy is not an issue.

(i) We expect that that the order of A as a root of (52) equals the multiplicity of A as a
pole of R(:, A), see Corollary 18 in Sect. 3.1. This would give an explicit way to
verify simplicity of critical eigenvalues in Sect. 4. We intend to comment on this
issue in future work.

3.4 Resolvent
Now that we are able to reduce determining the point spectrum, in this specific example

and modulo a technical restriction, to a finite dimensional matrix problem, the next
step is to determine the solution of the resolvent problem,
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@-—AY=¢ (53)

i.e. to find a representation of ¢ € X in terms of the given function ¥y € X when
z € p(A). For this task we see from Proposition 14 in Sect. 3.1 that we first need to
solve

Ay (0) = S:¢ (54)
For our specific example the above is equivalent to an integral equation for ¢ := v (0),

1
(z+a)g(x) — / J(x, r)e_ZTO_le_rlq(r) dr=h,(x) VYxeQ (55)
|

where

1 0
ho(x) == ¢(0, x) + / / J(x, rye 2wt =zx—rlg o pydsdr  (56)

-1 —7o—|x—r|

forall x € Q. Inspired by (47) we propose the following variation-of-constants Ansatz
for its solution

N
qx) =gx)+ Z [vi()eP™ +y_i(x)e™P*] VxeQ
i=1

Wher_e p+i(z) are distinct roots of (45). We seek g € C(Q) and V41, ---» VAN €
C'(Q). Substitution into (55) and suppressing dependence on z of &, p;i and k yields

N
eOh(x) = €z +a)g(x) + (2 + @) D [yi(x)e” T + y-i(x)e ]

i=1

1

N N ]
=D cjet / e hig(rydr )] / i (e R 1y (e R dr
j=1 i=1"

X

X

N N 7
ety [ a3 1ot 0 et
j=1 =1

—1
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If (49) holds, we may integrate by parts and rearrange the terms,

N
E0h(x) = (2 + )P () + €@+ ) Y [ e + i @e ]
i=1
N pix o—Pix pix —pix

e e
—Ec-i-x+ —i(x)+ i (x) + _~x]
jlikj‘i‘pi%() kj_ y—i(x) k]_pi%() kj+piyl()

N cekitniy, —kj=piy,_.
k;x e TPy () ey (1)
S [0
Z ! ; kj — pi kj + pi

1 .
/ e [g<r>+z - yg(r)+k€j+p'pl_y;.<r>]dr}

X

N o —kj=pi.,. —kj+piq, . (_
—kjx e TPy (=) e TPy (—1)
+ cje { [ + ]
Z ! Z kj+ pi kj — pi

N . .
kir e e
+ [ fir e+ [(r)+ ') |d
/le [Fe) < GOt (]ar]
(57

where again dependency of /1, p; and k on z was suppressed. When z ¢ ., Proposition
26 is applied and all terms involving e« drop out. We can choose g = g, as

h; _
g:(x) := i) VxeQ

provided we can achieve that the remaining terms (i.e. the last_four lines) of (57)
vanish. So for j = 1, 2, ..., N it should hold that for every x € €,

1
e Pir
- d
/e [g(r>+2[k — )+ ,+piy’(r)ﬂ r

k,i ) | ]
kj— kj + pi

and
X

/"f’ (>+§N [ o '(r) + ™ ’()} d
e —g(r v (r y_.(r r
= Lkj+p kj—pi"™

N

7. —Pi . _1) epi _(_1)
k; e Piyi( Y—i -0 58
e ;[ kj+ pi - kj — pi %)

with the same notational convention as before. We seek functions y.4; such that the
integrands and the remaining terms in (58) vanish. This yields the system
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T~ TzJr Pz+(x) %) ’ _hz(x) -1 S
][ e re =] ven

=T (z)

where 1 € RY is the vector with one on each entry,

1

Ti =0,
;. kj(z) £ pi(z)

PE(x) = diagy [eif“(z”‘, o eipNW] (59)

and

C=[yi,...,vN:V=1:---, Y-N]

If the matrix 7T (z) is invertible, we find I' = I'; by matrix inversion and integration,

~ [h() [P-() o L[t
I';(x) —F(),Z-i—/ P, |: o Pz+(r):| T(z) |: 1i| dr (60)

X0

=1 (x)

for some initial reference point xq in €2 and integration constants I'y, € C*V. Any
choice of integration constants results in a choince for I"; for which the integral terms
in (58) vanish. In order to satisfy the remaining terms in (58), I'g ; is chosen as

_ sz st 0 o[l
fos =750 [ 0 s Sz][fz(—n] ©b

for S(z), S, and §7 as in (50). Clearly, S(z)~! exists if and only if det S(z) # 0,
which is consistent with the fact that the resolvent operator R(z, A) is not defined
when z € op(A). We are now ready to formulate the key result of this section.

Theorem 30 Suppose that z € p(A) and
72&.;

the characteristic polynomial & has 2N distinct roots;
condition (49) holds and;
o the matrix T (2) is invertible.

Then the solution of (53) is given by Y, = ¢; @ q, + H,¢ with

N
L3 e e @] vieq @)

i=1

q:(x) = Z+O€

with T, given by (60) and h; is as in (56).

Remark 31 The fourth condition in the above Theorem seems peculiar and of a dif-
ferent nature than the first three, which already occured as simplifying conditions in
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Sect. 3.3. We refrain from investigating this issue here. Wherever we need the result
of this theorem, we check the fourth condition explicitly.

4 Normal forms for local bifurcations

Let¢p € X bea stationary point of the semiflow generated by (DDE). By Theorem
8 in Sect. 2.2 the linearisation of this semiflow at ¢ defines a strongly continuous
semigroup 7 of bounded linear operators on X, generated by A as in (14) and (26).
If F is as in (6) then T will be the solution semigroup of the linear problem (24),
which is of the form (25). In the present section we prepare for the computation of
a critical normal form when ¢ undergoes a Hopf or a double Hopf bifurcation. The
actual computation is performed in Sect. 5.

In Sect. 2.2 we alluded to the fact that a reformulation of equations of type (DDE),
such as (NF), as an abstract integral equation of type (AIE) allows for a relatively
straightforward application of basic dynamical results such as the center manifold
theorem. Indeed, by (AIE) and the exponential estimates of Proposition 20 in Sect. 3.1
the general center manifold theory for AIE presented in Diekmann et al. (1995), Ch.
IX; is directly applicable to (DDE) in the setting of Sect. 2.2. We shall relegate a more
detailed technical presentation to the forthcoming paper Van Gils and Janssens (2012).

There exists an efficient approach based on Fredholm’s solvability condition
towards the derivation of explicit formulas for critical normal form coefficients of
local bifurcations of dynamical systems. Once such formulas have been derived for
a certain class of dynamical systems, they may be evaluated for specific equations
using spectral information from the linearisation at the critical equilibrium or fixed
point, together with information on the higher order derivatives of the particular
non-linearity. The technique goes back to Coullet and Spiegel (1983) and has been
successfully applied to ordinary differential equations (Kuznetsov 1999, Kuznetsov
2004, Sect. 8.7) and iterated maps (Meijer 2006, Kuznetsov and Meijer 2005,
Govaerts et al. 2007). The resulting formulas have been implemented in the software
packages CONTENT (Kuznetsov and Levitin 1997), its successor MATCONT (Dhooge
et al. 2003) and CL_MATCONT for maps.

In the forthcoming paper Janssens et al. (2011) the method is applied to AIE and
DDE. Here we briefly summarise the results related to Hopf and double Hopf bifur-
cations, obtained using the Fredholm solvability technique, see Lemma 33 below. In
the Hopf case the corresponding formulae have been first obtained in Van Gils (1984),
Diekmann et al. (1995) using a different method. As expected, the formulae given
below look very similar to those given in Kuznetsov (1999) and Kuznetsov (2004),
Sect. 8.7. However, one should pay special attention to their proper interpretation in
the current functional analytic context.

4.1 Preliminaries
In Sect. 4.2 and 4.3 we will consider the situation that ¢ € X is a stationary point of

the non-linear semiflow generated by (DDE) and the linearised problem takes the form
(25) with A as in (26) and L, compact for all z % —a. There is no loss of generality in
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assuming that ¢3 = 0. Suppose that A has n, > 1 simple eigenvalues on the imaginary
axis, counting multiplicities.

Remark 32 One may show that 0 (A) = 0 (A*) = 6 (A®) = 6 (A®*), see Diekmann
et al. (1995), p. 100-101 and also Engel and Nagel (2000), Proposition IV.2.18. We
will use this fact in the remainder of this section. For a detailed discussion of the ‘lift-
ing’ of the spectral properties of A to corresponding properties of the various (adjoint)
generators, we refer to Diekmann et al. (1995) p. 100-101.

This implies the existence of a non-trivial center subspace X of finite dimension n,
and spanned by some basis ® consisting of (generalized) eigenvectors corresponding
to the critical eigenvalues of A. There exists a locally invariant center manifold % .
that is tangent to X at the origin. One can show that on %/’ . the solution satisfies the
abstract ODE

i(t) = jTUA®" ju(t) + Ru())) VieR
where the non-linearity R is given by Lemma 4 and is as smooth as the mapping F
appearing in (6). Let £ (¢) be the projection of u(¢) onto X¢. Then & (¢) can be expressed

uniquely relatively to ®. The corresponding coordinate vector z(¢) of £(¢) satisfies
some ODE that is smoothly equivalent to the normal form

= > @O+ 0@n" VieR (63)

1<|v|=3

with unknown critical normal form coefficients g, € R"<. Here v stands for a multi-
index of length n.. If F is sufficiently smooth, we may define

B e (X, X%,  B($1,¢2) := D’R(0)(¢1, $2) (64a)
C e L(X, XD, C@1, ¢2,¢3) = D’RO)@1, 62, ¢3) (64b)

for all ¢; € X. The nonlinearity R : X — X©* may then be expanded as

1 1
R(¢) = 5B($.d) + 3,C@. . ¢) + oligl*) (65)

Let 57 : V C R"™ — X be a mapping that is as smooth as F and defined on a neigh-

bourhood V' of the origin in the coordinate space R"¢ with image (V) = #/; .
Then .77 admits an expansion
1 v 4
H@)= —hv” + 0(z) (66)

1<pv|<3 7

where v is a multi-index of length n. and 4, € X is an unknown coefficient. By the
invariance of %, we have

HGz)=u@®) VtreR
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Differentiating both sides with respect to time leads to the homological equation
AP j A (2) + R(H(2)) = jDH(2)2) (67)

Substituting the expansions (63), (65) and (66) into (67) and equating coefficients of
the corresponding powers of z, one recursively obtains the unknown coefficients £,
and g, by solving linear operator equations of the form

(A — A®)p®* = y©* (68)

where A € C and ©* € X®* is given. If ¢ o (A) then (68) has a unique solution
¢®* € D(A®*) for any given right-hand side. On the other hand, when A € o (A) a
solution ¢©* of (68) need not exist for all right-hand sides y©*. The following key
lemma provides a condition for solvability that is useful in this situation.

Lemma 33 (Fredholm solvability) Let A € C\{—a«}. Suppose that L, € Z(Y)
defined in (27) is compact. Then » — A® : D(A®) C X© — X© has closed range.
In particular, (68) is solvable for $©* € D(A®*) given ¥©* € X©* if and only if
(@9, Yy©*) =0 forall p© € N(L — A¥).

Proof From Corollary 15 in Sect. 3.1 we infer that Z (A — A*) is closed. We first prove
that this implies that Z (A — A®) is closed as well. Indeed, let (¥°),,cN be a sequence
in Z(A — A®) such that ¥ — ¥© € X©. Then there is a sequence (¢%),cN in
D(A®) such that

YO = (A — AP = (A — A"P®  VneN

where (15) was used in the second equality. Hence ¢° € Z(A — A*) foralln € N,
so there exists ¢© € D(A*) such that (A — A*)¢® = ©. Now

A*PC = —(h — AM)P® + 19° = —y© + 19® € X©
50 © € D(A®) and (A — A®)¢p® = ¥© by (15). Hence © € Z (L — A©).

The second statement in the lemma is obtained from Banach’s Closed Range The-
orem (Yosida 1980, Sect. VIL.5) by which it follows that (68) has a solution if and
only if ¥©* annihilates N(» — A®), i.e. if and only if

@2, ¥ =0 V¢ e N(L — A®)
To conclude the proof we show that N(A — A®) = N(A — A*). Indeed, N(A — A®) C

N (L — A¥) by virtue of (15). Conversely, suppose that © € N(x — A*). Then ¢© €
D(A*) and A*¢p© = 1p©® € X©. Hence N(A — A®) D N(L — A*) again by (15). O

4.2 The Andronov-Hopf critical normal form

In this case o (A) contains a simple purely imaginary pair A; » = £iwg with wg > 0
and no other eigenvalues on the imaginary axis. Let ¢ and ¢© be complex eigenvectors
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of A and A* corresponding to A; = iwg and satisfying (¢, $©) = 1. The restriction
of (DDE) to the critical center manifold %5 is smoothly equivalent to the Poincaré
normal form

¢ =iwoz+ guzlzl’ + O(lzh) (69)
where z is complex and the critical normal form coefficient go; is unknown. Any
point & in the real two-dimensional center subspace X corresponding to A > may

be uniquely expressed with respect to the set ® = {¢, ¢} by means of the smooth
complex coordinate mapping

§r (2,2, =599
The homological equation (67) presently becomes
AP j A (2,7) + R(H(2,7) = j(D.H(2,2): + Dz (2,2)7)
with center manifold expansion
— 1 .
= = I = 4
H(2D)=z20+7p+ D PTG
2<j+k<3

Note that since the image of 7 lies in the real space X, it follows that its coefficients
satisfy hx; = h ji. The derivates 7 and 7 are given by (69) and its complex conjugate.

Comparing coefficients of the quadratic terms z” and zZ leads to two non-singular
linear equations for jhyo and jhi; with solutions

jhao = —(A®*)"1B(¢, $)
i = Qiwo — A% B(@, $) (70)

There are two equations corresponding to the cubic terms z> and 72z, the first of which
is non-singular. The second system reads

(iwol — A9 jha1 = C(¢, b, ) + B(¢. hao) +2B(d., h11) —2g21jd  (71)
An application of Lemma 33 to (71) yields
1 — _
g1 = §(¢®, C(@,¢,¢) + B(@, hao) +2B(¢, h11)) (72)

with &0 and k1 implicitly given by (70). The cubic coefficient go; determines the
first Lyapunov coefficient [ by the formula

1
l1 = —Re g2
wo
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It is well known Kuznetsov (2004) that in generic unfoldings of (69) /1 < 0 implies
a supercritical bifurcation of a limit cycle on the corresponding parameter-dependent
locally invariant manifold, while /; > O implies a subcritical bifurcation of a limit
cycle there.

Remark 34 Notice that the vector ¢© satisfies A*¢p© = iwgp® instead of A*¢p® =
—iwp$® which is used in the finite dimensional case. The reason for this is that the
pairing (-, -) between X© and X©* is complex-linear in both arguments. Also, observe
that the values of the multilinear form in (72) and (70) are elements of the dual space
X©* of X©, i.e. they are (bounded) linear functionals. This has been taken into account
in the numerical computations of Sect. 5. A similar remark is valid for the expressions
in Sect. 4.3.

4.3 The double Hopf critical normal form
In this case o (A) contains two simple purely imaginary pairs
M4 =ZFiw, Ar3z=Fiw

with w; » > 0, and no other eigenvalues on the imaginary axis. Let ¢ 2 and ¢>?2 be
eigenvectors of A and A*,

Apr = iw1p1, App =iwgn, A*QC =iw ¢y, AP =iwney

As in the finite-dimensional case, it is always possible to scale these vectors such that
the ‘bi-orthogonality’ relation

(@), 07) =8ij (1<i,j<2)
is satisfied. In addition, we assume the non-resonance conditions
kwy #lwy forallk,l e N withk+1<5 (73)

Then the restriction of (DDE) to the critical center manifold #/¢

Ioc 18 smoothly equiv-
alent to the Poincaré normal form

21 =iwi1z1 + g100z112117 + gronzilza? + gxoozilzi* + gainzilzi Plz2l?
+gionzilz2lt + 0z, 21, 22,22 [%)
2 = iwz + giozzlzi? + gooniz2lz21* + go10z21z1 1* + grizizalzil?lz2)?
+go0n2221221* + O(ll(z1, 21, 22, 2 [1%)
(74)

where the constants gk, are all complex (Kuznetsov 2004, Ch. VIII). Define
b1t pr2| _ 82100 1011
P21 P22 81110 80021
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and assume that

Re p11Re p12Re pa1Re po # 0

As in shown in Kuznetsov (2004), Ch. VIII the restriction of (74) to %, is locally
smoothly orbitally equivalent to

21 =iwzi + pnzilzil? + palzl? +inzlzal* + sizilz*
+0(l(z1.71, 22.22) %)

2y =iz + puzalzil? + pnzlzl? + sazlz |t + inzlzalt
+0(lI(z1.21,22.22) %)

(75)

Here p;; and s; are complex while 7; are real, for 1 < i, j < 2. The real parts of s;
are given by

Re gi121 Re g2 Re g3z00Re goo21 |
Res; = Re g1022 + Re gio11 x - -
Regi110 Re goo21  RegaiooRe gi110 |

and

Re g ZRC 83200  RegaiooRe goo32 i
Re gio011 Regoioo0  RegioriRe gooo |

Re sy = Re go10 +Re gi110 X [

The real constants r; are of secondary importance in the bifurcation analysis of a
generic two-parameter unfolding of (75) and so we omit expressions for these. They
can be extracted from the proof of Kuznetsov (2004), Lemma 8.14.

The double Hopf bifurcation is a complicated bifurcation, both from a computa-
tional as well as a conceptual viewpoint. An unfolding of (75) is best analysed by
rewriting it in polar coordinates. The sixth-order terms may not be truncated, since
they may affect the qualitative dynamics. Depending on the sign of

Re p11Re p22 = Re ga100Re goo21

this bifurcation exhibits either ‘simple’ or ‘difficult’ dynamics, see Kuznetsov (2004),
Sect. 8.6.2. Assuming generic dependence on parameters, one may encounter invariant
tori, chaotic dynamics, Neimark-Sacker bifurcations of cycles and Shilnikov homo-
clinic orbits. Note that, although computations up to and including fifth order are
required to determine all critical coefficients, computations up to and including third
order suffice to distinguish between ‘simple’ and "difficult’ cases.

The critical normal form coefficients may be obtained using a procedure similar to
the Hopf case discussed in Sect. 4.2. We omit the details and only present the results,
noting that the center manifold now has the formal expansion

_ _ 1 .

= = = = ok 1=

H(21,71, 22, 22) =191 +2191 H 2292+ 2292+ Z Whjklmzlzlzzzrzn
Jrk+l+m>2 JoRCE
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At the second order in the corresponding homological equation, we find

jhi00 = —[A®*17'B(¢1, 6)

Jjhaooo = [2iwr — A1 ' B(¢1, ¢1)
Jhoto = [i(@1 + w2) — A% 17 B(¢1, $2)
Jhi001 = [i(w1 — w2) — A®* 171 B(¢1, ¢5)
Jhoooo = [Riwy — A®* 17 B(¢a, $2)
Jjhoot1 = —[A®*17'B(¢2, $2)

All operators in the right-hand side of the above equations are invertible due to the
assumptions (73) on the critical eigenvalues.
Further, one obtains the following equations for 4 j, with j +k +1+m = 3:

Jh3000 = [3iw) — A7 [C (g1, d1. 1) + 3B(haooo, $1)]
Jhaoto = [i oy + @2) — AT [C (g1, d1, $2) + Blhaooo, $2) + 2B (h1010. ¢1)]
Jjhaoot = [i Qi — w2) — A®* T [C(¢1. @1, 62) + B(h2ooo. ) + 2B (1001, $1)]
Jhi020 = [i (@1 + 2w2) — AT [C (@1, ¢2. $2) + Bhooao. ¢1) + 2B(hi010. $2)]
Jhioo2 = li(@1 — 2w2) — A7 [C (@1, ¢, $2) + B(hooo. ¢1) + 2B (h1001, $2)]
Jhooso = [Biwy — AT [C (g2, $2. $2) + 3B(hoo2o, $2)]

The cubic coefficients in the normal form (74) come from the Fredholm solvability
conditions and are given by

1 _ _
22100 = §<¢?, C($1, b1, ¢1) + B(haooo, 1) + 2B(h1100, $1))

gio11 = (97, C(¢1, ¢2, $2) + B(h1010, $2) + B(h1oo1, $2) + B(hooi1, ¢1))
gi110 = (@5, C(¢1, b1, 2) + B(hi100, $2) + B(hio10. #1) + B(hioo1, ¢1))

1 _ _
§<¢§9, C(¢2, b2, #2) + B(hoooo, 2) + 2B (hoot1, $2))

£0021

Similarly, one can compute all remaining coefficients in (74) by proceeding to orders
four and five. The resulting (lengthy) formulas are omitted. For the finite-dimensional
case these can be found in Kuznetsov (1999).

4.4 Evaluation of normal form coefficients

The computability of the normal form coefficients derived in the previous subsections
depends on the possibility to evaluate the dual pairing (¢©, ¢©*), where ¢© € X© is
some eigenvector of A* corresponding to a simple eigenvalue A € o (A) and ¢©* €
X©*. Moreover, the coefficients /,,, with v a certain multi-index, can only be computed
once a representation for the resolvent R(1, A®*) is known, where A € p(A). At first
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sight this seems to be a difficult task, since X© = Y* x L([0, h]; Y*) and hence
X =¥ x [L1((0, hL; YO)I*

see Sect. 2.2, and, as remarked there, [L' ([0, h]; Y*)]* # L% ([—h, 0]; Y**). More-
over, a representation of the second dual space Y** is generally unknown, e.g. when
Y = C(Q) as for (NF).

Remark 35 In Sect. 5 it will turn out that the second derivative B in (64a) vanishes due
to a symmetry in (NF) for the particular modelling functions chosen. In the present
subsection we deliberately do not exploit this information in order to illustrate a general
principle.

In this subsection we offer a way around these complications that works for equa-
tions of the type (DDE). We first deal with the problem of determining R (X, A®*).
From Lemma 4 in Sect. 2.2 it follows that the second and third derivatives defined in
(64a) and (64b), as well as all derivatives of higher order, map into the closed subspace
Y x {0} of X©*. By inspection of the expressions for the coefficients A, in Sect.Sect.
4.2 and 4.3 one sees that it is sufficient to obtain a representation of the action of
R(\, A®*) on this space.

Lemma 36 Suppose that A € p(A). For each y € Y the function = &, @ A(L) "y
is the unique solution in C'([—h, 01; Y) of the system

A (0) —DFO)y =y

Moreover, ©* = jr is the unigue solution in D(A®*) of (A — AP*)Y©* = (y, 0).

Proof We return to the setting of Proposition 14 in Sect. 3.1 with L = DG(0). Since
X € p(A) it follows that AL~ exists. We start by showing that ¥ = ¢, ® A(A)_ly
solves (76). Explicitly,

v©O) =AYy VO e[—h,0]

so clearly ¢ € CY([=h,0]; Y) and Y satisfies the second equation in (76). From (6)
we recall that DF (0)yy = —ay(0) + DG (0)yr. Therefore,

M (0) = DFO)y = (A + )y (0) — DGO)Y
— A+ )AM "y = DGO ® A y)
— A +a)AW y = Li(amy)
= AMAW) 'y =y

Lemma 9 in Sect. 2.2 implies that ji» € D(A®*), where j is the embedding defined
in (9), and
o 0 DF(0
(h— A% jyr = [3( )} - [ 1;,)‘”] ~ (.0)
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But 0 (A®*) = 0 (A) so y©* = jir is the unigue solution of (A — A9*)y©* = (y, 0).
Consequently, ¥ itself is the unique solution in C 1 ([—h,0]; Y) of (76). O

The above lemma takes care of one of the two problems sketched above. Now
suppose that A € o(A)\{—«} is a simple eigenvalue with eigenvector ¢ € D(A).
(Note that A is isolated in o (A) by Corollary 18 in Sect. 3.1.) Let ¢© € D(A*) be
a corresponding eigenvector of A*. Without loss of generality we may assume that
(¢, $°) = 1. Let P© and P®* be the associated spectral projections on X© and X©*,
respectively. We set out to evaluate (¢©, $©*) where ¢©* = (y,0) € Y x {0} € X©*
is given, but ¢© is unknown. Since the range of P®* is spanned by j¢ we have
PO*$p©* = kj¢ for a certain k € C. In fact, by (9) it follows that

(@©, ¢°%) = (PO9°, ¢©*) = (¢©, PO* ") =k (¢°, jp) =« (77)

so k is to be determined. This may be done as follows. From the Cauchy integral
representation (Taylor 1958, Sect. 5.8) for Pf* we infer that

2mi
aC,,

PO*pO* = L f R(z, A®"¢®*dz = kj¢ (78)

where C), is any open disk centered at A such that fx,o C p(A) where Cy o := C,\{A}
and Cj is its boundary. Since $©* € Y x {0} the integrand in (78) may be calculated
using Lemma 36. Specifically, for z € dC, we have

o o A@y
R(z. A%)$%" = j(e. ® A2) y)—[gchA(z)—]y]

Since j¢ = ¢ (0) we may restrict our attention to the first component to infer that

1
. f Ay dz = k¢ (0) (79)
2
aC;,

We note that the integral is Y-valued and (79) is an identity in Y. The integrand may
be evaluated using the results of Sect. 3.4. Indeed, for each z € 9C, itis necessary to
solve a system of the type (54), but with S;¢ replaced by y.

For this purpose we may apply Theorem 30 as follows. Let us assume that X is a
root of the characteristic equation (52) on the imaginary axis, A & ., the roots +p; (1)
of the polynomial (46) are all distinct and (49) holds. Suppose it has also been verified
that the matrix 7 (1) is invertible. By choosing the radius of C, sufficiently small, we
guarantee that for every z € C), it holds that z # —a, z & ., the roots p; (z) are all
distinct, (49) is satisfied (with z instead of A) and T (z) is invertible. Furthermore, in this
way we may also ensure that z € p(A) for every z € C) . In particular, all the maps

Ciooz> xpi()eC i=1,...,N

@ Springer



On local bifurcations in neural field models 873

are analytic. By (59) and (60) (with y in place of &) this implies that
C,2z7H f‘z(x) e CH

is analytic for all x € Q. Hence by (62) (with y instead of /1) we have, forevery x € <,

Z+o
‘()C}t ack

N
=D e 75 [To.Ji dz + €14 f [To.]-i dz

i=1 FYen 3C;

N
f [AQ) 'yl dz = f YO S [ 4y e az
i=1

(80)
where I'g ; is as in (61). Since I'g ; involves S(z)~!, the maps
Croz—[Tozlei€eC  (=1,....,N)

cannot be expected to be analytic and (80) may not be reduced further.

In summary, (80) provides a way to evaluate (79) by numerical integration. It suf-
fices to parametrise dC; and apply a quadrature rule to compute the C-valued contour
integrals

j{ (Fozl+idz (@ =1,....,N)

aC),

which are independent of x € Q. We then verify that ﬁ times (80) and ¢ (0) are
indeed proportional to each other as functions of x € Q. The value of (¢©, ¢©*) in
(77) then equals the corresponding proportionality constant k.

5 Numerical calculations

In Sect. 3.3 we derived a characteristic equation for problem (24) under the assumption
that J is a finite linear combination of exponentials. The main result was formulated
in Theorem 28. Subsequently, in Sect. 3.4 we obtained a closed expression for the
associated resolvent operator. In the present section we apply these findings together
with the theory from Sect. 4 to a concrete example. For reasons that will become
apparent later, we assume that the connectivity function has a bi-exponential form,

J(x,r) =¢ée Ml gemrlrl iy e Q (81)
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and we choose the activation function § as in Faye and Faugeras (2010),

1 1
SV)y=———-—=- VVeR
V) l4+eV 2

Since S(0) = 0 it follows that (NF) admits the trivial steady state V = 0 on which we
will focus from now on. Here we have §(0) = 7 and hence ¢; = 7¢; fori =1, 2.

Let us continue by expressing the characteristic equation for this example and dis-
cussing a naive approach for finding its roots. Thereafter we compare these results
with a more traditional approach which discretises the spatial domain 2. Such a dis-
cretisation can be studied using techniques and software that are already available.
We conclude with a normal form analysis of a Hopf bifurcation and a double Hopf
bifurcation to illustrate the potential of the results from Sect. 4.

5.1 Spectral calculations

In order to apply Theorem 28, we start by considering the characteristic polynomial
& from (46), which presently takes the form

ATQ A
P(p) = 8(2—“‘)(;)2 G DD — Ot 1)?)

o1+ ) (P2 — o+ 1)) + 2+ w2)(p* — (A + p1)?)

This is a second order polynomial in p2. We apply a Newton algorithm to the mapping
A+ det S()) to find the solutions of the characteristic equation (52). At each root X
we need to verify that A ¢ ., the numbers :i:pl,z():) are all distinct and (49) is satis-
fied. (Note that both of these are open conditions.) Passing this test we may conclude
that A is indeed an eigenvalue.

5.2 Discretisation
Derivation (Faye and Faugeras 2010)

An approximate solution to the neural field equation can be obtained by discretising
(NF). This reduces the state space from C([—#, 0]; Y) to C([—#, O]; R™+1Y for some
m € N. Hence the theory of ‘classical’ DDE can be applied to analyse the approximate
system.

We heuristically derive the discretised system following Faye and Faugeras (2010)
but we make a few minor corrections. Consider the original equation (1):

az)—‘t/(t,x) =—aV(t.x)+ Y / J(x, 1SV (t —t(x,r), 1)) dr

=1y,
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for some partition —1 = x¢p < x1 < --- < x,, = 1. We approximate every single
integral with a two-point trapezoid rule evaluated at the end points of the integration
interval,

(r x) & —aVit, x>+Z @ o )S(V (= T X1, i)
i=1
+J (e, x) SV — t(x, xi), xi))]

By writing V() = V (¢, x;), we obtain for j =0, 1,...,m,

J(l)——OlV(l)-i-z [J(x;,xz DSVic1(t — t(xj, xi—1)))
i=1
+J(xj, x)S(Vi(t — t(xj, x:)))]

Asin (34) we take t(x, r) = 19 + |x — r|. Also, with some abuse of notation we write
J(Jx—r|) for J(x, r), since the dependence in the right-hand side of (81) on x, r is only
via |x —r|. By restriction to an equidistant mesh of size § = x; —x;_1 = %, we obtain

ﬁ(f) =—aV;(0) + zil”(&i —J = 1DSVim1 (@ — w0 —8li — j — 11))
dt J m = 2 "

+J(@li = jDS(Vi(t — 10 = 8li — )]

Defining

1 ifi e {0, m)
w; =
: 1 ifief{l,2,....m—1}

enables us to telescope the summation, arriving at

Vi) = —av, 2 5 i TGl — DSV Sli—j DNF
— L0 =—aViO+ =3 wiJ@li = DSVt = —8li — j))  (DNF)

i=0

forall j =0,1,...,m. We refer to (DNF) as the discretisation of (NF) or (1). Note
that (DNF) indeed is a classical DDE, albeit with many delays, which may be imple-
mented in MATLAB to perform forward-time simulations using the dde23 scheme.
In particular, the software package DDE-BIFTOOL (Engelborghs et al. 2002) allows
us to determine the spectrum of the discretised system. At the end of this section we
consider two examples in which we use both our analytic results and these numerical
tools to study critical points in neural fields.
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+ 20
4+ = o 50 i
o 100
| X Analytical | |
B
ol i —> X
XH- B B
]
L B €—— |
0 = HE— D i
L gl 4
B H
ot bany B |
B —> x
L B d
4} 551 4
-2 -1 0 1

Fig. 1 Comparison between spectra of the discretised system for m = 20, 50, 100 and roots of the char-
acteristic equation. The four black arrows indicate four roots which are not in the spectrum and the grey
arrows point out distinct values which are not found. See text for a more elaborate description of these
points.a =1, t9p=1,c1 =50 =2, u1 =2, u2 =0

Convergence of discretisation

In order to ‘validate’ the above discretisation procedure, we generate discretisations
with different resolutions and compare their spectra with the spectral values obtained
by using the methods from Sect. 3.3. This is illustrated in Fig. 1.

The black arrows indicate four roots of the characteristic equation which do not
satisfy all conditions stated in Theorem 28: these points do satisfy (52), but also
Pl ()A») = pz():). Therefore they are to be rejected as eigenvalues. Furthermore, the
grey arrows indicate eigenvalues which are not found using the algorithm of Sect. 5.1.
These eigenvalues all lie in the ‘accumulation region’ near the point —c.

We proceed by studying this accumulation of eigenvalues more closely. For A 1 —1
along the real axis the absolute value of det S(1) is plotted in Fig. 2 on log-log scale.
Every downward peak corresponds to a root of the characteristic equation. For X close
to —o the numerical accuracy drops causing the peaks to be less pronounced. This
shows that, while these are not located by the root finder algorithm, the characteristic
equation does have accumulating roots near the essential spectrum { —« } as is suggested
by the spectrum of the discretisation, cf. Fig. 1. However, due to both the high frequency
oscillations and numerical errors, the Newton algorithm is unable to locate these roots.

Finally we observe that spectra corresponding to finer meshes converge to the ana-
lytic spectrum. However, it appears that for increasing resolutions DDE-BIFTOOL
focuses on roots near —« instead of eigenvalues located further away. This is clearly
seen when m = 100, in which case no spectral values A are found with Re A > —1.2.
For that reason we have chosen m = 50 in the following examples.
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10
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107 ‘
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A+l
Fig. 2 Detail of the accumulation of eigenvalues along the real line near A = —1: | det(S)] is plotted near

the accumulation point and downward peaks correspond to roots of the characteristic equation

Table 1 Parameters Parameter a7 P
corresponding to Hopf 0 1 2 M1 p2

bifurcation

Value 1.0 1.0 4.220214885988226 3.0 —-5.5 0.5 1.0

5.3 Hopf bifurcation

Rhythms and oscillations are important features of nervous tissue that could be stud-
ied with neural field models. For that reason Hopf bifurcations play a key role in the
analysis of neural field equations. In this subsection we study a concrete example of
a Hopf bifurcation, both analytically and numerically. We also compare the results of
both methods.

Initially we focus on a connectivity of the ‘inverted wizard hat’-type. Similarly as
in Faye and Faugeras (2010), we consider the steepness parameter r of the activation
function as bifurcation parameter.

Spectrum

The characteristic Eq. (52) is used to determine the point spectrum for a range of
parameters. For the values shown in Table 1 there exists a purely imaginary pair of
simple eigenvalues. The corresponding spectrum is displayed in Fig. 3.

The figure also shows the spectrum as calculated by DDE-BIFTOOL for a discreti-
sation of m = 50 intervals. From the graph it is obvious that the solution algorithm of
Sect. 5.1 is unable to locate eigenvalues near the accumulation point —o« = —1. We
discuss this phenomenon below. Apart from that, the numerical approximation seems
to be very close to the analytic solution. Only in the far left half-plane an error can be
observed. From a dynamical point of view such an error is of course rather innocuous.
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Fig. 3 Spectrum at a Hopf bifurcation. Comparison between analytic approach and discretised system
(m = 50)

First Lyapunov coefficient

In order to determine analytically the type of Hopf bifurcation (i.e. sub- or supercriti-
cal), the first Lyapunov coefficient has to be determined. Before the result of Sect. 4.2
can be applied, the eigenfunction corresponding to the eigenvalues at criticality has to
be determined. Application of Theorem 28 yields

@t x) = [yi(e”™ +e ")+ (e +e )]  Vie[-h0],VxeQ
with

p1 = 0.321607348361597 — 0.880461478656249i
p2 = 0.110838003673357 — 2.312123026384049i
y1 = —0.191821747840362 — 0.172140605861736i
y2 = —0.080160108888561

corresponding to A = 1.644003102046893i. (Note that in the present example with
70 as in Table 2 and © = [—1, 1] the delay interval equals [—#, 0] = [—3, 0].) Since
the activation function S is odd, its second derivative vanishes and the critical normal
form coefficient g1 in (72) significantly simplifies to

1 _
g1 = 5<¢O, D*R(0)(¢, ¢, 9))
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Table 2 Parameters corresponding to double Hopf bifurcation.

Parameter o 70 r Cq 1) "1 7%
Value 1.0 1.0 4.828749714457348 3.0 -5.5 0.0 0.999592391420082
-1 T T T T
|
ok
0.5F J
10 16 2‘0 5;0 40 5‘0 60

Fig. 4 Forward time simulation of discretised system (m = 50) for r = 6 beyond a Hopf bifurcation.
A long transient is observed before the solution approaches the limit cycle

The pairing is expressed as a contour integral around A which we evaluate numerically,
see Sect. 4.4. We find go; &~ —0.326 + 0.0389i and hence the first Lyapunov coeffi-
cientis/; ~ —0.198. The negative sign of /1 indicates a supercritical Hopf bifurcation.
Therefore stable periodic solutions are expected to emerge from the bifurcating steady
state.

Simulations

We choose r = 6 which is beyond the critical parameter value of Table 1. For the
initial condition V (¢, x) = ¢ = 0.01 fort € [—h,0] withh =3 and x € [—1, 1] the
simulation result is shown in Fig. 4. After a transient time, the system approaches its
stable periodic attractor. The convergence to stable periodic motion is consistent with
the sign of the first Lyapunov coefficient. Furthermore, both the shape and period of
this attractor match with the eigenfunction and eigenvalue respectively.

5.4 Double Hopf bifurcation

The spectrum at the Hopf point studied in Sect. 5.3 consists mainly of complex pairs
of eigenvalues. Therefore it is to be expected that system parameters can be tuned such
that a second pair of complex eigenvalues arrives at the imaginary axis, giving rise to
a double Hopf bifurcation. In this subsection we show that this is indeed possible and
we study this bifurcation both analytically and numerically.

Spectrum
Parameters for which the system has two complex pairs of eigenvalues on the imag-

inary axis and no eigenvalues in the positive right half-plane are identified, see Table
2. The corresponding spectrum is depicted in Fig. 5 while Table 3 lists the values of
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Fig. 5 Spectrum at a double Hopf bifurcation. Comparison between analytic approach and discretised
system (m = 50)

Table 3 Values of A and

corresponding p » p)

2.030930500644927i 0.454550410967142-1.057267648955222i

12001473040078201 1 §73438336883303 0418 080881

1.128716151852882-2.3065287298451431

A at this critical point. As with the regular Hopf bifurcation, we observe that the root
finding algorithm misses most eigenvalues near the essential spectrum at —o = —1.

Next we compute the eigenfunctions corresponding to the critical eigenvalues. For
this purpose Theorem 28 may be applied using the data in Table 3. Modulus and
argument of both eigenfunctions are depicted in Fig. 6.

Normal form coefficients

With this information available, the normal form coefficients of the double Hopf bifur-
cation may be evaluated. The coefficients g2100, 1011, £1110, and goo21 from Sect. 4.3
are found as in Sect. 5.3, which results in the matrix

p11 pr2| _ | —8.822 —3.367
pa pn2| |—13.79 —1.310

Since pi1p22 > 0, we conclude that this double Hopf bifurcation is of the ‘sim-

ple’ type, see Kuznetsov (2004), Sect. 8.6.2. Defining 0 := % ~ 2.57 and

§ = % ~ 1.56, we find that 6§ > 1 and therefore this ‘simple’ bifurcation has
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0, o,
2 T 2 T
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-1 -0.5 0 0.5 -1 -0.5 0 0.5
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Fig. 6 Eigenfunctions corresponding to the critical eigenvalues. A = i1.299... is shown [eft and

A =1i2.030... on the right. Solid lines depict the modulus and dashed lines the argument

sub-type I (Kuznetsov 2004). The key feature of this sub-type is the presence of a
regime in parameter space for which two distinct stable periodic solutions exist.

Simulations

The parameters are adjusted slightly, such that both pairs of complex eigenvalues have
a positive real part. More specifically we choose r = 6 and pup = 1 while keeping
other parameters as in Table 2. For the following two initial conditions

V(t, x) = ex (82a)
Vt,x)=¢ (82b)

with ¢ = 0.01, the discretised system (m = 50) is integrated forwards in time, see
Fig. 7.

For the chosen parameters the system has two stable periodic attractors and the
asymptotic behaviour is determined by their initial conditions. This result is consis-
tent with the predictions of the normal form computation. Furthermore we observe,
since the system is close to the double Hopf bifurcation, that both the shape and period
of the periodic solutions are fairly well approximated by the critical eigenfunctions
(c.f. Fig. 6). Indeed, the moduli of the eigenfunctions correspond to the amplitude of
the asymptotic solution. For either of the solutions the extrema are located near the
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o
T

0.5

1
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Fig. 7 Bi-stability near double Hopf bifurcation: for » = 6 and o = 1 the time evolution is shown for
different initial conditions (m = 50). Top and bottom diagrams correspond to (82a) and (82b) respectively

borders of the domain. The antiphasic solutions in the upper panel are indicated by
the jump of size  in the argument of the first eigenfunction, see Fig. 6 on the left.

6 Discussion

We have demonstrated that neural field equations with transmission delay fit well into
the sun-star framework for delay equations. As a consequence, standard results from
dynamical systems theory, such as the principle of linearised (in)stability, center man-
ifold reduction and normal form computation, are readily available. These, in turn,
open the possibility for a systematic study of codimension one and two local bifurca-
tions, w.r.t. parameters in the connectivity and activation functions. This facilitates an
understanding of the effect of parameters in terms of biological quantities.

In Sect. 5 we analysed the dynamics of a one population model with the inverted wiz-
ard hat as connectivity function. The choice of an inverted Mexican hat is biologically
more plausible, as pyramidal cells are surrounded by a cloud of interneurons, while
long range connections are by and large excitatory. We have chosen the inverted wiz-
ard hat mainly for mathematical convenience. Indeed, in Sect. 3.3 an analytic formula
for the location of the eigenvalues was derived. It is well known that the combination
of an inverted Mexican hat connectivity with a transmission delay leads to dynamic
instabilities (Bressloff 1996; Hutt et al. 2003). In Coombes (2005) Turing instabilities
were shown to occur for the inverted wizard hat connectivity.

We have seen that the stationary spatially homogeneous state destabilises upon
increasing the steepness (gain) of the activation function. This is in line with other
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findings indicating that the activation function strongly influences dynamical behav-
iour, see for instance Ermentrout et al. (2010) and Coombes (2010).

It is mathematically challenging to consider neural field equations on unbounded
spatial domains, leading to infinite delays, although such is of less importance from a
biological viewpoint. Our main goal for the near future is to develop tools for numer-
ical bifurcation analysis for the class of equations studied in this paper. Normal form
computation is a first prerequisite for this task. Hence we are on our way.
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support from The Netherlands Organization of Scientific Research (NWO) through grant 635.100.019:
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Appendix A: Proof of Proposition 26

We use the same notation as in Lemma 23 and its proof. We recall that the vec-

tor Z = [&o, &1, ..., ¢N—1, 1] is chosen such that the vector 8 = [Bo, B1,--., BN,
whose elements are the coefficients of the characteristic polynomial &, is given by
B = MT Z. Introducing r := [1, p%, p*, ..., p*V] we see that

Pp)y=r'MTZz (83)

First we determine the vector Z, thereafter we split M, and we conclude the proof by
determining how Z acts on each factor in this decomposition.

Although Z can be obtained by applying the inverse of the Vandermonde matrix
W, we will proceed in a different manner. We start by rewriting (42) as

B 2N-2 (7 B A
[ A & O 4 —kN
2N-2 2N
1 K& KB ...k 0l ¢ —k3
A : =] (84)
T SRR ARSI B —k3N
N N N 1 N
o 0 0 ... 0 1] L1

For m € N we define P,, := [p1, p2, ..., pm] With p; € {0, 1} fori =1,...,m. We
set | Py| = DI, pi equal to the number of 1’s in P,,. Using Gaussian elimination the
solution of (84) is found to be

r —0 2p14,2 2pn ]
(_I)N Z|PN‘:N70k1plk2p2...kNpN

— 2 2 2
G VAR WPIVIRY Ly Y St

1 2p1,2p 2p
(=D ZlPN\:lkl 1k2 2...kNN
1
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From the proof of Lemma 23 we recall the decomposition

MT =0+ )] +2E

(85)

where [ is the (N + 1) x (N + 1) identity matrix and E was defined in the proof of
Lemma 23. Expanding the bilinear forms in the matrix Z and moving the summation

in front of the matrix yields

[0 1 k7 ...
v 00 1 ...
E:ZCik,’Ei, E,’ =
i=1
0 0
(0. ..

Now substitute (85) with (86) into (83) to obtain

N
P(p) =rT [e“O(,\ +ao)l +2 ZCiki of

i=1

}z

=04 a)[1p% p* ... pZN]Z—G—ZrTZcikiEiZ

We observe that on the one hand,

2N=D7

L
kiZ(N—Z)

N

i=1

(86)

(87)

N
OO+ [1p?pt . N Z =0+ [ (0P - &)

while on the other hand,

N N
VTZCikiEiZ = Zciki [1 ,02 ,04 . ,02N]
i=1 i=1

2 2
(_1)1 Z|PN_1|:] klplkzpz .
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Hence by (87) it follows that

N N N

P(p) =0 +a) [T =k +2D ciki [T0? -k
j=1 i=1 j=1
J#

which is equivalent to (46), in the sense that the two polynomials have identical roots.
Hence the proof is complete.
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