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A B S T R A C T

This Guideline proposes a protocol for the validation of forensic evaluation methods at the source level,

using the Likelihood Ratio framework as defined within the Bayes’ inference model. In the context of the

inference of identity of source, the Likelihood Ratio is used to evaluate the strength of the evidence for a

trace specimen, e.g. a fingermark, and a reference specimen, e.g. a fingerprint, to originate from common

or different sources.

Some theoretical aspects of probabilities necessary for this Guideline were discussed prior to its

elaboration, which started after a workshop of forensic researchers and practitioners involved in this

topic. In the workshop, the following questions were addressed: ‘‘which aspects of a forensic evaluation

scenario need to be validated?’’, ‘‘what is the role of the LR as part of a decision process?’’ and ‘‘how to deal with

uncertainty in the LR calculation?’’. The questions: ‘‘what to validate?’’ focuses on the validation methods

and criteria and ‘‘how to validate?’’ deals with the implementation of the validation protocol.

Answers to these questions were deemed necessary with several objectives. First, concepts typical for

validation standards [1], such as performance characteristics, performance metrics and validation criteria,

will be adapted or applied by analogy to the LR framework. Second, a validation strategy will be defined.

Third, validation methods will be described. Finally, a validation protocol and an example of validation

report will be proposed, which can be applied to the forensic fields developing and validating LR methods

for the evaluation of the strength of evidence at source level under the following propositions:

H1/Hss: The trace and reference originate from the same source.

H2/Hds: The trace and reference originate from different sources.

� 2016 Published by Elsevier Ireland Ltd.
1. Introduction

1.1. Preliminary considerations

This Guideline aims at providing assistance to the forensic
practitioners in determining the scope of validity1 and applicabili-
ty of the LR methods developed and to validate the LR’s produced
as forensic evidence in practice. Even though the empirical
examples given (taken over from forensic fingerprints) are shaped
* Corresponding author at: Netherlands Forensic Institute, Laan van Ypenburg 6,

2497GB The Hague, The Netherlands. Tel.: +31 708886344.

E-mail addresses: d.meuwly@nfi.minvenj.nl,

d.meuwly@utwente.nl (D. Meuwly).
1 The scope of validity is to be understood as the range of conditions for which the

method has been tested.
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around the LRs computed from scores of a biometric system
(namely score-based LRs), the Guideline proposed is general and
can be applied to any forensic method producing LR values,
whether it is biometric or not, and whether it is score-based or
feature-based.

It is worth noting, that there is an on-going discussion in the
forensic community regarding issues related to the concepts of
probability and of the Likelihood ratio (LR). Especially concerning
is the concept of uncertainty of computed LRs, which leads to
different methods for the measurement of performance of LRs
methods, which may not necessarily be compatible. This has direct
consequences on the definition of the criteria for the validation of
computer-assisted LR methods developed for forensic evaluation.
Therefore, the points of view regarding the concepts of probability
and of the LR will be discussed prior to the introduction of the
performance characteristics and criteria.

http://crossmark.crossref.org/dialog/?doi=10.1016/j.forsciint.2016.03.048&domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1016/j.forsciint.2016.03.048&domain=pdf
http://dx.doi.org/10.1016/j.forsciint.2016.03.048
mailto:d.meuwly@nfi.minvenj.nl
mailto:d.meuwly@utwente.nl
http://www.sciencedirect.com/science/journal/03790738
www.elsevier.com/locate/forsciint
http://dx.doi.org/10.1016/j.forsciint.2016.03.048
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1.2. Definitions

In the context of the interpretation of the evidence by LR values
we understand validation as the process followed in order to
determine the scope of validity of a method used to compute LR
values. The latter means that we allow the method to be used in
forensic casework in the future.

Here, we define important concepts that are typical in
validation strategies in other contexts. Later our definitions adapt
to the LR methodology.
� A
[(Fig._1)TD$FIG]
performance characteristic is a characteristic of a LR method that
is thought to have an influence in the validation of a given
method. For instance, LR values should be discriminating in order
to be valid, provide clear distinction between comparisons under
different hypotheses. In this case, discriminating power is a
performance characteristic.

� A
 performance metric is a variable whose numerical or categorical

value measures a performance characteristic. For instance, the
minimum log-likelihood ratio cost (minCllr) can be interpreted as
a measure of discriminating power, and therefore it can be used
as a performance metric of the discriminating power.

� A
[(Fig._2)TD$FIG]
validation criterion presents a condition related to the
performance characteristics that has to be met as a necessary
condition for the LR method to be deemed as valid. For instance, a
validation criterion can be formulated as follows: only methods

producing rates of misleading evidence smaller than 1% can be

considered as valid. Note that a single validation criterion is not
sufficient in general, and therefore several validation criteria
might be necessary in order to determine the validity of the
method.

2. Computation of likelihood ratios for forensic evaluation

Many different methods have been described in the literature to
compute LR values [2–7], feature-based [3,4] and score-based [5,7–
11]. This Guideline considers both classes of LR methods, score and
feature-based, and an example of comparison of these methods can
be found in [5].

In a score-based method illustrated in Fig. 1, the LR values are
calculated from the comparison scores [7,10], which are
typically the result of a comparison performed by pattern-
recognition algorithms. These extract and compare the features
of trace (T) and reference (R) specimens. The score (E) resulting
from this comparison is used to compute a likelihood ratio with
the LR method (Bayes’ inference model), using a dataset of
trace specimens (DB Traces) and a dataset of reference speci-
mens (DB References). Score-based approaches are traditionally
used in forensic biometrics and a typical example can be found
in [2].
Fig. 1. Score-based LR computation.
Feature-based LR methods illustrated in Fig. 2 exploit directly
the features of the specimens in comparison and produce a LR
value without the previous computation of a comparison score.
Several examples of feature-based LR methods are described in [3–
5]. These methods involve statistical modeling at the level of the
features, using for example probability density functions for either
of the propositions to produce the LR values. Feature-based
approaches are traditionally used in forensic chemistry and
examples can be found in [5,12,13].

2.1. The LR as part of the forensic evaluation process

Forensic research makes progress in the field of evaluation of
forensic evidence. Currently, a uniform and logical inference model
is used for evaluating and reporting forensic evidence [14]. It uses a
likelihood ratio (LR) approach based on the Bayes inference model
(Theorem of conditional probabilities). Standards and Guidelines
have been proposed for the formulation of evaluative forensic
science expert opinion first in UK by the Association of Forensic
Science Providers (AFSP) [15] and then in Europe, within the
European Network of Forensic Science Institutes (ENFSI) [16].

The LR methods are extensively used, for example, for the
interpretation of DNA profiles. Some recommendations on the
interpretation of the DNA mixtures have been issued in 2006 [17]:

R1: ‘‘LR is the preferred approach to (DNA) mixture interpreta-
tion’’.
R2: ‘‘Even if the legal system does not implicitly appear to
support the use of the likelihood ratio, it is recommended that
the scientist is trained in the methodology and routinely uses it
in case notes’’.

Even though this Guideline does not use examples from the
DNA, we endorse and follow these recommendations, because the
logic of the inference model remains, independently of the type of
traces considered [18].

Computer-assisted methods have been developed to compute
LRs, assisting forensic practitioners in their role of forensic
evaluators to perform inferences at source level [19]. Very early
principles for using the LR approach in forensic evaluation can be
found in the analysis of glass microtraces [3]. It has also been used
in forensic fields focusing on human individualization, such as
fingermark [20,21], earmark [22], speaker recognition [7,23] and
hair [24]; or object individualization such as toolmarks [25], fibre
[26] and glass microtraces [3,6,12,13,27] (which represents a very
early practical example of the use of the LR approach). But the LR
approach has been firstly implemented in a casework process as a
standard for the evaluation of DNA profiles [14] and several
computer-assisted methods are being developed and validated to
assess the value of DNA mixture profiles [28–32].
Fig. 2. Feature-based LR computation.
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2.2. The LR as a part of the decision process

The development of likelihood ratio methods implies combi-
nation of profiles and roles of the personnel involved. The first role
focuses on forensic methodology; it is for forensic scientists to
conceive new methods and solutions to specific forensic open
questions.

The second role focuses on the development and validation of
these new methods and solutions; forensic scientists, statisticians
and engineers create new technologies or adapt existing technol-
ogies for some specific forensic purpose, like for example the
development of computer-assisted methods for forensic evidence
evaluation. The validation of these methods consists of finding
their scope of validity when used in forensic environment. In order
to determine this scope the LR is considered as part of a decision
process. The LR method is tested in a full Bayes’ inference model,
for an extensive range of prior and posterior probabilities related to
the propositions, thresholds and decision costs/utilities. Such tests
simulate the functionality of the method for the whole range of
conditions and the results allow establishing the limits in which
the method provides a reliable strength of evidence to the trier of
fact.

The third role focuses on the evaluation of forensic evidence in
practice. Forensic practitioners introduce new methods, for
example using computer-assisted LR methods, and use them in
casework to asses the strength of the forensic evidence regarding
alternative propositions provided by the trier of fact (at least one
proposition from the prosecution and one from the defence). In this
evaluator role the forensic practitioner plays a role of neutral
facilitator. Therefore as an evaluator, the responsibility for the
forensic practitioner is to obtain the most relevant alternative
propositions to be considered in the case, using the most suitable
method to provide the most correct strength of the evidence in
form of a LR [19]. The forensic practitioner has also the
responsibility to understand the scope and limitations of the
method used, which are described in the validation report.

3. Validation of LR methods

The EU Council Framework Decision 2009/905/JHA [33] on the
‘‘Accreditation of forensic service providers carrying out laboratory

activities’’ regulates issues related to the quality standards in two
forensic areas: DNA-profile and fingerprint/fingermark data. This
decision framework seeks to ensure that the results of laboratory
activities carried out by accredited forensic service providers in
one member state are recognized by the authorities responsible for
the prevention, detection and investigation of criminal offences
within any other member state. Equally reliable laboratory
activities carried out by forensic service providers are sought to
be achieved by the EN ISO/IEC 17025 accreditation of these
activities [34]. For this reason, this framework focuses on the
General requirements for the competence of testing and calibration

laboratories as described in the EN ISO/IEC 17025:2005 standard,
and particularly on the requirements for the validation of non-
standard methods described in the Section 5.4.4 of this ISO
standard, as we consider the LR methods used for forensic
evaluation as non-standard methods. In essence, alike the
analytical methods, the computer-based LR methods need to be
validated as well.

The computer-assisted methods for forensic evaluation are still
very recent and the EN ISO/IEC17025:2005 [34] does not address
the question of their validation yet. In 2010, the Dutch accredita-
tion body has issued an explanatory document [35] that provided
some Guidelines for the validation of the opinions and interpreta-
tions of forensic practitioners. In short, the criteria proposed for the
validation of instrumental analytical methods are based on
performance and the approach for the validation of the human-
based methods used for interpretation is based on competence
assessment. As the existing criteria used for interpretation only
focus on human-based methods, they are not suitable for the
validation of computer-assisted methods developed for forensic
evaluation.

Even the newer ILAC-G19:2014 Guideline for forensic labora-
tories [36] only addresses the question of the validation of
instrumental methods used for analytical purpose. But the
Guideline pinpoints that ‘‘interpretations of results and findings

shall be based on robust studies and documented procedures’’. It also
suggests that, ‘‘when developing their processes, forensic units shall

show with objective evidence that they have assessed the factors that

can influence the results and have recorded these’’. Finally, it advises,
‘‘where software is used it shall be demonstrated as being fit for

purpose. This may be a verification check of the software functionality.

[. . .] or could be as part of the more wide reaching validation of the

forensic science process in which the software is used, for example, the

use of databases for matching specific characteristics’’.

3.1. Validation strategy

A theoretical or an empirical approach can be used to validate a
LR method. The theoretical validation of a LR method rests upon
the mathematical proof or falsification, and it is not the focus of
this Guideline. On the other hand, the empirical validation rests
upon the acceptance or rejection of validation criteria.

3.1.1. Theoretical validation

Where applicable, the theoretical validation is handled using
the falsifiability approach [37], focusing on proving/disproving
mathematical formulae, propositions, lemmas and theorems, in
general assuming that there is a ground truth (trueness) of a given
statement that can be falsified (disproved or nullified). This part of
the validation is deductive (deductive reasoning), since it relies on
mathematical properties and does not imply assumptions.

Although theoretical validation is necessary, the choice of any
(LR) method also needs to be validated empirically using
appropriate measures of performance, even if it seems theoretically

so well grounded (for example the Bayes formula) that it is
considered as mathematically correct. The term theoretically so well

grounded should be approached with moderation; it refers to
situations where the choices within a method are solidly grounded,
for example based on deductive reasoning, justifying its use by
proofs and mathematical rigor.

3.1.2. Empirical validation

The empirical validation focuses on the acceptance or rejection
of chosen validation criteria. This part of the validation is inductive,
as it implies assumptions regarding the inference model(s) used for
the evidence evaluation. The empirical validation implies the
definition of a validation protocol and experiments, in order to
demonstrate the acceptance/rejection of the chosen validation
criteria. Where a validation process leads to quantitative results, a
range of variables in which the LR method passes each validation
criterion should be presented.

The elements involved in the structure of the validation
protocol have been defined before: performance characteristics,
performance metrics and validation criteria. In order to define such
a protocol, the performance characteristics and the related
performance metrics need to be identified. The validation criteria
need to be established, such as the numerical threshold expressed
in terms of the performance metrics chosen. An experiment (or
series of experiments) needs to be designed for the LR method
under evaluation and appropriate sets of data have to be chosen.
Each performance metric produced on this basis is confronted with



2 Definitions of generalization and accuracy are in more detail provided in

Sections 3.2.1 and 3.2.2.
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an appropriate validation criterion, in order to achieve a validation
decision, which would ideally take a binary form – either accept or
reject the LR method as validated.

But the example of validation report to be published in Data in
Brief [56] demonstrates, that the concept of a ‘‘validated method’’
is not absolute, it is relative and limited to the scope of validation.
This scope depends on the type and quantity of data used for the
validation and the validation decision is intrinsically linked to the
relevance of the validation protocol, justifying the initiative of
proposing such a Guideline. Finally, this example spotlights that
the determination of the validation criteria cannot be entirely
justified scientifically. In the example given the determination of
the validation criteria for a completely new method depends on
the performance of a baseline method. In case of the validation of a
method improving an existing one, the determination of the
validation criteria depends on the performance of the existing one.
In order to achieve transparency in the validation process, the
validation report need to document explicitly all these aspects, and
the EN ISO/IEC 17025 format fulfils this requirement.

The scope of validation should be defined prior to the empirical
validation of a LR method, and documented in the validation
report. There is not a universal rule to select the validation criteria
during the definition of the validation protocol. Some recommen-
dations are provided here. Validation criteria can be obtained by a
comparison with the ‘‘state-of-the-art’’, if possible. In absence of
existing validation criteria due to the novelty of the LR method, the
validation criteria can be specified based on the functionality of a
‘‘baseline method’’. The selection of performance characteristics and
metrics is important in order to adequately measure the desired
characteristics of the LR method. In this Guideline, we give
recommendations about performance characteristics in the next
sections.

According to the EN/IEC 17025:2005 standard, the validation
report of a method provides confirmation by examination and the
provision of objective evidence that the particular requirements
for a specific intended use are fulfilled. This is the instrument that
interfaces science and quality in the accreditation procedure of
forensic services, demonstrating the capabilities and limits of the
method under evaluation, and therefore determining the extent of
the scope when used under accreditation.

The following main scientific questions will be answered:
‘‘What to measure?’’ is addressed in the Section 3.2 entitled
‘‘performance characteristics’’, ‘‘How to measure?’’ is addressed in
the Section 3.3 entitled ‘‘performance metrics’’ and the question
‘‘What values should be observed or deemed satisfactory?’’ is
addressed in the Section 3.5 entitled ‘‘validation criteria’’.

3.2. Performance characteristics

As an outcome of the validation workshop held at the
Netherlands Forensic Institute in 2011 (see acknowledgements),
several performance characteristics have been identified for the
validation of computer-assisted LR methods developed for forensic
evaluation. All of these were already defined, though the workshop
helped to organise them and to clarify their role. They are now
structured in primary and secondary performance characteristics.
The primary characteristics of the LR method under evaluation are
related directly to performance metrics and focus on desirable
properties of the LR methods (e.g. goodness of a set of LR values, in
which we are assessing whether a set of LR values is good or bad,
adequate or non-adequate, whether it has desirable properties or
not). The secondary characteristics describe how the primary
metrics behave in different situations, in some cases simulating the
typical forensic casework conditions (e.g., specimens of degraded
quality, varying quality conditions between the training data and
the crime scene specimens, etc.). The secondary characteristics are
related to a single primary metric. For instance, generalization may
refer to the variation in accuracy (primary characteristic) when
modifying the type of data.2

Originally, several performance characteristics have been
defined in the context of validation of analytical methods for
the measurement of physical and chemical quantities (metrology).
The definitions of these performance characteristics can be found
in the International Vocabulary of Metrology (VIM) [38]. The
performance characteristics proposed in this Guideline for the
forensic evaluation methods (shown below in Table 2) have been
chosen based on their similarity with the original performance
characteristics defined for the validation of analytical methods, but
have a different meaning. To prevent confusion between the
original and newly defined performance characteristics, we
present both definitions in parallel in the following subsections.
Where the VIM does not provide an exact definition, analogous
definitions are extracted from sources cited in the ENFSI
2013 Guidelines for the single laboratory Validation of Instrumen-
tal and Human Based Methods in Forensic Science [39], keeping in
mind that the fact that the two documents do not have the same
status.

3.2.1. Proposed primary performance characteristics

For forensic evaluation methods, three primary performance
characteristics have been identified (presented below in Table 1):

3.2.2. Proposed secondary performance characteristics

The following secondary characteristics are recommended in
this Guideline, and presented below in Table 2:

3.3. Performance metrics and corresponding graphical

representations

For each performance characteristic, the performance metrics
and the associated graphical representations recommended in this
Guideline will be presented in this section. A summary of all of
them is shown in Table 3, and a more detailed description is given
below.

3.3.1. Detection error trade-off (DET) plot and equal error rate (EER)

The DET plots and the EER both measure the discriminating
power of a LR method. In the DET plot, we threshold a log(LR) in
order to exploit the ability of an inference model to make decisions
based on the Detection errors – the False Acceptance Rate (FAR)
and the False Rejection Rate (FRR). A DET plot then represents a
trade-off between these Detection errors.

The DET plot as defined in [46] is a 2-dimensional graphical
representation in which the FAR is plotted as a function of the FRR.
Fig. 3 shows an example of DET plots. The error rates are plotted in
2 dimensions with a Gaussian-warped scale. Thus, linearity of the
DET curves happens when de distribution of the log(LR) values is
normal. The closer the curves to the coordinate origin, the better
are the discriminating capabilities of the method. The intersection
of a DET curve with the main diagonal of the DET plot marks the
Equal Error Rate (EER) which is used as a performance measure to
show the discriminating power. Even if the DET plot is meant to
characterize a discrimination system (implying a decision), the
information provided indirectly informs about the discriminating
power of the LR method. Worth noting, that although a threshold is
used to draw DET plots, a particular value of that threshold is not
selected, instead all the thresholds are represented. As a
consequence, this shows the discriminating power of the set of



Table 2
Definitions of the secondary performance characteristics and contrast with respect to the definitions on VIM [38].

Performance characteristics VIM definition or other authoritative definition New definitions for LR-based forensic evaluation methods

Robustness The robustness/ruggedness of an analytical

procedure is a measure of its capacity to remain

unaffected by small, but deliberate variations in

method parameters and provides an indication

of its reliability during normal use’’ definition

given in [38]

The ability of the method to maintain a performance metric when a

measurable property in the data changes.

For instance, method A is more robust to the lack of data than method B if, as

the data gets sparser, a performance metric of method A degrades relatively

less than the same performance metric of method B

Note: Robustness in the LR context usually refers to the stability of the LR

methods to varying conditions (e.g. quality/quantity of the data), which

prevent reliable measurement of the information or of the features carrying

this information

Coherence Not defined in the VIM [38]

From Oxford Dictionary:

� The quality of being logical or consistent

� The quality of forming a unified whole

The ability of the method to yield LR values with better performance with

the increase of intrinsic quantity/quality of the information present in the

data. For example the quantity of minutiae in the fingerprint field or the

signal to noise ratio in the speaker recognition field

Generalization Not defined in the VIM [38].

From Collins English Dictionary (Logic):

� Any statement ascribing a property to every

member of a class (universal generalization) or

to one or more members (existential

generalization). Example: every function is a

relation but not every relation is a function

Property of a given method to maintain its performance under dataset shift.

A simple illustration of dataset shift [44] can be the amount of the difference

in descriptive statistics of two datasets

For instance, the bigger the difference in means of two datasets, the bigger

their dataset shift. The dataset shift can be also measured with metrics of

distance between their probability distributions, for example using the

Kullback–Leibler divergence [53]

Table 1
Definitions of the primary performance characteristics for LR methods, and contrast with respect to the definitions in VIM [38].

Performance characteristics VIM definition or other

authoritative definition

New definitions for LR-based

forensic evaluation methods

Accuracya ‘‘Closeness of agreement between a measured quantity

value and a true quantity value of a measure’’

Closely linked to the accuracy is the precision, in VIM

defined as follows:

‘‘Closeness of agreement between indications or measured

quantity values obtained by replicate measurements on the

same or similar objects under specified conditions’’b

Closeness of agreement between a LR computed by a given

method and the ground truth status of the proposition in a

decision-theoretical inference model. The LR is accurate if it

helps to lead to a decision that is correct according to the

ground truth of the propositions

In case of source level inference, the ground truth typically

relates to the following pair of propositions:

� H1: the pair of specimens tested originate from the same

source (SS)

� H2: the pair of specimens tested originate from two different

sources (DS)

If the performance metric of a set of LR values is to be computed,

and the corresponding ground-truth labels of each of the LR

values are known, then a given LR value is evaluated as more

accurate if it supports the true (known) proposition to a higher

degree, and vice-versa

Discriminating power ‘‘Discriminating power of a series of k attributes is defined as

probability that the two distinct samples selected at random

from the parent population would be discriminated in at least

one attribute if the series of attributes were determined. The

distribution of each attribute over the population is assumed to

be known from a study of a large number of samples’’ [40]

Performance property representing the capability of a given

method to distinguish amongst forensic comparisons where

different propositions are true

Calibration

(Calibration loss)

‘‘Operation that, under specified conditions, in a first step,

establishes a relation between the quantity values with

measurement uncertainties provided by measurement

standards and corresponding indications with associated

measurement uncertainties and, in a second step, uses this

information to establish a relation for obtaining a

measurement result from an indication.’’

The concept of calibration used in the context of analytical

methods has nothing to do with the definition of calibration

used in statistics

A property of a set of LRs. Perfect calibrations imply that the LR

is exactly as big or small as is warranted by the data, or that the

LR of the LR is the LR [42]. Perfect calibration of a set of LR’s

means that those LR’s can probabilistically be interpreted as the

strength of evidence of the comparison result for either

proposition. The strength of evidence of well-calibrated LRs

tends to increase with the discrimination power for a given

method [42,43]

[2_TD$DIFF]a In analytical methods accuracy and precision imply the existence of a true magnitude of certain physical phenomena that is to be measured. One can for instance measure

the short side of a standard credit card, and performing 100,000 measurements to arrive to a certain distribution of data. There is a ‘‘true’’ (exact) value in this case – the exact

value of the short side of a credit card is in reality 53.98 mm. By performing additional measurement (obtaining a size of 63.98 mm) the accuracy then represents distance

(10 mm in this case) between the reference value and the ‘‘true [4_TD$DIFF]’’ value.

On the other hand we understand, that due to the definition of the LR as being the result of a probabilistic inference and not a measurement, no quantitative ground truth exists

for the LR because of the ‘‘Bayesian interpretation of probabilities as a degree of belief’’[5_TD$DIFF] [14]. Therefore, it is not possible to establish univocal relation between a pair of specimens

and a numerical likelihood ratio value.
b In [41] the accuracy is deemed equal to validity and precision is deemed equal to reliability. In this work we do not follow those definitions, since the validity is regarded

as the outcome of a whole validation process, rather than a single measurable entity.
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Table 3
Performance characteristics and metrics recommended in this Guideline, with their corresponding graphical representations.

Validation aspects Performance characteristic Performance metric Graphical representation

Primary performance characteristics Accuracy = discriminating power + calibration Cllr [45] ECE plot [43,51]

Discriminating power EER, Cllrmin ECEmin plot

DET plot

Calibration Cllrcal Tippett plot

ECE plot

Secondary performance characteristics Robustness Cllr, EER, range of LR values ECE plot

DET plot

Tippett plot

Coherence Cllr, EER ECE plot

DET plot

Tippett plot

Generalization Cllr, EER ECE plot

DET plot

Tippett plot

D. Meuwly et al. / Forensic Science International 276 (2017) 142–153 147
LR values for all possible values of the prior odds and decision costs
involved in a decision.

It is important to highlight here that the forensic scientist uses
these kinds of plots in the development stage of validating a
method, where simulation of prior odds or decision costs can be
used in order to check the performance of methods. We do not
suggest by any means that decisions are going to be made by the
practitioner in the evidence evaluation stage. The practitioner does
not set the prior odds all on his own.

3.3.2. Tippett plot

The Tippett plot [2,47,48] is a representation of the complement
of the empirical cumulative distributions of the LR values. This
representation has been named after the initial comparative
experiments of pairs of paints flakes originating from the same or

[(Fig._3)TD$FIG]

Fig. 3. Two DET plots representing the discriminating power of the same LR method

with different quantity of information. Dashed curve represents a method showing

less discriminating power in the LR of fingermark to fingerprint comparison for six

minutiae, while the solid line shows more discriminating power contained within

the LRs of fingermark to fingerprint comparison for 10 minutiae configuration. The

dashed straight diagonal indicates that the EER should be measured at the

intersection of the DET curves with the diagonal (in this example, EERs are ca. 2.5%

for 10 minutiae and ca. 7% for six minutiae).
two different sources realised by Tippett et al. in the late 1960’s
[49]. Each of the curves represents the empirical cumulative
distribution of the proportion of the LRs in a given set of LR values,
assuming that each of competing propositions is true. In the
Tippett plot (Fig. 4), the rates of misleading evidence can be
observed when either of the propositions about the common/
different origin is true. These rates are visible at the intersection of
each of the inverse cumulative density lines for either the LRs
resulting from same source (at a source level) comparisons or the
LRs resulting from different sources (at a source level) comparisons
and the imaginary vertical line going through value zero on the X-
axis. The log(LR) value zero on the X-axis on the log scale
corresponds to the neutral LR value of 1.

In the Tippett plot shown in Fig. 4 we can with relative ease
distinguish the quantity of the evidential information within the LR
values captured by the LR method presented with datasets in
different conditions. However, this may not always be possible
[12,51]. A Tippett plot of a LR method evaluating the strength of
evidence in fingermarks with five minutiae (smaller area
encapsulated within the two dashed lines) and 10 minutiae
(greater area encapsulated within the two solid lines) configura-
tions are presented in Fig. 4.
[(Fig._4)TD$FIG]

Fig. 4. In this graph, the Tippett plot presents the complement of the empirical

cumulative distributions of the same LR method with different quantity of

information. The dashed lines represent a method showing less evidential

information captured in the LR of fingermark to fingerprint comparison for five

minutiae, while the solid lines show more evidential information captured in the

LRs of fingermark to fingerprint comparison for 10 minutiae configuration.
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Fig. 5. The ECE plots of the two LR methods using the same data. The LR method on the right presents better calibration than the one on the left. The main drawback of the

poorer-calibrated LR method is the fact that around Prior log10(odds) = 0.5 the poorer-calibrated LR method crosses the reference method (outputting always LR = 1). Loosely

translated for Prior log10(odds) > 0.5 the poorer-calibrated method performs poorer than not evaluating the evidence at all (the latter represented by a method constantly

returning LR = 1).
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3.3.3. Empirical cross-entropy (ECE) plot and the log-likelihood-ratio

cost (Cllr)3

Here, we introduce two performance measures that have been
proposed in forensic science: the so-called log-likelihood-ratio cost

(Cllr) [45,50], and the Empirical Cross-Entropy (ECE) [43,51]. ECE
and Cllr are measures of performance based on strictly proper

scoring rules, widely studied in Bayes’ statistics [43,45]. Both
measures tend to indicate better performance when the likelihood
ratio leads to the correct decision. As both of them measure cost or
loss, its numerical value will be lower as the performance increases.
Their difference relies on the interpretation of both measures. Cllr
is interpreted as the cost of decisions, averaged for all prior
probabilities and costs involved in the decision process. Therefore,
it does not provide the performance by fixing any prior probability
and cost, but for all possible priors and costs. On the other hand, the
ECE has an information-theoretical interpretation as the informa-
tion needed to support the correct value of the proposition, on
average in a given set of LR values. The ECE is represented as an
ECE-plot, showing its value for a certain range of priors (Fig. 5). In
fact, both measures, Cllr and ECE, are related [43,51], as the Cllr can
be seen as a summary of the ECE plot. In this sense, the ECE and Cllr
are a general and interpretable performance metric in a forensic
context, in which no decision is to be made by the forensic
evaluator and in which the value of the prior is expected to be
different from one case to another. The ECE plot also appears to be
more suitable for the forensic practice, in which the aim is to show
the range of possible prior probabilities in which the LR method is
deemed to be validated, and the prior probabilities are in general
unknown to the forensic evaluator. On the other hand, the Cllr is a
single scalar measure, useful for ranking and comparison, and it in
fact summarizes ECE. In this sense of scalar/graphical performance
measures, the pair Cllr/ECE plot is comparable to the pair EER/DET
plot. An example of ECE plots can be seen in Fig. 5.

The measures of accuracy ECE and Cllr can be decomposed into
discriminating power and calibration [43,45]. In can be shown that
both Cllr and ECE can be decomposed into its additive components:
discrimination (namely Cllrmin and ECEmin) and calibration
(namely Cllrcal and ECEcal) [45,50,51].

Moreover, the relationship between ECE and Cllr is as follows.
The Cllr can be found on the intersection of the solid curve in the
3 The formulae for calculating the Cllr and ECE are beyond the scope of this

Guideline and the reader is advised to consult the corresponding reference material.
ECE plot with the Priorlogodds = 0 (the lower the Cllr the better
performance of the system); the Cllrmin can be found on the
intersection of the dashed curve with the Priorlogodds = 0 (the lower
the Cllrmin the better the discrimination of the LR method – see
[43,46] for details); while the difference between these two lines
on the intersection with the Priorlogodds = 0 represents the Cllrcal

(the smaller the distance, the better the calibration of the LR
method).

Besides the information-theoretical aspect, the ECE provides
another interesting insight – that is the ‘‘range of application’’ of
the LR method under evaluation, understood as the range of prior
odds where the method is deemed to be valid. We can safely
assume that one of the most desirable properties of a LR method
should be to obtain useful4 performance for the whole range of
prior odds.

Fig. 5 presents the ECE plots of the LR method using fingermarks
with five minutiae configuration with different calibration
performances – poorer-calibrated and better-calibrated. A bet-
ter-calibrated method also extends the range of application of this
method. While the range of application of the poorer-calibrated LR
method in terms of Prior log10(odds) is [�2.5,0.5] (intersection of
the solid line and the black dotted line in the ECE plot in Fig. 4 left),
the range of application of the better-calibrated LR method is
[�2.5,2.5] (Fig. 4 right). As the prior odds and decision costs are not
known by forensic examiners in general, it is necessary to aim to
obtain useful methods for the biggest possible ranges of
application. Worth noting, the range [�2.5,2.5] is arbitrary, and
aims to reflect a wide range of prior log-odds.

3.4. Validation experiment

Before entering validation experiments, validation criteria
should be formulated. In order to get more insight on the expected
LR method performance, either a comparison with the current
state of the art or with a baseline LR method can be performed,
which will provide the initial set of validation criteria.

The validation experiment itself should be divided into two
stages – the method development stage and the method validation
stage.
4 The term ‘‘useful LR method’’ used here refers to ‘‘a LR method with better

accuracy than a method producing LR=1 always’’, as the two methods are compared.
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� I
[(Fig._6)TD$FIG]
n the method development stage we propose to deal with
processes related to the method/model selection, method/model
training and method/model testing, and measure basically the
primary performance characteristics with a given development
dataset. The aim is to provide the best performance with the
most representative dataset for the widest possible range of
applications.

� I
n the validation stage we evaluate the LR method performance

using the validation dataset (with a known ground truth) and
measure the method performance with previously unseen data
in forensic conditions. Here, we will measure both primary and
secondary performance characteristics [52]. The aim here is to
test the LR method in the most similar conditions as the real
forensic casework, and to arrive to a validation decision as an
outcome.
Fig. 6. Flowchart of a va
The proposed flowchart of the validation procedure is shown in
Fig. 6.

3.4.1. Method development stage

As previously mentioned, the main objective of the LR
method development stage is to establish inference models
with the most relevant data in order to provide the best-
performing LRs in the widest scope of applications possible.
Although secondary performance characteristics can also be
measured in the developments stage and provide additional
insight into the functionality of the LR method, we use mainly
the primary performance characteristics with the proposed
performance metrics and graphical representations. Later, in the
validation stage, the LR method will be tested using realistic
forensic data.
lidation procedure.
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At the development stage, there are two typical datasets
involved, which receive different names in different disciplines.
Typically, the whole dataset used in the development stage is
dubbed development dataset, and can be divided into the training
and test dataset. The training dataset is used to calculate the
parameters of the LR method, while the test dataset is used to
establish the performance of the LR method to the previously
unseen data in the development stage. The LR method develop-
ment stage of the validation Guideline uses independent datasets
for the training and the test phase, in order to confront the method
to previously unseen data of comparable quality. The training
dataset is used to define the parameters of the given method, while
the testing dataset is used to establish the primary and secondary
measures of the method on previously unseen data. The real
difficulty is to determine a priori, whether the properties of the test
data (previously unseen) are really comparable to the training
data. This is easier to accomplish when splitting one dataset, but it
can pose a significant challenge when two datasets acquired in
different conditions are used (e.g. simulated and real data). A single
dataset can be split into a training and test subsets, which should
be non-overlapping, independent (previously unseen) and repre-
sentative. More detailed aspects about the data selection for
validation depend on the discipline and are out with the scope of
this Guideline.

An inadequate split of one single dataset can cause issues
known as under- or overfitting. In underfitting, the LR method will
provide a bad representation of the dataset, while in overfitting the
LR method will fit too closely to the training dataset and will
perform badly on the previously unseen data. Splitting the dataset
into the training and test sets, the performance of the LR method
will be measured in fair conditions, where the testing data is not
known in advance.

3.4.1.1. Training dataset. In a simple case where we aim for
example to fit a normal distribution to the set of scores or features,
our objective in the training phase is to use the training dataset to
obtain the parameters of the normal probability density function
(mean vector and covariance matrix). Usually more complex
methods are used instead, such as linear logistic regression, kernel
density functions, beta or gamma distributions to name a few.
However the principle is the same – use the training dataset to
learn the parameters for the LR method.

3.4.1.2. Test dataset. The test dataset is intended as the sanity
check regarding the basic functionality of the LR method. It is used
in the method development stage to evaluate the performance of
the LR method to the previously unseen data. In a simple case, we
take the LR method developed on the training dataset and measure
its performance in the test dataset. Since the test dataset appears to
the LR method as previously unseen, lower performance of the LR
method is expected.

3.4.2. Validation stage

The dataset used for the validation stage should represent
realistic forensic conditions found in casework. Also, it should be
independent and representative with respect to the dataset used in
the method development stage. Ideally the real forensic data
should be kept for the validation stage, ensuring the functionality
of the method developed in real forensic conditions. It is common
and expected that well-performing methods in the development
stage lose some of their performance when subjected to real
forensic data.

If the performance of the LR method in the development
stage meets the validation criteria (established previously to the
validation experiment), one can proceed further to the valida-
tion stage. In the validation stage the LR method developed in
the method development stage uses the forensic dataset to
measure the primary and secondary performance characteris-
tics.

As mentioned earlier, the LR method developed using the
development dataset may show lower performance on the
previously unseen dataset, mainly due to the dataset shift between
the datasets used in the method development stage and the
validation stage.

Should the validation criteria not be met by the LR method on
the forensic dataset at the validation stage, a logical step is to move
back to the method development stage, and then proceed with any
of the following possible steps:
� R
efine the training parameters of the LR models.

� U
se alternative models to compute the LR.

� R
elax the validation criteria.

The order in which the steps are to be applied should be
critically assessed – based on the time/budget constraints. One can
spend months trying to refine parameters of a completely ill-
performing LR method, whereas an alternative LR method might
give comparable (if not better) results. It might be therefore a good
idea to measure and compare the performance of different LR
methods in the development stage prior to moving to the
validation stage.

3.5. Validation criteria

Biometric technologies used as black boxes are sometimes
subject to empirical evaluation using standardized datasets. In
fingerprints, good examples are the fingermark/print databases
NIST SD04 or NIST SD27 of the National Institute of Standards and
Technology. If the result of these evaluations, expressed as
measures of performance, are to be used to establish validation
criteria, we shall refer to this approach as ‘‘a comparison with the

state-of-the-art’’, since the validation criteria can be deduced based
on the performance of state-of-the-art algorithms. It should be
noted here, that establishing the validation criteria as strictly equal
to the performance of the state-of-the-art only makes sense in the
case of either using the state-of-the-art algorithm or being sure
that the LR method proposed will be able to directly compete
against and/or outperform the state-of-the-art, which might be
rather challenging.

If such a specific database and/or previous experiments do not
exist and the comparison with state-of-the-art methods is not an
option; a baseline method can be developed. An example could be
a LR model based on the score distributions of a training dataset
computed by a biometric system (under same-source and
different-source propositions). Then, we can measure performance
of the baseline method with a given dataset, and establish
validation criteria according to this performance. We shall refer to
this approach ‘‘a comparison with the baseline’’. The criteria should
not be set according to the selection of the worse possible baseline.
In that sense, the state-of-the-art methods should be considered
indirectly (as a reference), as a sanity check in order to establish the
proposed baseline to be competitive/comparable to the state-of-
the-art methods.

Alternatively, multiple LR methods can be developed at the
same time on the development stage, of which one might play the
role of the baseline method from which the validation criteria will
be defined. The LR methods proposed, including the baseline,
should be fit for purpose. For example, a gamma probability
distribution function (pdf) will not be a good representation of
features in a training dataset showing a distribution very similar to
a normal pdf. Thus, LR methods obviously not fit for purpose
should be eliminated.



Table 4
Forensic process.

Forensic process

Crime-scene Analysis Interpretation Reporting

Initial issues

What, where,

when, how, who

Case assessment

-Reporting

-Interpretation

-Analysis

Intelligence Cases links

(intelligence)

Scene investigation

- Refine scenarios

and hypotheses

- Trace recovery

Analytical methods

- Indicative methods

- Human-based

- Computer-assisted

Or investigation Rank list

(investigation)

Crime scene

assessment

- Description

- Requests

Comparative methods

- Human-based

- Computer-based

Or evaluation

- Human-based

- Computer-assisted

Strength of evidence

(evaluation)
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3.6. Validation decision

A validation procedure5 should yield a validation decision,
defined as a binary expression (e.g. pass/fail) regarding the LR
method being fit/not fit for forensic evaluation casework. This
validation decision may be obtained from a set of comparisons of
performance metrics with validation criteria, as proposed in this
Guideline.

A set of recommendations can be issued alongside the validation
decision, addressing mainly the shortcomings and limitations of the
LR method under evaluation. These may contain applicability range
of a LR method, clarity/distortion limits, description of sampling
procedures, comparison algorithms used etc.

3.7. Validation report

The validation of non-standard methods is described in the EN
ISO/IEC 17025:2005 standard (General requirements for the
competence of testing and calibration laboratories) in section
5.4.4. ‘‘When it is necessary to use methods not covered by standard

methods, these shall be subject to agreement with the customer and

shall include a clear specification of the customer’s requirements and

the purpose of the test and/or calibration. The method developed shall

have been validated appropriately before use.’’ In the section
5.4.4 the ISO standard also lists the information recommended:
a) a
5

ppropriate identification

b) s
cope

c) d
escription of the type of item to be tested or calibrated

d) p
arameters or quantities and ranges to be determined

e) a
pparatus and equipment, including technical performance

requirements

f) r
eference standards and reference materials required

g) e
nvironmental conditions required and any stabilization period

needed

h) d
escription of the procedure, including

- affixing of identification marks, handling, transporting, storing
and preparation of items

- checks to be made before the work is started
- checks that the equipment is working properly and, where

required, calibration and adjustment of the equipment before
each use

- the method of recording the observations and results
- any safety measures to be observed;
U

- c
riteria and/or requirements for approval/rejection

- d
ata to be recorded and method of analysis and presentation
nderstood as the procedure that uses the validation protocol.
- t
he uncertainty or the procedure for estimating uncertainty.

Prior to starting the validation of a LR method, a validation plan
should be drawn by a forensic scientist. It is mandatory for the
reader to keep in mind, that the EN ISO/IEC 17025:2005 standard
was predominantly developed for the validation of analytical
methods, therefore not all of the recommended information is
applicable to the validation of LR methods. Especially the points e),
f), g), h), j) and k) will be rather challenging to defend in the
interpretation of forensic evidence. In compliance with the
remaining recommendations from the EN ISO/IEC 17025:2005
standard the validation plan should contain (but is not limited to)
the following:
� Id
entification of the LR method – point a)

� T
he intended use – point b)

� T
he performance characteristics – point d)

� T
he performance metrics – point d)

� T
he validation criteria – point i)

� T
he scope of the validation (range of application of the LR

method) – point b)

� V
alidation time span (applicable in cases in which the datasets

used in the LR method development/validation stage are
envisaged to get obsolete).

An example of the validation report is presented in an
independent support document published in the Elsevier journal
‘‘Data in Brief’’ [56].

4. Conclusions

The forensic process is composed of four types of activities:
crime-scene, analysis, interpretation and reporting (Table 4). The
forensic crime-scene activities are accredited under the EN ISO/IEC
17020:2012 standard [54], the forensic laboratory activities and
the human-based interpretation methods for forensic evaluation
are accredited under the EN ISO/IEC 17025:2005 standard [34]. On
the other hand there is currently no standard for the accreditation
of computer-based methods for forensic evaluation and to our
knowledge there was even no Guideline for the validation of
likelihood ratio methods used for forensic evidence evaluation.

This Guideline is a first attempt to foster an open discussion
within the scientific community and to offer an opportunity for
comments and suggestions. Our aim is evolve towards an
agreement regarding the performance characteristics, the perfor-
mance metrics and the procedure to be followed to validate these
methods, in order to integrate them into a ISO/IEC standard, with a
preference for the EN/IEC 19795-2:2007 standard [55].
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