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Abstract.  This paper presents a detailed description of the ADAPT (Apply Delayed Automatization 
for Positive Transfer) design model. ADAPT is based upon production system models of learning and 
provides guidelines for developing instructional systems that offer transfer of learned siriUs. The 
model suggests that transfer of training can be attributed to procedure overlap between the original 
training task and the transfer task, as well as to analogy between new problem solving situations and 
acquired cognitive schemata. More specifically, the role of schemata in transfer is thought to increase 
as the transfer task becomes more different from the original training task. Several instructional tactics 
are suggested to optimize transfer of training. Declarative tactics pertain to the instructional design for 
acquiring knowledge which is relevant to performance of the skill; such tactics include demonstrating 
the skill, verbal instruction, the encouragement to paraphrase particular pieces of information, the 
application of advance organizers and mnemonic systems, and the presentation of concrete models 
and examples. Procedural tactics refer to the instructional design for acquiring the skill, that is, to the 
design of practice; such tactics include the encouragement to imitate the skill, the application of 
variability of practice and contextual interference, and the presentation of annotated examples. The 
relevance of ADAPT is evaluated and implications for future research are presented. 

Introduction 

Transfer is a central purpose of many training programs. In essence, those train- 
ing programs are based upon the assumption that knowledge and skills, which are 
learned to perform a particular task, will positively influence performance on 
other more-or-less related tasks. This effect, called "positive transfer", can range 
from specific (i.e., content dependent) to general (i.e., content independent): spe- 
cific transfer affects only particular knowledge and skills within a circumscribed 
subject matter; general Iiansfer affects a wide range of new knowledge and skills. 
The concepts of specific and general transfer are highly related to Mayer and 
Greeno's (1972) distinction between near and far transfer which they introduced 
to indicate the extent of similarity between the new setting and the original train- 
ing setting. 

The goal of this paper is to present a cognitive psychologically based instruc- 
tional design model, called ADAPT (Apply Delayed Automation for Positive 
Transfer), which offers guidelines for the development of instructional systems 
that require positive transfer. We define an instructional design model as a coher- 
ent set of rules prescribing how instructional systems must be designed. Further, 
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in accordance with Van MerfiEnboer and Krammer (1987), we distinguish 
between instructional tactics, as specific design plans that prescribe methods to 
reach desired learning outcomes under given circumstances or conditions, and 
instructional strategies, as general design plans that mainly differ in their control 
of a learner's processing load: such strategies usually include a set of tactics. 

The theoretical framework for ADAPT is formed by production system models 
of learning (see for an overview, Klahr, Langley and Neches, 1987). Production 
systems are a class of computer simulation models that can be used to describe 
the cognitive architecture and learning processes. As we will show, these models 
offer various points of contact for an explanation for transfer of training based on 
cognitive psychology. Within this framework, we will stress the importance of 
organization of declarative knowledge for positive transfer and we suggest that 
both declarative and procedural instructional tactics may be used to optimize that 
organization. This suggestion should be seen as an extension of Van Merfi~nboer 
and Krammer's (1987) original interpretations of declarative and procedural 
instruction. 

The structure of our discourse is as follows. In the first section, we outline two 
historically different points of view concerning the phenomenon of transfer of 
training, namely the theory of Identical Elements and the Gestalt Approach, and 
we indicate that these different approaches are still present in contemporary con- 
ceptualizations of transfer of training. In the second section, we present the theo- 
retical framework for the ADAPT design model. First, we outline the cognitive 
architecture; then we discuss the process of skill acquisition. In the third section, 
we present the ADAPT design model. First, we present the assumptions of 
ADAPT; second, we formulate ADAPT's guidelines for instructional control of 
transfer, and finally, we present two illustrative applications of ADAPT. One 
example pertains to the domain of supervisory control in the process industry; the 
second example concerns the domain of computer programming. In the conclud- 
ing section, we offer a discussion of ADAPT and we present some suggestions 
for future research. 

History of research on transfer 

The study of transfer has a long history (see for reviews e.g., Adams, 1987; 
Annett and Sparrow, 1985; Ellis, 1965; Osgood, 1949; Royer, 1979). Until the 
end of the nineteenth century, the prevailing opinion concerning transfer was 
governed by the Doctrine of Formal Discipline. This doctrine asserted that, on 
analogy of the relationship between physical exercises and muscle power, the 
power of the mind could be increased by mental exercises such as the study of 
"difficult" subjects as Latin and geometry which, in turn, was expected to 
improve performance for all other subjects in the curriculum. At the turn of this 
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century, two influential lines of research came up which are still of importance to 
the issue of transfer of training, namely research based on the Associationist tradi- 
tion, in particular Thomdike and Woodworth's (1901) theory of Identical 
Elements, and research based on the Gestalt Approach which had its origin in 
Selz's fundamental conceptions of intellectual processes (cited in Mandler and 
Mandler, 1964). 

The Associationists consider the process of thinking simply as covert doing: 
thinking involves mentally trying all the likely responses until the one that will 
work is found. Since this form of trial and error process cannot be seen, the solu- 
tion therefore appears to be achieved suddenly, as by a "flash of insight." Within 
this associationist tradition, the Identical Elements Theory of Thorndike and 
Woodworth (1901) claimed that transfer from one task to another would occur 
only when both tasks shared identical elements. Although it never became clear 
what exactly was meant by identical elements, this concept is usually interpreted 
to mean something like stimulus-response pairs (Orata, 1928); sometimes it is 
conceptnalized much more broadly in that similar mental actions related to stim- 
uli or habits are included as well (Cox, Valsiner and Ornstein, 1987). In general, 
it was assumed that the greater the number of identical elements, the greater the 
amount of transfer. Osgood (1949) synthesized the first 50 years of research on 
transfer of training in the twentieth century in his influential article on the "trans- 
fer surface." This construct indicated that transfer is functionally related to the 
similarity and difference relationships between stimuli and responses in an origi- 
nal and transfer task. 

Unlike the Associationists who consider the concept of identical elements as 
the determining factor for transfer of training, the Gestaltists rely on mental struc- 
tures. They consider the process of thinking as reorganizing or relating one aspect 
of a problem situation to another which may result in structural understanding. 
This involves reorganizing the elements of a problem situation in a new way so 
that they may solve the problem. In this process, it may be important to give hints 
to the problem solver because this may help to break out of old ways of organiz- 
ing the situation. The new way of looking at the problem is accompanied by 
"insight," that is, the "magical" flash that occurs when the solution suddenly falls 
into place. The Gestaltists held that transfer from one task to another is achieved 
by arranging learning situations so that a learner can gain insight into the problem 
to be solved. This type of learning is thought to be permanent and to transfer to 
new situations. 

Many of the Gestalt ideas are closely tied to a slightly different view of 
thinking which may be referred to as "Meaning Theory." The meaning view of 
thinking of which Bartlett's (1932) schema conception is a well-known example, 
involves finding how the present problem relates to those concepts and ideas that 
already exist in memory, that is, relations between external elements and 
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schemata. In his view: "... a schema, refers to an active organization of past 
experiences which must always be supposed to be operating in any well-adapted 
organic response" (p. 201). According to the Meaning Theory, thinking is mainly 
a process of figuring out which schema or set of past experiences the new prob- 
lem should be related to, and then interpreting and reorganizing the new situation 
in accordance with the particular schema that is selected. With respect to transfer 
of training, it is argued that positive transfer is likely to occur when a problem sit- 
uation is assimilated to useful schemata. 

With the shift to more cognitively-based accounts of learning and performance, 
interest in transfer of training research declined during the 1960s and 1970s 
because most effort was invested in the study of structures and processes involved 
in the encoding and retrieval of information during initial task acquisition and 
retention (e.g., Battig, 1966, 1972; Neisser, 1967; Postman, 1971; Postman and 
Underwood, 1973; Sternberg, 1969). However, Cormier and Hagman (1987) 
indicate that during the past decade there has been a new upsurge in interest in 
transfer of training among researchers with a cognitive or information processing 
approach to human learning. Central to this approach is the assumption that learn- 
ers are conceptualized as active constructors of knowledge rather than passive 
recipients of information; they actively seek to make sense of the environment, 
imposing structure and order on stimuli encountered through experience. On the 
one side, with respect to transfer of training, this cognitive view tackles transfer 
problems by carefully analyzing the stimulus and response properties of the learn- 
ing events. 

Recently, these stimulus-response pairs have been interpreted in terms of 
productions (e.g., Singley and Anderson, 1985, 1988, 1989). This is clearly in the 
tradition of the Assoclationist point of view, because it is assumed that events 
which share stimulus properties will be recognized by the learner as being similar 
and that the response learned to the first event can be generalized to the second. 
On the other side, the cognitive view bears on the Gestaltist point of view and in 
particular on the Meaning Theory by making strong assumptions about the nature 
of underlying memory representations. Memory is conceptualized as a highly 
structured storage system in which information is both stored and retrieved in a 
systematic manner. The critical step in transfer is the retrieval of a relevant bit of 
information when a particular problem is encountered. According to Royer 
(1979), the emphasis on memory search processes specifically makes the 
cognitive approach not limited to near transfer problems, but also relevant to far 
transfer problems. Thus, it seems that both the older Associationist and Gestaltist 
points of view concerning the phenomenon of transfer of training, in particular 
the Identical Elements Theory and the Meaning Theory, are in fact still present in 
current cognitive views on transfer of training. 
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Theoretical framework for ADAPT 

Recent cognitive views on transfer of training offer various points of contact for 
the development of instructional design models, which provide guidelines for 
developing instructional systems that offer transfer of learned skills to new situa- 
tions. Specifically, production system models of learning are a powerful basis for 
the development of such instructional design models. The ADAPT (Apply 
Delayed Automatization for Positive Transfer) design model is based upon this 
theoretical framework. In this section, we will outline the nature of production 
system models of learning; in particular, we will discuss the ACT* (Adaptive 
Control of Thought) theory of skill acquisition (Anderson, 1982, 1983, 1987). 

Cognitive architecture 

Production systems are a class of computer simulation models that can be used to 
describe the human cognitive architecture and learning processes (Klahr, Langley 
and Neches, 1987). When modeling human cognition, a production system 
consists, in its most basic form, of two memories that interact via a simple 
processing cycle. One memory is conceptualized as procedural memory in which 
a set of condition-action (IF-THEN) pairs, called productions, are represented. 
The other memory is referred to as working memory which contains information 
that is basically declarative in nature. The processing cycle consists of a 
three-stage recognize-act cycle. In a parallel process, the condition sides of all 
productions from procedural memory are matched with the contents of working 
memory. When the condition sides of more than one production match, conflict 
resolution principles apply to select a single production for application. Finally, 
the selected production is f'wed. Firing a production may result in behavior as well 
as in changes to the contents of working memory which implies that the 
processing cycle can continue indefinitely. In practice, it continues until a certain 
prespecified goal state, such as solving a particular problem, is achieved. 

Anderson's ACT* theory (Adaptive Control of Thought; 1982, 1983, 1987) 
extends the general cognitive architecture of production systems by making a fun- 
damental distinction between declarative and procedural knowledge. In addition 
to a working memory and a procedural memory, the cognitive architecture 
according to ACT* includes a declarative memory in which a set of facts are rep- 
resented in an inert, propositional, network-like structure. A spreading activation 
mechanism, which is considered a parallel process, may affect many parts of the 
network simultaneously. This activated part, which in fact defines the working 
memory, is likely to be stored in declarative memory. Activation of declarative 
knowledge structures may result either from perceptual processes or from firing 
productions of procedural memory. Thus, productions operate on declarative 
knowledge that is currently active in working memorv. 
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Skill acquisition 

Skill learning in fact means learning what procedures exist for accomplishing 
various goals, learning how to carry them out, and learning under what circum- 
stances to apply them (Charney and Reder, 1986). To achieve a goal, it may also 
be necessary that new facts, new concepts and new principles be learned (Merrill, 
1983, 1987). For instance, in the case of operator training, trainees have to learn 
how and when they should intervene in a particular automated production pro- 
cess; they have to learn the characteristics of the device they are using; and they 
have to learn the principles of the production process they are controlling. 

Learned skills can usually be performed quickly, fluendy, effortlessly and rela- 
tively automatically (Hasher and Zacks, 1979; Jonides, 1981; LaBerge and 
Samuels, 1974; Logan, 1985, 1988; MacKay, 1982; Posner and Snyder, 1975; 
Schneider and Shiffrin, 1977; Shiffrin and Schneider, 1977). Indeed, skill seems 
to be closely related to automaticity. Yet, as Logan (1985, 1988) has argued con- 
vincingly, skill and automaticity are not the same thing. Automaticity is just a 
component of skill; skill is more than the sum of its automatic parts. If unskilled 
performance were simply less automatic than skilled performance, unskilled 
performers would be able to do whatever skilled performers could do, only less 
automatically. Clearly this is wrong. Logan argues that highly skilled performers 
must have a lot of declarative knowledge about their skill that allows them to 
make better use of their procedures. For example, Kieras (1982) has shown that 
skilled operators know a lot about complex engineered systems such as radar sets, 
process control installations, or airplanes. They know the function and purpose of 
the device, the controls and indicators, and the inputs, outputs and connections. 
They also know how to operate the device to accomplish a diversity of goals. 
They know procedures for fault management and maintenance, and they even 
may know something about the internal structure and mechanisms of the equip- 
ment. Using this knowledge enables them to operate the device adequately and 
efficiently. 

Contrary to this seems the well-known phenomenon that skilled performers do 
not invariably demonstrate extensive declarative knowledge (e.g., Annett, 1985; 
Berry and Broadbent, 1984; Gallwey, 1975). For instance, Berry and Broadbent 
(1984) explored the relationship between performance on a cognitive task and the 
explicit or reportable knowledge associated with that performance. They showed 
that practice significantly improved performance, but had no effect on the ability 
to answer related questions. In contrast, verbal instruction significantly improved 
the ability to answer questions, but had no effect on task performance. Thus, it 
seems that we cannot always describe all that we can do, and, conversely, we can- 
not always do all that we can describe. Although this may be true, it then remains 
to be seen if the term 'expertise' is appropriate. 
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In agreement with Logan (1985, 1988), Olsen and Rasmussen (1989) recently 
argued that expertise is not sufficiently described in terms of automatized skilled 
performance. Whereas such performance surely is a part of expert behavior, it 
does not completely characterize expertise. In addition to the ability to demon- 
strate skilled performance, according to Olsen and Rasmussen, real expertise is 
characterized by the ability to advise and instruct, and to reason about and evalu- 
ate novice and expert performance in a particular field. They suggest the term 
'reflective expert' for this kind of expert behavior. From this observation it is 
only a small step to the conclusion that both the development of automaticity and 
the acquisition of declarative knowledge play a significant role in gaining 
expertise. 

Automatization 

Anderson (1982, 1983, 1987) uses an adaptive production system to model the 
development of automaticity. His ACT* theory breaks down automatization into 
two major stages: a declarative stage and a procedural or automatic stage. In 
ACT*, automatization is conceptualized as the transition from the declarative to 
the automatic stage by knowledge compilation. 

In the declarative stage, the learner receives information about a skill via 
instruction. Rehearsal is used to maintain the information in an active state. 
Subsequently, the contents of working memory may be encoded as a set of facts 
in declarative memory. The information provided with instruction is used by 
general interpretive productions to generate behavior. The generality of those pro- 
ductions refers to the fact that they make no specific reference to any particular 
knowledge domain. During the declarative stage, verbal mediation is fi'equently 
observed because the facts have to be rehearsed in working memory to keep them 
available for the general interpretive productions. This interpretive use of declara- 
tive knowledge is an example of what Schneider and Shiffrin (1977; Shiffrin and 
Schneider, 1977) characterized as "controlled processing", which has the 
advantage of flexibility in that a learner can be circumspect about the behavioral 
implications of the declarative knowledge. However, it has the disadvantage that 
it works slowly and may lead to serious costs in terms of processing load because 
interpreting declarative knowledge requires continuous retrieval of facts from 
declarative memory and because the individual interpretive steps are generally 
small. 

With practice, compilative processes produce domain-specific productions that 
may be directly applied without the intercession of general interpretive 
productions. In ACT*, skills can only be acquired by doing them because the 
compilative processes are thought to operate on the traces of production applica- 
tions in order to create new productions. There are two distinct types of processes 
involved in knowledge compilation. One is composition: a sequence of 
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productions that follow each other in solving a particular problem is collapsed 
into a single production that has the same effect as the sequence. This can 
produce a considerable speedup. The other is proceduralization: declarative 
knowledge to which general interpretive productions apply, is built into new 
domain-specific productions. This implies a reduction of processing load because 
the declarative knowledge need no longer be retrieved from declarative memory 
and held active in working memory. Anderson (1982, 1983, 1987) emphasizes 
that proceduralization does not necessarily imply the loss of the declarative 
representation nor the ability to use it interpretively. Further, composing smaller 
productions into larger productions does not eliminate the smaller productions. 
The original productions may remain available to apply in situations in which the 
composed productions cannot. 

In the automatic stage, behavior may be produced by direct application of 
domain-specific productions without interpreting declarative knowledge. 
Learning may proceed further through a strengthening process which increases 
the strength of a production with every successful application. The direct applica- 
tion of domain-specific productions without interpreting declarative knowledge is 
an example of what Schneider and Shiffrin (1977; Shiffrin and Schneider, 1977) 
referred to as "automatic processing." Automatic processing has the advantage 
that it works fast and with low demands on working memory. However, the fact 
that this type of processing can directly control behavior may be disadvantageous 
as well; for example, there is the ever-present danger for "action slips" (Norman, 
1981) to occur if particular stimulus input triggers non-intended domain-specific 
productions. 

Schematization 

In addition to the development of automaticity, that is, the building of domain- 
specific productions, the acquisition of declarative knowledge that productions 
operate upon plays a significant role in achieving skilfulness. Declarative 
knowledge refers to static, inert structures that contain fact-like information. The 
information can be encodings of examples of instructions, encodings of properties 
of objects, encodings of situations, encodings of procedures, and so on. In ACT*, 
this fact-like declarative information is represented in a propositional network. 
The network also includes general knowledge which allows the system to under- 
stand the facts. The general knowledge is represented in cognitive structures that 
have been variously labelled schemata (Bartlett, 1932; Bobrow and Winograd, 
1977; Rumelhart and Ortony, 1976; Thorndyke and Hayes-Roth, 1979), frames 
(Minsky, 1975), scripts (Schank and Abelson, 1977), or PUPS structures 
(PenUltimate Production System; Anderson, Boyle, Corbett and Lewis, 1986; 
Anderson and Thompson, 1987). 
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In accordance with the view that declarative knowledge is represented in a 
propositional network, a schema thus can be thought of as a cluster of general 
propositions attached to a node which specifies the general properties of a type of 
object or event or activity and leaves out any specification of details that are irrel- 
evant to the type. For instance, a schema for process control devices may specify 
that they consist of a special keyboard and some kind of Visual Display Unit 
(VDU), that they are used to control production processes, and that it is difficult 
to learn how to operate them. The schema leaves out many characteristics of indi- 
vidual process control devices, such as the precise details on the information they 
present and on their keyboard lay-outs; where precisely they are located in the 
process control rooms; where they are manufactured; and for exactly what pro- 
duction processes they are used. Thus, a schema is a cognitive structure that 
allows particular objects, events or activities to be assigned to general categories. 
General knowledge of the category can then be applied to the particular case. It 
should be noted that, like all declarative knowledge, schemata may be compiled 
into domain-specific productions. The content and form of schemata are not 
fixed, but change as skill-level is growing. We refer to the result of processes 
which are responsible for that change as schematization. In our view, there are 
two distinct types of processes involved in schematization. One type involves 
elaborative processes; the other type involves inductive processes. 

Elaborative processes are encoding processes that use schemata that already 
exist in memory to embellish the information that is provided with the instruction. 
Such elaboration of information is important because, at least in skill learning, 
one frequently observed characteristic of instruction is that it seldom if ever 
directly and exactly specifies what procedures should he applied to attain particu- 
lar goals, how they should be carded out, and under what conditions they should 
be applied (e.g., Anderson, 1982; Charney and Reder, 1986; Kieras, 1987a, 
1987b). Elaborative processes connect schemata with the new information and 
they infer information from the schemata that was not presented in the 
instruction. The result of elaboration of instructional material is an increase of 
interconnections in the schemata. This is thought to facilitate memory for new 
information because multiple retrieval routes to particular information become 
available (e.g., Anderson and Reder, 1979; Bransford, 1979; Mayer, 1975, 1981, 
1982; Reder, 1979; Reder, Charney and Morgan, 1986). According to Van 
MerriSnboer and Krammer (1987), the use of elaborative processes may be seen 
as a form of meaningful learning because new information is assimilated to 
knowledge (schemata) that already exists in memory. As opposed to elaborative 
processes that make maximal reference to previous knowledge in encoding new 
information, we refer to restrictive processes as encoding processes through 
which new information is stored with minimal reference to previous knowledge. 
Such restrictive processes are thought to create just a target trace; they do not 
create traces that are redundant with the target trace. 
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Inductive processes, on the other hand, either create new schemata or adjust 
existing schemata to make them more in tune with experience. Inductive pro- 
cesses may either extend or restrict the range of applicability of schemata 
(Carbonell, 1984, 1986). A more generalized schema is produced if a set of suc- 
cessful solutions in a class of related problems is available. In that case, the 
schema may abstract away from the details in order to allow categorization and 
further thought and action based on the categorization. A more specific schema is 
produced if a set of failed solutions in a class of related problems is available. In 
that case, particular preconditions are added to the schema which restrict its range 
of use. Thus, in accordance with recent developments in research on production 
systems of learning, generalizations and discriminations are conceptualized as 
organized declarative knowledge structures that emerge as consequences of the 
application of inductive processes; they are subject to strategic control (Anderson, 
1986, 1987; Dulany, Carlson and Dewey, 1984; Elio and Anderson, 1984; Lewis 
and Anderson, 1985; Neches, 1987; Ohlsson, 1987; Proctor and Reeve, 1988). 
Like all declarative knowledge, the results of the inductive processes may be 
compiled into productions that apply to a particular class of related problems. 

The ADAPT design model 

Our review of production system models of learning and, in particular, our 
discussion of the ACT* theory of skill acquisition set up the framework for the 
presentation of the ADAPT design model. It should be noted that ACT* is a rule- 
based system in which procedures are decomposed into lower-level rules that 
have the form of productions. Productions may be used for computer implementa- 
tion. In the following, we adopt, for the sake of generality, the term procedure 
instead of production, because we are not concerned with implementation in the 
first place. Likewise, we use the psychological concept schema for cognitive 
structures that contain general knowledge instead of some kind of other labeling 
such as frames or scripts because those structures refer specifically to knowledge 
representations relevant to computer implementations. In the present section, we 
will start with a discussion of ADAPT's basic assumptions; after that, we will for- 
mulate ADAPT's guidelines for instructional control of transfer. 

Assumptions of ADAPT 

Table 1 lists the eight basic assumptions of the ADAPT design model. The 
assumptions will be subsequently elucidated. 
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Skill acquisition 

In the previous sections, we have made a strong case for the importance of both 
automatization and schematization in skill acquisition. On the one hand, automati- 
zation of procedures reduces processing load which allows the system to devote 
cognitive resources to problem solving activities; on the other hand, schematiza- 
tion of declarative knowledge results in multiple retrieval routes to particular 
information which allows the system to make better use of its automatized 
procedures. 

Table 1. ADAPT's basic assumptions 

1. SKILL ACQUISITION 

Both automatization and schematization play a significant role in skill acquisition. 

2. INSTRUCWION 

Instruction facilitates either automatization or sehematization. 

3. DECLARATIVE INSTRUCTION 

Declarative instruction facilitates the application of either restrictive or elaborative encoding 
processes. 

4. PROCEDURAL INSTRUCTION 

Procedural instruction facilitates the application of either compilative or inductive processes. 

5. PROCEDURE-OVERLAP 

Transfer of training is explained by procedure-overlap to the extent that compiled procedures are 
available and apply to the current problem. 

6. ANALOGY 

Transfer of training is explained by analogy to the extent that declarative knowledge from other 
similar problem solving situations is available and may help to solve the current problem 

7. RELATIVE IMPORTANCE OF AUTOMATIZATION OR SCHEMATIZATION 

During training, the relative importance of sehematization increases as transfer becomes further, 
that is, as the procedure-overlap between the transfer task and the original training task decreases 

8. TRANSFER FAILURE 

Transfer failure is explained by the transference of procedures to situations in which they are 
either not optimal (einstellung) or completely inappropriate (over-generalization) 
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Instruction 

ADAPT assumes that instruction facilitates either automatization or schematiza- 
tion. Instructional strategies that facilitate automatization are referred to as 
"Accelerated Automatization Strategies" (AA-strategies); instructional strategies 
that facilitate schematization are referred to as "Delayed Automatization 
Strategies" (DA-strategies). AA-strategies and DA-strategies are assumed to have 
opposite effects on the shape of acquisition curves: AA-strategies are thought to 
steepen the shape of a typical acquisition curve and DA-strategies are assumed to 
flatten it (Figure 1). A typical acquisition curve relating performance to time or 
practice is a negatively accelerated function in which the gain in performance on 
a trial decreases as practice continues (Lane, 1987). 

AA-strategies speed up the process of knowledge compilation, that is, they 
facilitate the creation of domain-specific procedures, which are required to per- 
form the to-be-learned task. Hence, practicing under AA-strategies will quickly 
lead to mastery, that is, to a relatively high level of skill competency but with 
cognitive resources possibly still given to various aspects of the task. Likewise, if 
practice is continued, automaticity will be attained relatively quickly. However, 
AA-strategies produce poorly developed schemata because they give little oppor- 
tunity to apply elaborative and inductive processes. 

DA-strategies slow down the process of knowledge compilation, that is, they 
hinder the creation of domain-specific procedures. However, they produce well- 
developed schemata because they facilitate the application of elaborative and 
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Figure 1. Predicted shiftings in the shape of a typical acquisition curve under AA-stratcgies 
and DA-strategies 



101 

inductive processes that organize and su'ucture declarative knowledge and 
produce generalizations and discriminations. Schematizing is an effortful, time- 
consuming process which is assumed to be at the expense of the knowledge 
compilation process. Hence, as compared to practicing under AA-strategies, 
practicing under DA-strategies implies that it takes relatively long to attain a pres- 
pecified mastery level and to develop automaticity. 

Declarative instruction 

Recently, Van Merd~nboer and Krammer (1987) argued that within any 
instructional strategy for skill acquisition, two basic forms of instruction can be 
distinguished, namely declarative instruction and procedural instruction. 
Declarative instruction pertains to the instructional design for acquiring knowl- 
edge that is relevant to performance of the skill. Declarative instruction facilitates 
the application of restrictive processes if a learner is encouraged to maintain new 
information in an active state just by repeating it over and over, either out loud or 
mentally. In that way, only the target trace is created because no special reference 
is made to other related knowledge. Declarative instruction facilitates the applica- 
tion of elaborative processes, if a learner is encouraged not only to rehearse the 
new information but in addition is stimulated to relate it to previous knowledge. 
In that way, additional traces are created that are redundant with the target trace. 

Procedural instruction 

In addition to declarative instruction, procedural instruction is an essential part of 
any instructional strategy for skill acquisition. Procedural instruction refers to the 
instructional design for actually performing the skill, that is, to the design of prac- 
rice. Procedural instruction facilitates the application of compilative processes if 
new information can be directly and easily incorporated into domain-specific pro- 
cedures. Procedural instruction facilitates the application of inductive processes 
and hence the creation of generalizations and discriminations if immediate incor- 
poration of new information into domain-specific procedures is prevented. 

Procedure-overlap 

A first approximation to an understanding of transfer of training involves compar- 
ing two sets of procedures for different tasks. ADAPT assumes that, to the extent 
that the procedure sets overlap, transfer will be positive from one task to the other. 
Recently, Singley and Anderson (1985, 1988) have argued that this formulation is 
in fact a modem version of Thorndike and Woodworth's (1901) Identical 
Elements Theory. However, whereas Thomdike and Woodworth were vague on 
what precisely was meant by identical elements, the identification of procedures 
(production rules) as the units of learning and transfer allows exact quantitative 
predictions for training time and transfer of training (Kieras and Polson, 1985; 
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Poison, 1987; Poison and Kieras, 1984). Thus, the commitment to the production 
system formalism offers an adequate solution to a long-standing problem of trans- 
fer of training, namely the problem of similarity of elements. 

Singley and Anderson (1985, 1988) suggest that the calculation of transfer 
based on procedure set overlap naturally leads to a two-component model of 
transfer. The first or general component is the intersection of two sets of proce- 
dures; the second or specific component is the remainder of a particular set. The 
larger the set overlap, the larger the general component and the greater the chance 
that the right procedures are triggered to perform the transfer task. Thus, in pure 
retention tasks, which can be considered as a special case of transfer (Pieters, 
Jelsma and Van MerriEnboer, 1987; Voss, 1987), it is argued that the general 
component totally overshadows the specific component and transfer of training 
can be expressed fairly well in terms of procedure-overlap. Thus, it needs no 
explaining that specifically near transfer can be well explained by procedure- 
overlap. 

Analogy 

If transfer becomes further, that is, if the transfer task increasingly deviates from 
the original training task, it logically follows that the general component 
decreases. Now, the specific component becomes too large to be ignored so that 
transfer of training cannot be completely attributed to procedure-overlap. To 
predict the magnitude of transfer, ADAPT recommends to take the declarative 
component in transfer of training into account. In doing so, ADAPT offers a plau- 
sible explanation for the tendency to underpredict the magnitude of transfer of 
training which results from Singley and Anderson's (1988) 'identical production 
model'. Indeed, Singley and Anderson have often been haunted by more positive 
transfer than they could readily predict and they suggested one additional source 
of transfer: "It is our view that declarative knowledge of a special sort [italics 
added] contributed to transfer ..." (p. 267). More recently, Singley and Anderson 
(1989) once again observed an under-estimation of transfer and they argued that 
the role of the declarative component in transfer of training had been ignored. 
They conclude that: "...declarative knowledge provides a basis for transfer 
between different uses of the same knowledge" (p. 220). 

ADAPT assumes that transfer of training may be explained by analogy to the 
extent that declarative knowledge from other similar problem solving situations is 
available and may help to solve the current problem. In agreement with Anderson 
and Thompson (1987), analogy is conceptualized as the mapping process in 
which declarative knowledge is used to solve new problems. This knowledge can 
come from the learner's own past, it might come from looking at the behavior of 
another, or it might come from adapting an example given in a textbook or some 
other expository medium. In fact, analogy draws comparisons between the current 
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problem situation and possibly relevant information from other similar problem 
situations. Encoding processes may store the solution to the current problem. In 
compiling the results of analogy, procedures may be built that directly produce 
the effect of analogy without making reference to declarative knowledge. In addi- 
tion, Carbonell (1984, 1986) describes how the information provided by analogy 
may be used by inductive processes to produce either generalizations or discrimi- 
nations. If no relevant information is available, analogy fails and the problem 
solver has to apply other types of controlled processes to perform the transfer 
task. 

Relative importance of automatization or schematization 

ADAPT assumes that the importance of analogy increases as transfer becomes 
further, that is, as the general component decreases and the specific component 
increases. ADAPT further assumes that the success of analogy in transfer depends 
on the presence of possibly relevant declarative knowledge from other similar 
problem solving situations and in particular on how that knowledge is organized. 
ADAPT assumes that analogy will be more successful to the extent that the 
declarative knowledge is better organized. This is in agreement with Anderson 
(1987) who states that: "... analogy can be much more effective if [it] operates on 
a rich representation of the knowledge [italics added]." (p. 206). Declarative 
knowledge representation into schemata is considered to be a sound basis for 
analogy to operate upon because multiple retrieval routes to particular 
information are available which offer the possibility to derive relevant informa- 
tion relatively easily. Thus, the relative importance of schematization increases as 
the transfer task becomes more different from the original lraining task. Further, 
the relative importance of automatization is thought to increase if only the origi- 
nal training task has to be reproduced (retention); in that case already compiled 
procedures may apply in performing the transfer task and no special reference has 
to be made to declarative knowledge. 

Transfer failure 

Besides the problem of similarity of elements, another long-standing problem of 
transfer is the occurrence of transfer failures. Singley and Anderson's (1989) the- 
ory of the transfer of cognitive skills suggests two possible sources of transfer 
failures. ADAPT agrees with Singley and Anderson's theoretical point of view. 
One source of transfer failure pertains to the case in which a procedure that is 
optimal in one situation is transferred to another domain in which it is not opti- 
mal, as in the 'Einstellung phenomenon' (Luchins and Luchins, 1959). However, 
in terms of production-system models there is perfect transfer of productions 
leading to nonoptimal performance; it is not a case of the productions firing more 
slowly or incorrectly. 
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The second possible source of transfer failures pertains to the case in which 
two situations are apparently identical. In terms of production-system models, 
there is transfer of productions whose conditions match but whose actions are 
completely inappropriate in the transfer task. In this case, subjects fail to discrimi- 
nate properly between the two situations and mistakenly apply productions which 
are overly general. At first glance, the situations may seem identical. However, to 
achieve optimal performance in either of the two situations, subjects have to 
apply more specific procedures. 

Guidelines for instructional control of transfer 

Before we present ADAPT's specific guidelines for instructional control of trans- 
fer we present some general guidelines for instruction that should be incorlxa'ated 
into any instructional strategy. From the wide variety of guidelines that have been 
formulated (cf., Gagn6, 1985; Gagn6 and Glaser, 1987; Merrill, 1983, 1987; 
Reigeluth, 1983a, 1987; Romiszowski, 1981) we highlight three basic guidelines 
that can be directly associated with our theoretical framework. 

First, new information provided with instruction should be encoded correctly. 
In introducing a skill to a learner, Anderson (1987) has pointed to the importance 
of correctness of declarative encodings. He argued that any procedure compiled 
from an incorrect representation of knowledge may be detrimental to later perfor- 
mance of the skill. Similarly, Charney and Reder (1986) argue that although 
declarative knowledge becomes increasingly superfluous to skill performance as 
learners gain expertise, the declarative representation is critical to the initial 
stages of skill acquisition. 

Second, instruction should present a relatively small amount of new 
information at a time in order to prevent processing overload; in addition, this 
information should have to be held in working memory for a relatively short time 
in order to prevent working memory failures. Anderson (1987) argues that any 
factor that increases the amount of information that must be held, or the time for 
which it must be held, will increase the likelihood of working memory failures. 
This, in turn, may result in incorrect compilations and negatively affect perfor- 
mance of the skill. 

Third, in a system in which skills can be learned only by doing them, the 
importance of formal instruction diminishes and the importance of practice 
increases. It should be noted, that practice per se does not make perfect but that 
only consistent practice may improve performance. That is, a learner should be 
enabled to make the same response to a particular stimulus whenever it occurs 
(e.g., Schneider, 1985; Schneider and Fisk, 1982, 1983). 

Together, these three basic guidelines for instruction suggest that, as Dijkstra 
(1990) has recently argued, skill development and knowledge construction should 
take place jointly. In the initial stages of training, the instruction should not 
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overwhelm learners with a large amount of information that seems all relevant to 
later performance of the skill. In support of this view is the finding that declara- 
tive knowledge provided by verbal instruction is sometimes even unhelpful to the 
process of skill acquisition (e.g., Gallwey, 1975). Therefore, the necessary 
instruction should be compacted into its bare essentials and gradually elaborated 
during the skill acquisition process. Further and of utmost importance, the instruc- 
tion should encourage consistent practice. 

In agreement with this point of view, Carroll (1985) and, in a more recent 
article strikingly entitled "The Minimal Manual", Carroll, Smith-Kerker, Ford 
and Mazur-Rimetz (1988) showed that standard text-editor manuals can be made 
more effective if they are shortened and focus just on the information necessary 
to perform the skill. Similarly, in the context of operator training, it has become 
clear that the emphasis on theoretical aspects of a system's functioning, so fre- 
quently seen in introductory courses, is often disproportionate to the actual value 
of such knowledge. Instead, it is suggested that the content of instruction should 
be directly related to what the operator may be required to do in interaction with 
the system (e.g., Kieras, 1987a, 1987b; Mann and Hammer, 1986; Morris and 
Rouse, 1985; Morris, Rouse and Fath, 1985; Rasmussen, 1986). 

Guidelines for instruction that pertain to the correctness of declarative 
encodings, to the prevention of working memory failures, and to the importance 
of consistent practice, are thought of as basic guidelines to be included in any 
instructional strategy. Following these guidelines is a prerequisite to attain mas- 
tery but it is not sufficient to warrant transfer of  training. Specific guidelines that 
exert instructional control of transfer, can be easily derived from ADAPT's 
assumptions. These guidelines can be formulated in terms of instructional tactics, 
that is, in terms of specific design plans that prescribe methods to reach desired 
learning outcomes under given conditions. 

Recently, Van Merd~nboer and Krammer (1987) have formulated instructional 
tactics in a goals-conditions-method format. Their view on instructional tactics is 
very similar to Reigeluth's conception of instructional principles (Reigeluth, 
1983b, 1987). Reigeluth formulated instructional principles in a circumstances- 
method-outcomes format. Outcomes are the effects of certain methods under 
particular conditions or circumstances. Outcomes may be desired or actual. 
Desired learning outcomes may be equalized with instructional goals (Van 
Merfi~nboer and Krammer, 1987); conditions are factors that may influence the 
effect of methods, such as the nature of the content or learning task, the nature of 
the learners, and the nature of the learning environment; methods are instructional 
manipulations that may achieve different goals under different conditions. The 
general structure of an instructional lactic comprises at least one goal, at least one 
condition to delimit its validity, and precisely one method. 
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Figure 2. The A D A P T  design mode l  

In this article, goals are associated with mastery of the learning task and with 
transfer of training; conditions are associated with the initial skill level of the 
learner which, for our purposes, implies that the learners are novices. Under these 
restrictions, ADAPT gives rise to four categories of instructional tactics: 

A. Tactics for declarative inslruction that aim at near transfer 

B. Tactics for declarative instruction that aim at far transfer 

C. Tactics for procedural instruction that aim at near transfer 

D. Tactics for procedural instruction that aim at far transfer 

Tactics of category A and category C may be included in instructional strate- 
gies which we previously called "AA-strategies"; those strategies are thought to 
facilitate large gains in performance in the initial stages of training and they may 
quickly lead to mastery. However, applying tactics of AA-strategies may at best 
result in near transfer. Tactics of category B and category D may be included in 
instructional strategies which we previously called "DA-strategies". As compared 
to AA-strategies, DA-strategies are thought to produce small gains in perfor- 
mance in the initial stages of training and hence, they attain the same performance 
level more slowly. However, applying tactics of DA-strategies may produce far 
transfer. Thus, here we are concerned with what Cormier and Hagman (1987) 
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characterized as one of the most important issues of contemporary research on 
transfer of training, namely the issue of how training for transfer differs from 
training for rapid acquisition. It hardly needs explaining that this issue reinforces 
the need in instructional design to distinguish between training and post-training 
performance as indices of training effectiveness. 

At this point, it should be noted that a combination of AA-strategies and DA- 
strategies may, and often should, be used to optimize training programs. For 
instance, a high performance skill, which may be defined as one which requires 
over 100 hours of training (e.g., Schneider, 1985), usually includes several sub- 
skills that remain consistent over various problem situations. For those subskills, 
rapid acquisition is, but transfer of training is not, explicitly required. For 
instance, in the context of operator training, keyboard operation is a prerequisite 
for diagnosing system failures. However, this subskill does not require transfer of 
training, because the operator uses the same keyboard for diagnosing a variety of 
system failures. Thus, keyboard operation may be practiced most effectively 
under AA-strategies, while diagnosing system failures may be practiced most 
effectively under DA-strategies. In general, decomposition of a complex task in 
subtasks is necessary before deciding on the strategies for training those subtasks; 
then, an in-depth analysis of subtasks should be used to decide on the tactics that 
will be used. 

Figure 2 presents the basic components of the ADAPT design model. In the 
following, we elucidate for each of the four categories the presented, characteris- 
tic examples of tactics. The list of instructional tactics should not be considered to 
be complete. In carefully evaluating the effects on transfer of training of other tac- 
tics, which are not presented in the present article, this list can and should be 
extended in order to facilitate the design of instructional systems in which transfer 
of training is kept effectively under control. 

Declarative tactics that aim at near transfer 

Probably the most effective instructional tactic to maintain a particular piece of 
information in an active state, so that it may be stored in memory, is simply to 
have a learner rehearse that information over and over, either out loud or men- 
tally. This mere repetition of information without any attempt at understanding is 
sometimes associated with rote learning (e.g., Ausubel, Novak and Hanesian, 
1978). There is substantial research evidence that rehearsal is an efficient way to 
maintain a relative small amount of information in an active state, allowing excel- 
lent short-term memory performance (see for an overview, Naveh-Benjamin and 
Jonides, 1984). However, because during acquisition no particular reference is 
made to related knowledge the information may be encoded in an isolated nature, 
that is, it is not adequately embedded into existing schemata. Consequently, as 
Annett and Sparrow (1985) have argued, the acquired knowledge is only effective 
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for a small range of conditions, that is, at most near transfer may be attained. 
Declarative tactics that encourage learners to rehearse a particular piece of 
information over and over, may be associated with the application of what we 
previously called restrictive encoding processes. 

Declarative tactics that aim at far transfer 

What learners already know about a topic may help them to structure and under- 
stand new information about that topic. A wide variety of instructional tactics 
have been put forth that encourage a learner to relate new information to existing 
knowledge (cf., Annett and Sparrow, 1985; Ausubel, Novak and Hanesian, 1978; 
Brooks and Dansereau, 1987; Clark and Voogel, 1985; Mayer, 1975, 1981, 1982; 
Merrill, 1983, 1987; Reigeluth, 1983a, 1983b, 1987). Well-known tactics, that 
have resulted in beneficial effects on Iransfer of Iraining, are the application of 
advance organizers and mnemonic systems, the presentation of concrete models 
and examples, and the encouragement to paraphrase particular pieces of informa- 
tion. As opposed to tactics that foster rote learning, such tactics may promote 
"meaningful learning". In meaningful learning new information is assimilated to 
schemata that already exist in memory. Hence, the newly acquired knowledge 
makes sense in a variety of contexts, that is, far transfer may be attained (see the 
section on schematization for a more elaborate discussion). Declarative tactics 
that encourage learners to engage in meaningful learning, may be associated with 
the application of what we previously called elaborative encoding processes. 

Procedural tactics that aim at near transfer 

Once learners have acquired knowledge which is relevant to performance of a 
skill, they may become adept at any one application of the knowledge through 
practice. Domain-specific procedures, allowing automatized task performance, 
may be build after extended consistent practice (e.g., Schneider and Fisk, 1983). 
In analogy with declarative tactics that encourage learners to rehearse a particular 
piece of information over and over, procedural tactics that invite learners to 
mechanically and consistently repeat performance on a particular task are some- 
times associated with drill and practice. This term originates from physical 
education and is still used (especially in military circles) for repetitive practice of 
some physical or mental operation that has to become automatic (e.g., rifle-drill 
or droning the multiplication tables). Although automatization of task 
performance has the obvious benefit of reducing processing load, it has the disad- 
vantage of stimulus specificity, that is, task performance may be disrupted if the 
task or the conditions under which the task was practiced are changed to a certain 
extent. Thus, procedural tactics that merely make learners consistently and 
mechanically repeat performance on a particular task may at best produce near 
transfer. Such tactics may be associated with the application of what we 
previously called compilative processes. 
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Procedural tactics that aim at far transfer 

Consistent practice results not only in the acquisition of domain-specific proce- 
dures, but also in the modification of declarative knowledge (Proctor and Reeve, 
1988). In transfer tasks, these declarative representations are again, at least to a 
certain degree, required to generate behavior. Procedural tactics that encourage 
learners only to mechanically repeat performance on a particular task, are 
expected to have little effect on the declarative representations and hence they 
produce only near transfer. However, procedural tactics that modify declarative 
representations into well-organized schemata are expected to produce far transfer. 

One of the best-known procedural tactics that encourages learners to develop 
such schemata and that has almost consistently resulted in beneficial effects on 
transfer of training, is the application of variability of practice (see for examples, 
Cormier and Hagman, 1987). Closely related to this tactic is the application of 
contextual interference. Whereas variability of practice is generally considered as 
the determinant factor for transfer of training, the results of studies on contextual 
interference suggest that it is not the variability per se, but the way it is structured 
across acquisition trials which determines the extent of transfer of training (cf., 
Lee and Magill, 1985; Shea and Zimny, 1983; Van Rossum, 1987). Another 
powerful procedural tactic that may produce far transfer is the use of annotated 
examples that are directly available during practice. Anderson et al. (1986) sug- 
gest that schema induction is facilitated if learners are explicitly told what the 
critical features in these examples are, that is, when the examples are annotated 
with information about what they are supposed to illustrate. Summarizing, 
procedural tactics like the application of variability of practice and contextual 
interference, and the presentation of annotated examples, may be associated with 
what we previously called inductive processes. 

Illustrative applications of ADAPT 

At first glance, ADAPT may seem to be less a model than an organizing frame- 
work. However, after closer inspection it may certainly yield renewing 
contributions to the conduct of instruction. Traditionally, transfer-increasing 
measures are primarily taken during the presentation of information to the learn- 
ers; some illustrative examples have been provided in the section entitled 
Declarative tactics that aim at far transfer. Whereas practice is considered to be 
important in most instructional design models, its design is still often the closing 
entry of an instructional program. Basically, existing instructional design models 
continue this tradition (for an overview, see Reigeluth, 1983, 1987; but also see 
Merrill, 1987). 

In contrast, ADAPT considers practice as the central issue in any instructional 
program for skill acquisition. In particular, ADAPT recommends taking transfer- 
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increasing measures primarily during procedural instruction and not only during 
the presentation of information. Hence, ADAPT is especially concerned with the 
design of practice. In the following, we present two illustrative applications of 
ADAPT. The ftrst example pertains to the domain of supervisory control and 
fault management in process industry; the second example is concerned with the 
domain of introductory computer programming. 

Supervisory control 

The training of process operators for supervisory control and, in particular, fault 
management tasks is a complicated area, because the operators must be trained to 
handle a countless number of combinations of faults that can occur in the process 
to be controlled. In traditional operator training, formal instruction heavily 
emphasizes the theory of system functioning and of elementary physics and 
chemistry; Duncan (1981) refers to this as the "educational" approach. Actual 
skills training is usually provided on the job, with the drawback that most faults 
seldom occur so that their management cannot be extensively trained. 

Within the framework of ADAPT, an alternative form of instruction was 
designed, which is characterized by a radical change towards "procedure-based" 
training. Such training has repeatedly been found to be more effective than the 
educational approach (e.g., Morris and Rouse, 1985; Shepherd, 1986; Shepherd, 
Marshall, Turner and Duncan, 1977). Particular attention was given to the transfer 
of training, because the learned fault management skills definitely have to transfer 
to new situations: given the theoretically infinite number of possible faults, the 
operators must be able to handle faults, or combinations of faults, that they have 
not encountered before. As a first requirement, practice for fault management 
skills has to facilitate automatization of those subskills that are consistent over 
problem situations, such as keyboard and display operation. To provide for this 
need in chemical industry, the high-fidelity simulator PROCESS was developed 
(Program for Research on Operator Control in an Experimental Simulated 
Setting; Jelsma and Bijlstra, in press), enabling learners to extensively practice 
these skills, without disturbing the production process. 

As a second requirement, the training had to facilitate schematization by 
inductive processing for those subskills that vary greatly over situations, such as 
detection of different combinations of faults, diagnosing the causes of those 
faults, and compensating the faults and re-stabilizing the production process. To 
be able to center the training around the procedures that had to be followed in 
case of particular faults, the operator task was carefully analyzed. The task analy- 
sis resulted in a large set of procedures (i.e., productions) for handling faults or 
combinations of faults. Then, an exemplary sample of faults and their related 
procedures was selected. Using PROCESS, it was possible to predef'me both the 
types of faults and the time at which they should occur in the simulated process; 
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the selected faults were introduced in the simulation and their related procedures 
were extensively practiced (several days) under conditions of high contextual 
interference. 

In a first experiment, such training under high contextual interference proved 
to lead to better transfer performance than conventional purr-task training tech- 
niques, that is, to better management of faults not previously encountered 
(Bijlstra, Jelsma and Van Merfi~nboer, 1990a; Jelsma and Bijlstra, 1988). In addi- 
tion, when the procedural overlap between the learned tasks and the transfer task 
decreased (i.e., fewer of the learned procedures are applicable to the performance 
of the transfer task), the superiority of the high contextual interference group over 
the low contextual interference groups increased; this finding is in agreement 
with the predictions of ADAPT and supports the view that training under high 
contextual interference facilitates schematization by inductive processing, and so 
improves transfer performance. 

With regard to the declarative instruction, two paths were taken in a second 
experiment. First, all procedures that had to be practiced were presented accord- 
ing to the "minimal manual" principle. A decision support system was designed 
that described the procedures step by step; this help system was directly available 
during practice and could be consulted by the learners in case they did not know 
how to continue. The decision support system was supplemented with interactive 
video-instruction which actually demonstrated the performance of the procedural 
steps. 

Second, measures were taken to promote elaboration of the presented proce- 
dures by the application of declarative tactics that aim at fur transfer. In particular, 
a concrete model of the process was presented prior to the training, and a general 
approach to fault management was discussed (i.e., the detection, diagnosis and 
compensation phases); this information was also available during practice. The 
audio-visual presentation of this information led to improved transfer 
performance, and when the procedural overlap between the learned tasks and the 
transfer task decreased, the superiority of the elaboration group over the non- 
elaboration group increased (Bijlstra, Jelsma and Van Merri~nboer, 1990b). This 
finding is in agreement with the results of the first experiment and yields support 
to the view that the effects of inductive and elaborative processing on transfer are 
similar. To conclude, the systematic application of tactics from all four categories 
as defined by ADAPT proved to be very useful to the design of instructional strat- 
egies for operator training. 

Introductory computer programming 

In most conventional introductory programming courses, practice mainly consists 
of the generation of increasingly complex computer programs. In these traditional 
courses, learning outcomes and both near and fur transfer performance (i.e., 
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respectively, the ability to solve n e w  programming problems and the ability to 
apply learned skills in new domains) are usually very low (for an overview, see 
Linn, 1985; Pea and Kurland, 1984). Within the framework of ADAPT, an alter- 
native form of practice was designed to increase transfer performance. As a first 
requirement, this form of practice had to facilitate automatization (compilative 
processing) of those subskills involved in programming that are consistent over 
problem situations, such as the use of the keyboard, the editor and the interpreter 
or compiler, the selection of basic language commands, the application of the 
syntactic rules of the language, and so on. As a second, even more important 
requirement, the new form of practice had to facilitate schematization (inductive 
processing) for those subskills that heavily vary over situations, such as the 
decomposition of the programming problem and the subsequent composition of 
the program by putting programming language templates, that is, stereotyped pat- 
terns of programming code, together. 

The resulting training strategy has been referred to as the "completion strat- 
egy" (Van MerfiSnboer and Krammer, 1990; Van Merri~nboer and Paas, 1989). 
In this strategy, the students start with the running and hand-tracing of existing 
computer programs, then complete increasingly larger parts of well-structured, 
well-readable, but incomplete computer programs, and finally - after a relatively 
large number of lessons - generate programs on their own. Thus, instead of the 
generation of increasingly complex computer programs, the completion of 
increasingly larger parts of incomplete computer programs forms the kernel of the 
strategy. 

The completion strategy provides extensive training of subskills that are 
consistent over problem situations, so that these basic skills may be readily auto- 
mated. But moreover, it provides examples in the form of incomplete computer 
programs that may be annotated with information on what they are supposed to 
illustrate. These examples are directly available during practice and must be stud- 
ied carefully in order to be able to correctly finish them; thus, they are expected to 
facilitate schematization. In several experiments (e.g., Van Merd~nboer, in press; 
Van Merri~nboer and De Croock, 1989), the completion strategy yielded better 
transfer performance than traditional training strategies for the construction of 
new computer programs. In particular, the students who trained according to the 
completion strategy showed a superior use of programming language templates; 
as learned templates should be seen as a special kind of schemata, it seems highly 
plausible that the completion strategy indeed facilitated schematization by induc- 
tive processing and so improved transfer performance. 

So far, no mention is made of the presentation of information that is relevant to 
the performance of the programming skill (declarative instruction) within the 
completion strategy. In general, the "minimal manual" principle (Carroll e t  al. ,  

1988) can be applied to present information on the use of the programming 
environment and the programming language. This approach includes the most 
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important declarative tactics that aim at near transfer. Moreover, it is easily 
embedded in the completion strategy because all presented information can be 
illustrated by the programs that have to be completed, and are thus directly cou- 
pled to practice. 

Finally, measures were taken to promote elaboration of the presented materials 
by the application of declarative tactics that aim at far transfer. For instance, three 
important tactics pertain to the presentation of concrete computer models (How 
does a computer work?), general design schemata (How do I write a program?), 
and high-level language templates (What does a program look like?). To summar- 
ize this section, the ADAPT design model proved to be very useful to the conduct 
of instructional design. And whereas the model is still formulated at a rather high 
level of detail, its fundamental concepts may lead to innovative instructional 
strategies. 

Discussion and research implications 

In this article, we presented the ADAPT (Apply Delayed Automatization for 
Positive Transfer) design model. It was shown that ADAPT provides several 
guidelines for the development of instructional systems that offer positive transfer 
of training. In accordance with Van Merfi~nboer and Krammer (1987), a distinc- 
tion was made between instructional strategies and insguctional tactics. 
Instructional strategies were conceptualized as general design plans that mainly 
differ in their control of learners' processing load. Instructional tactics were 
described as specific design plans that prescribe methods to reach desired learn- 
ing outcomes under given conditions. Further, it was argued that instructional 
strategies typically include sets of instructional tactics; it was explained that those 
sets consist of at least two tactics. 

Based on recent developments in production system models of learning, and in 
particular the ACT* theory of skill acquisition, instruction was further classified 
as either declarative or procedural. Declarative instruction pertains to the instruc- 
tional design for acquiring knowledge that is relevant to performance of a skill; 
procedural instruction refers to the instructional design for actually performing 
the skill, that is, to the design of practice. Following Van MerriEnboer and 
Krammer (1987), and also in accordance with Dijkstra (1990), it was argued that 
any instructional strategy for skill acquisition comprises both declarative instruc- 
tion and procedural instruction. 

It was explained that, in fact, two fundamental instructional strategies can be 
derived from ADAPT, namely instructional strategies that facilitate automatiza- 
tion (AA-strategies) and instructional strategies that facilitate schematization 
(DA-strategies). Application of the former strategies will quickly lead to mastery 
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level but produces at best near transfer; application of the latter strategies will 
slowly lead to mastery level but produces the opportunity for further transfer. For 
a complex task, the optimal strategy should be selected for each of its constituting 
subtasks. 

Given that any instructional strategy includes at least a set of two instructional 
tactics and given that any instructional strategy for skill acquisition always 
involves declarative and procedural inslluctiou, it was further explained that 
ADAPT gives rise to four categories of instructional tactics, namely declarative 
tactics for near transfer (e.g., rehearsal), procedural tactics for near transfer (e.g., 
drill), declarative tactics for far transfer (e.g., advance organizers, concrete mod- 
els, examples, mnemonic systems, paraphrasing), and procedural tactics for far 
transfer (e.g., variability of practice, contextual interference, annotated examples). 
The optimal tactics to be incorporated in a strategy will depend upon the nature of 
the task or subtasks to be learned. 

The presented theoretical framework leads to several implications for future 
research. First, in discussing the ADAPT design model it was pointed out that the 
presented list of instructional tactics is far from complete. Much research is 
needed to extend this list with other tactics that have an effect on the balance 
between automatization and schematization, in order to enable the design of 
instructional systems in which transfer of training is kept effectively under con- 
trol. In this respect, it should be noted that, until now, the scope of the ADAPT 
design model is rather limited: the four categories of instructional tactics are 
based on the assumptions that learners are novices and that the goals of instruc- 
tion are associated with the attainment of mastery of the learning task and with 
transfer of training. If the conditions or circumstances change (for instance, learn- 
ers are advanced instead of novices), or if the goals of instruction change (for 
instance, attainment of automaticity instead of mastery), it is likely that additional 
categories of instructional tactics can be distinguished. For example, Schneider 
(1985) suggested a number of tactics (e.g., training under moderate speed stress 
or training time-sharing tasks) whieh should encourage learners to develop more 
efficient automatic procedures. Application of such tactics could be specifically 
suitable to attain automaticity. It is clear that more research is needed to extend 
the ADAPT design model into this direction in order to enlarge its scope. 

With regard to a second implication for future research, is should be noted that 
besides training parameters, other parameters, such as subject parameters and task 
parameters, may have an effect on the balance between automatization and 
schematization (see Pieters, Jelsma and Van MerriSnboer, 1987). For instance, a 
subject parameter like reflection-impulsivity (Kagan, Rosman, Day, Albert and 
Phillips, 1964) may be an important factor in schematization because it is a con- 
struct that is probably related to a person's tendency to hold on to the interpretive 
use of declarative knowledge during training (see also, Jelsma and Pieters, 1989a; 
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Jelsma and Van Merri~nboer, 1989). Similarly, a task parameter like task 
difficulty may be related to a shift into the direction of schematization as well 
(see also, Jelsma and Pieters, 1989b). More research clearly is needed to reveal 
the effects of subject parameters and task parameters on the extent of transfer of 
training. 

As a third and final implication for future research, it should aim at an exten- 
sion of the ADAPT design model to include instructional tactics that facilitate 
meta-cognitive processes such as, for instance, "learning to learn". As several 
authors have argued, the study of such processes may prove to be important to the 
development of models on transfer (see Perkins and Salomon, 1989). As the tac- 
tics that were presented in the categories 'automatization' and 'schematization' 
are directly related to an analysis of the task to be learned in "primary" cognitive 
processes, it might be fruitful to add a third category that contains both declara- 
tive and procedural tactics for the facilitation of certain meta-cognitive processes 
that are also important to reach transfer. 

To conclude, the ADAPT design model as presented should be seen as an 
attempt to put both older and more recent knowledge on transfer of training in the 
perspective of recent developments in cognitive psychology. It is realized that the 
model is still in its infancy. However, the basic idea of the model that training for 
transfer differs from training for rapid acquisition may prove to be of relevance 
for the development of instructional systems, in which transfer of training is 
indeed kept under control. In the future, the importance of such instructional sys- 
tems may be expected to increase because new jobs that arise as a consequence of 
applications of modern information technology, such as supervisory control, 
programming, business administration, and computer aided design and manufac- 
turing, usually do not involve routine work but instead require flexible problem 
solving activities. 
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