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Abstract

Two-dimensional hydrodynamic models are frequently used for flood protec-
tion studies to compute inundation patterns and to estimate potential economic
damage. However, the modelling of river processes involves numerous uncer-
tainties. Knowledge of the type and magnitude of uncertainties is crucial for a
meaningful interpretation of the model outcomes and its usefulness in decision
making. The objective of this study was to quantify the uncertainty in the design
water levels due to uncertain bed form and vegetation roughness for the Dutch
River Waal. We quantified and combined these sources of uncertainty by means
of a Monte Carlo simulation. The results showed that the 95% confidence
interval of the design water levels is 0.49 m, 0.34 m and 0.12 m for bed form,
vegetation classification and vegetation roughness parameterisation, respec-
tively, and approximately 0.68 m for the combined roughness. These uncertain-
ties are significant in view of Dutch river management practice.

Introduction

River flooding is an issue of international interest that costs
many lives and causes large economic damage every year
(Dilley et al., 2005). Hydrodynamic models are commonly
applied to estimate flood risk and aid strategies to improve
flood protection. However, such model outcomes are inher-
ently uncertain due to simplifications in the model set-up
and uncertainty in input parameters, as is also evident from
their inability to reproduce measured data at every location
in time and space (Pappenberger et al., 2006). A full under-
standing of the model and its uncertainties is important to
make a meaningful interpretation of the model outcomes
and to assure usefulness of model outcomes in decision
making (Pappenberger et al., 2006).

One of the main sources of uncertainties in hydrody-
namic river models is the hydraulic roughness (Chang et al.,
1993; Hall et al., 2005; Pappenberger et al., 2006, 2008;
Warmink et al., 2011), which is an empirically based param-
eter that depends on material properties of the flow bounda-
ries as well as on flow conditions and the modelling concept.
As stated by Morvan et al. (2008), ‘hydraulic roughness
appears in fluid mechanics as a consideration at wall
boundaries, to account for momentum and energy dissipa-
tion that is not explicitly accounted for in the simplified
equations’. In other words, roughness is a parameterisation

of the physical processes that are omitted (Huthoff, 2007;
Morvan et al., 2008). Roughness parameterisation for river
flow models is a daunting task given the number of processes
that are involved in flow energy dissipation of real river
settings (e.g. Kouwen and Li, 1980; Julien et al., 2002).
Uncertainties in hydraulic roughness arise from the param-
eterisation structure, that is the equations used for rough-
ness prediction, and from uncertainties in the data that are
used for specifying the roughness parameterisations
(Warmink et al., 2010). Various roughness parameterisa-
tions are available for the main channel (e.g. Engelund, 1977;
Van Rijn, 1984; Wright and Parker, 2004; Ministry of Trans-
port, Public Works and Water Management, 2010) and for
the flood plain areas (e.g. Van Velzen et al., 2003; Baptist
et al., 2007; Huthoff et al., 2007). These uncertainties in
roughness parameterisations yield a significant uncertainty
in predicted flood water levels, which according to Warmink
et al. (2011) is only matched by uncertainty in river dis-
charge and its impact on flood levels.

The hydraulic roughness in the main channel of many
lowland rivers is dominated by the resistance caused by river
bed forms, which may increase in height during flood con-
ditions (Van Rijn, 1984; Julien et al., 2002). The relation
between roughness and the development of bed forms is not
fully understood (e.g. Carling et al., 2000; Paarlberg et al.,
2010), and leads to considerable uncertainties in their
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parameterisation (Warmink et al., 2012). Different available
parameterisations for bed form roughness resulted in a large
range of predicted roughness values (Warmink et al., 2012).
Also, flood plain roughness, which in many lowland rivers is
dominated by the presence of vegetation, is a significant
source of uncertainty in predicted flood levels (e.g. Mason
et al., 2003; Horritt, 2006; Straatsma and Huthoff, 2011).
Vegetation roughness is often parameterised by a single
roughness value (Horritt and Bates, 2002), and sometimes
also linked to a remote sensing-based land cover map
(Straatsma and Baptist, 2008). Augustijn et al. (2008)
showed that different available vegetation roughness param-
eterisations diverge significantly if applied to large water
depths typical for extreme discharge conditions. Horritt
(2006) used a stochastic model to estimate the uncertainty
for three simplified case studies: one for only channel flow,
one for only flood plain flow, and one for compound flow
with both channel and flood plain roughness parameters. In
this study, it was found that if the considered cases became
more complex (i.e. compound flow with spatial variation in
topography), the model behaved increasingly non-linear.
Horritt (2006) showed that the stochastic linear model
proved to be able to quantify the uncertainty even in case of
the non-linear nature of shallow water equations and their
non-linear dependence on the roughness parameter.
However, the author stated that if the uncertainty in all
parameters is concerned, more research is required to deter-
mine whether spatial variability of roughness is significant
relative to other uncertainty sources. On that subject,
Straatsma and Huthoff (2011) quantified the uncertainty in
2D hydrodynamic models from uncertainties in roughness
parameterisation based on aerial images. They showed that
uncertainties related to spatial classification of vegetation
had a large effect on uncertainties in predicted water levels.

Until now, the combined effect of uncertainties in spatial
vegetation classification and bed form roughness param-
eterisation has not been quantified. Therefore, the objective
of this study was to quantify the uncertainty in the design
water levels due to uncertain bed form and vegetation
roughness for the Dutch River Waal. We addressed the fol-
lowing sources of uncertainty: (1) the bed form roughness of
the main channel, (2) the classification error of flood plain
vegetation and (3) the choice of vegetation roughness
parameterisation. To quantify the impact of these uncertain-
ties on design flood water levels, we utilised a 2D hydrody-
namic model of River Waal in the Netherlands.

Study area and model

Study area

River Waal is the largest distributary of River Rhine in the
Netherlands (Figure 1). With an annual average discharge of

2250 m3/s, River Rhine bifurcates into the Pannerdensch
Kanaal and River Waal, 20 km after entering the Nether-
lands. River Waal has a length of 93 km, and roughly 2/3 of
the total discharge in the Rhine is directed towards the Waal.
The width of the main channel of River Waal between the
groynes is 280 m on average (Yossef, 2005), and the cross-
sectional width between the embankments varies between
0.5 km and 2.6 km (Straatsma and Huthoff, 2011). The total
embanked area of River Waal in the Netherlands is about 184
km2, including the main channel, the groyne fields and the
flood plain areas. The flood plain area and groyne fields
together make up 73% of the total embanked area. The land
cover of the flood plains is dominated by meadows, but
recent nature rehabilitation has led to increased areas with
herbaceous vegetation, shrubs and forest (Straatsma and
Huthoff, 2011). The Waal has an average water level gradient
of 0.11 m/km (Middelkoop and van Haselen, 1999).

WAQUA model

In the Netherlands, the two-dimensional hydrodynamic
river model, WAQUA, is the official standard for calculating
design water levels for flood protection measures based on a
design discharge wave (Rijkswaterstaat, 2007), and for deter-
mining the hydrodynamic effects of landscaping measures.
The design discharge corresponds to a return period of 1250
years and a magnitude of 16 000 m3/s at the Dutch–German
border (Rijkswaterstaat, 2007). The WAQUA model consists
of the discretised two-dimensional shallow water equations
using a finite difference method to simulate the water flow,
empirical equations to approximate energy losses and a sche-
matisation of the river (Rijkswaterstaat, 2007) for a certain
period with corresponding input parameters (e.g. stage-
discharge relations, river bed roughness, upstream dis-
charge). We used the 2007 version of the WAQUA model for
River Waal for a steady case, which was based on a staggered
curvilinear grid with 148 334 grid cells with a cell size of
approximately 40 ¥ 40 m. The model simulates water depths
from 867 km to 960 km, along the river (Figure 1). The
digital elevation model of River Waal was based on multi-
beam echo-sounding data for the main channel, and laser
altimetry and photogrammetry data for the flood plains.

A constant discharge of 10 667 m3/s was set as the
upstream boundary condition, which is two third of the
design discharge at station Lobith, as approximately two
third of the design discharge flows into River Waal. The exact
discharge fraction into the Waal is uncertain and depends on
many factors (Rijkswaterstaat, 2007), but this uncertainty
was not taken into account in this study. The downstream
boundary condition near Werkendam was set to a constant
water level of 4.8 m above Dutch ordnance datum (NAP),
following Rijkswaterstaat (2007). A single simulation takes
about 2.5 h on a 2.6 GHz computer with 4 GB of memory.
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Hydraulic roughness

In the WAQUA model, the roughness of the main channel is
expressed as an equivalent grain roughness [Nikuradse, kN

(m)] to represent the combined effect of grain roughness
and roughness due to bed forms (ripples and subaqueous
dunes). The roughness of the main channel is computed
using a parameterisation of roughness based on the Van Rijn
(1984) roughness model:

k h eN
h= −( )− −α β0 7 1

0 3. .

where kN is the roughness expressed as a Nikuradse rough-
ness length (m), h is water depth (m), and a and b are
calibration coefficients. Nikuradse roughness is related to the
internationally more common Manning’s n as kN = (n/0.04)6

(Van Rijn, 2011). In the WAQUA model, the Nikuradse
roughness for a particular cell is converted to a Chézy value
using White-Colebrook.

In current practice, the model is calibrated by adapting the
roughness for each section between the six measurement

stations (see Figure 1). Calibration was carried out such that
the model adequately reproduces maximum water levels of
the highest recorded discharge wave, which occurred in 1995
and which had a magnitude of 75% of the design discharge
(Rijkswaterstaat, 2007). After calibration, the model results
differ by � 7 cm (Van den Brink et al., 2006; Warmink et al.,
2007).

The roughness of the flood plains was derived from
ecotope maps, scale 1:10 000 (Jansen and Backx, 1998),
which were transformed into vegetation roughness types,
following the method proposed by Van Velzen et al. (2003).
In the model implementation, vegetation types were linked
to average vegetation structural parameters, such as vegeta-
tion height and density, and a drag coefficient. The structural
parameters were used as input in the vegetation roughness
parameterisation, as proposed by Klopstra et al. (1997),
which relates vegetation types to equivalent roughness (see
also Appendix A and Van Velzen et al., 2003). WAQUA com-
putes a spatially varying and stage-dependent roughness
value at run time for the flood plain area.

River Waal

10 km Flow direction

Bed form
measurement

location

Figure 1 Study area. (top) Location of River Waal distributary in the Netherlands. (bottom) WAQUA model domain of River Waal; the
numbers refer to the river kilometres, and the names refer to the water level measurement stations.
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Methods
Uncertainty in hydraulic roughness consists of many differ-
ent sources. For a structured and reliable uncertainty analy-
sis, it is required to identify the individual sources of
uncertainties before quantification is possible (Warmink
et al., 2010). In this study, we combined uncertainty derived
from three sources: (1) bed form roughness of the main
channel, (2) vegetation roughness due to classification errors
of flood plain land cover and (3) vegetation roughness due to
the choice of the roughness parameterisations. The method
for deriving uncertainty from bed form roughness of the
main channel and vegetation classification was performed in
previous research by Warmink et al. (2012), and Straatsma
and Huthoff (2011), respectively. In this research, the
method for the third source is introduced, and the three
sources are combined to capture their cumulative effect. The
first two subsections describe uncertainty of bed form and
vegetation classification. The third subsection presents a
detailed description of the quantification of the vegetation
roughness parameterisation uncertainty.

Uncertainty of bed form
roughness parameterisation

The quantification of the uncertainty due to bed forms was
carried out by Warmink et al. (2012). They selected five
roughness parameterisations that predict the bed form
roughness, based on measurements of bed form and flow
characteristics: Van Rijn (1984), Vanoni and Hwang (1967),
Engelund (1977), Haque and Mahmood (1983), and Wright
and Parker (2004). The measurements from Wilbers and Ten
Brinke (2003), and Julien et al. (2002), were used as input for
the roughness parameterisations, which consisted of bed
forms and flow measurements during three large discharge
waves in River Rhine. The five roughness parameterisations
were applied to predict the roughness for the measured flow
conditions in River Waal. Subsequently, the generalised
extreme value distribution (Coles, 2001) was used to extrapo-
late the predicted roughness values for each parameterisation
to a return period of 1250 years. Figure 2 shows the resulting
distribution of the roughness at the design return period,
where the different colours refer to the individual roughness
parameterisations. The combined 95% confidence interval of
the Nikuradse roughness length (kN) for the main channel of
River Waal under design conditions ranged from 0.32 m to
1.03 m, with a positively skewed distribution, where skewness
is the third moment of a distribution and is a measure of the
asymmetry of the data around the sample mean.

Vegetation classification error

Straatsma and Huthoff (2011) quantified the uncertainties in
flood plain vegetation due to the classification error, the

mapping scale (i.e. the spatial resolution) and the vegetation
characteristics. They showed that the respective 68% confi-
dence intervals in the design water levels for these flood plain
uncertainty sources are 0.32 m, 0.05 m and 0.01 m along
River Waal. Thus, the classification error of the flood plain
vegetation was identified as the main source of uncertainty in
flood plain roughness at a mapping scale of 1:10 000. Quan-
tification of the classification error of the vegetation types
along the Rhine branches was based on the work by Knotters
et al. (2008), who referred this type of error as ‘map purities’.
The authors noted that overall the classification accuracy was
rather low; only 69% of the polygons were correctly classified
when aggregated to eight broad land cover classes.

To generate equally probable roughness maps of the flood
plains, we followed the method presented in Straatsma and
Huthoff (2011), which will not be iterated here. Straatsma
and Huthoff (2011) used 15 samples for their Monte Carlo
simulation to limit computational time. Due to the smaller
model domain, we drew 500 samples for our Monte Carlo
simulation and generated 500 realisations of the flood plain
roughness. Each realisation has the same probability and can
be seen as a different outcome of the same manual procedure
of creating the ecotope map (Straatsma and Huthoff, 2011).

Uncertainty of vegetation
roughness parameterisation

Selection of vegetation
roughness parameterisations

Several parameterisations have been proposed to describe
vegetation roughness of flood plains in terms of vegetation
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Figure 2 Uncertainty in the bed form roughness under design
conditions. These data were quantified by Warmink et al. (2012).
The different colours represent the five bed form roughness
parameterisations. Furthermore, the mean and 95% confidence
interval of the combined distribution are shown.
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structure parameters (e.g. Petryk and Bosmajian, 1975;
Kouwen and Li, 1980; Klopstra et al., 1997; Baptist et al.,
2007; Huthoff et al., 2007). Among these, a clear distinction
is made between parameterisations for non-submerged and
submerged vegetation. For non-submerged vegetation, there
is a high degree of consensus about the equation used for
roughness prediction (Baptist et al., 2004). If the vegetation
becomes submerged, the energy losses above the canopy of
the vegetation become important. This process is poorly
understood (Nepf and Vivoni, 2000), and subsequently dif-
ferent roughness parameterisations exist to account for these
energy losses. For example, several relationships have been
developed that link the effective roughness to the product of
velocity (V) and the hydraulic radius (R), and some measure
for the presence of vegetation (e.g. vegetation height; Fisher
and Dawson, 2003). However, these so-called VR methods
have little theoretical justification (Kouwen and Li, 1980;
Smith et al., 1990; Bakry et al., 1992), and are therefore unre-
liable if applied outside of calibration conditions. Also, veg-
etation roughness parameterisations have been proposed
that account for flexibility of vegetation (e.g. Kouwen and Li,
1980; Mason et al., 2003; Järvelä, 2004). These parameterisa-
tions require a species-specific vegetation index, which is
difficult to determine in the field because of the heterogene-
ity of natural vegetation (Straatsma and Baptist, 2008).
Therefore, these parameterisations have limited practical
applicability until values of the species-specific vegetation
index are available for typical species of natural vegetation
(Järvelä, 2004). Process-based roughness parameterisations
have been proposed in which vegetation is treated as a col-
lection of rigid cylinders. This approach assumes that the
deflection of vegetation is negligible, which is the case for
most Dutch flood plains. Streamlining of leaves does not
present a large problem either as flood season lasts from
November to March.

In this study, we considered four vegetation roughness
parameterisations based on the rigid cylinder approach that
relate vegetation height and density to roughness, as pro-
posed by Klopstra et al. (1997), Van Velzen et al. (2003), and
Huthoff et al. (2007), and the parameterisation derived from
genetic programming from Baptist et al. (2007) (see Appen-
dix A). From now on, these parameterisations are referred to
as Van Velzen, Huthoff and Baptist. It is important to note
that these parameterisations reduce to the Petryk and
Bosmajian (1975) equation for flow conditions with non-
submerged vegetation.

Performance of vegetation roughness
parameterisations for flume and field conditions

The performance of the selected four rigid cylinder-based
roughness parameterisations was tested against, by compar-
ing with the flume data series of Meijer (1998a, b). These

data resulted from flow studies with rigid cylinders and
natural reed. The flume was 100-m long, 3-m wide, and
vegetation was placed over a length of 22 m. The water
depths ranged between 1 m and 2.5 m, vegetation height
between 0.45 m and 1.65 m, and vegetation densities (Ar),
which is the product of the number of stems per square
meter and the average diameter of the stems, D, ranged
between 0.5 m-1 and 2 m-1. The performance of the rough-
ness parameterisations was expressed by the Nash–Sutcliffe
coefficient (NS: Nash and Sutcliffe, 1970), which represents
the predictive power of a model. Possible values for NS vary
between 1, indicating a perfect match between observed and
predicted values, via 0, indicating that the model predictions
are as accurate as the average of the observed roughness
values, to minus infinity, which indicates that the average
value is a better predictor than the parameterisation.

Subsequently, the parameterisations were applied to field
conditions during design discharge with water depths up to
10 m. This will show deviations at conditions that exceed the
capacities of flume studies. Augustijn et al. (2008) showed
that the roughness of vegetation for water depths that are
much larger than the vegetation height becomes increasingly
uncertain. Therefore, to account for this large uncertainty
in vegetation roughness at well-submerged conditions, we
assumed that these four roughness parameterisations are
equally valid to predict the roughness of flood plain vegeta-
tion for River Waal.

Implementation of vegetation roughness
parameterisations in WAQUA-Waal

The WAQUA model only allows specification of constant
roughness heights or utilisation of the Klopstra parameteri-
sation to account for flood plain vegetation roughness.
Therefore, the Van Velzen, Huthoff and Baptist parameteri-
sations are approximated in the WAQUA model by using
either best-fitting settings of the parameters that are used as
input for the Klopstra parameterisation or a constant rough-
ness height. To approximate the Van Velzen and Huthoff
parameterisation, we adapted the vegetation drag (CD) and
vegetation height (k), which are used as input for the Klop-
stra equation for each vegetation type. These sets of CD and
k values were determined by minimising the mean squared
error (MSE) between the parameterisations of Van Velzen
and Huthoff on the one hand, and the adapted Klopstra
parameterisation on the other hand. These adapted sets of
input values are further referred to as the proxies for the Van
Velzen, Huthoff and Baptist parameterisations. The MSE was
computed for the water depths that occur under design con-
ditions, namely 6.1 m on average with a 95% confidence
interval of 3.3–9.7 m, which is approximately normally dis-
tributed. Therefore, we computed the MSE for water depths
within this range. The Baptist parameterisation showed a
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constant roughness for submerged vegetation for different
water depths. Therefore, we imposed a constant Nikuradse
roughness height (kN) in the WAQUA model to approximate
the Baptist parameterisation.

Monte Carlo simulations

We determined the effects of the three sources of uncertainty
in a Monte Carlo simulation using the WAQUA-Waal model.
First, we carried out a reference run, in which all variables
were set to their calibrated value, which were used for the
computation of the design water levels by the Dutch Centre
for Water Management (Rijkswaterstaat, 2007). Subse-
quently, five sets of Monte Carlo runs were carried out, with
500 samples each. Three of these sets corresponded to the
individual roughness uncertainty sources: the bed form
roughness, vegetation classification error and vegetation
roughness parameterisation. For the bed form roughness, we
randomly drew samples from the distribution shown in
Figure 2, and for the classification error the 500 realisations
were used, as described above in this paper. For the vegeta-
tion roughness parameterisation, four runs were carried out
for each of the parameterisations, and afterwards 500
samples were drawn with equal probability to be able to
compute the 95% confidence interval. The fourth set of 500
runs was carried out with both the bed form roughness and
the vegetation classification error combined, and the fifth set
of 500 runs was carried out incorporating all three sources of

uncertainties. Because the three sources of uncertainty are
independent, randomly drawing a roughness value from
Figure 2, a realisation of the flood plain vegetation and a
vegetation roughness parameterisation yielded a reliable
estimate of the distribution of the water levels. At the end of
the results section, we show that 500 samples proved to be
sufficient for a reliable estimate of the 95% confidence inter-
val of the water levels.

At the downstream boundary of the Waal model, uncer-
tainties in water levels were suppressed because of the
imposed fixed water level boundary condition. Through
backwater effects, this downstream model boundary
impacted water levels up to approximately 25 km further
upstream (up to station Zaltbommel). Therefore, the uncer-
tainties in this river reach were unreliable and were not
further considered in the uncertainty analysis. Detailed
results of the uncertainty analysis are, therefore, presented at
a representative location at river kilometre 893 (close to the
city of Ewijk), which is 67 km upstream from the down-
stream model boundary.

Results

Vegetation roughness parameterisations

Figure 3 shows that all four roughness parameterisations
performed well for this dataset. The NS values show that the
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Figure 3 Performance of the four vegetation roughness parameterisations for the Meijer (1998a, b) data of submerged vegetation. The
solid line represents the line of perfect agreement, and NS refers to the Nash–Sutcliffe coefficient.
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Van Velzen parameterisation performs slightly better than
the other parameterisations. All parameterisations show a
small underestimation of the roughness. It is noted that the
data from Meijer (1998a, b) were part of the calibration
dataset for the vegetation roughness parameterisations of
Klopstra, Huthoff and Van Velzen.

Figure 4 shows the predicted roughness of the same four
roughness parameterisations for varying water depths. This
figure shows that the Klopstra, Van Velzen and Huthoff
parameterisations have a similar trend, while the Baptist
roughness parameterisation shows a quite different trend.For
each parameterisation, the Nikuradse roughness increases
with increasing water depth, up to the point where the veg-
etation becomes submerged. At that point, the Klopstra, Van
Velzen and Huthoff parameterisations show an initial
increase of the roughness up to approximately two times the
vegetation height, and then a decrease of the roughness with
increasing water depth. In contrast, Baptist’s parameterisa-
tion shows an almost constant roughness height with chang-
ing water depth in case of submerged vegetation.

Table 1 shows the sets of parameters (i.e. the proxies)
that were used to approximate the Van Velzen, Huthoff
and Baptist vegetation roughness parameterisations, and
Figure 4 shows the behaviour of the roughness parameteri-
sations for the six submerged vegetation types. For example,
for the pioneer vegetation type, the Huthoff parameterisa-
tion predicted a slightly smaller roughness than the original

Klopstra parameterisation, which was approximated by a
decrease in the k and CD values, from 0.15 m and 1.8 m for
the Klopstra parameterisation to 0.135 m and 1.45 m for the
proxy of the Huthoff parameterisation. For the Van Velzen
parameterisation, the roughness of the proxy overestimated
the original Van Velzen parameterisation for low water
depths, but slightly underestimated the roughness for high
water depths. On average, the error that was made in the
proxies had little influence on the computed uncertainties.

Reference run

Figure 5(a) shows the spatially distributed water depths for
the reference run. The water depth in the main channel was
about 13.5 m, while the water depth in the flood plains
varied from 20 m for some deep lakes to 6 m for the veg-
etated areas. The roughness in the main channel had a stand-
ard deviation of 0.2 m, with an average of 0.59 m, while the
roughness of the flood plains was spatially variable. The
average flood plain roughness for the 500 realisations is
shown in Figure 5(b) at the location where the results are
reported (river kilometre 893). This figure shows that the
roughness of the flood plains was generally much larger than
the roughness of the main channel. Furthermore, compari-
son of Figure 5(b) and (c) illustrates that generally high
roughness values correlated with regions with relatively high
bed elevations (i.e. low water depths in Figure 5).
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Uncertainty due to bed form roughness

Based on the 500 sampled roughness values of the main
channel shown in Figure 2, the variation in the water level
was computed using the WAQUA-Waal model. Figure 6(a)
shows the variation in water levels from the 500 simulations.
The 95% confidence interval was relatively uniform along
the main channel centreline upstream of river kilometre 935.
This is because, for each simulation, the main channel
roughness was set to a uniform value for the whole river.
Slightly smaller ranges in water levels correlated positively
with regions that have relatively wide flood plains. The
regions between river kilometre 920 and 900 have slightly
wider flood plains than the regions between 940 and 920,
and 900 and 880 (see lower frame in Figure 1), which show a
5-cm smaller confidence interval.

Figure 6(b) shows the histogram of the water levels at
river kilometre 893. At this location, the 95% confidence
interval of predicted water levels ranges from 14.07 m to
14.56 m above mean sea level (NAP) with a mean of
14.29 m, which is an interval of 49 cm. The histogram of the
input samples (Figure 2) shows a positively skewed distribu-
tion. The skewness of the roughness samples was 0.68, while

the skewness of the resulting water levels was 0.15 (see
Table 2). This shows that high roughness values for the main
channel do not necessarily result in extreme water levels but
are partly compensated by a higher discharge through the
flood plain regions.

Uncertainty due to vegetation
classification errors

The effect of the classification error of the flood plain veg-
etation on the water level is shown in Figure 6(c) and (d).
The width of the 95% confidence interval was not uniform
along the river. The 95% confidence interval at river kilome-
tre 893 ranged from 13.93 m to 14.27 m, with a mean of
14.03 m. This 34-cm interval was slightly smaller than the
effect due to bed form roughness. The histogram in
Figure 6(d) shows a strongly positively skewed distribution
with a skewness of 1.6. Outliers were observed along the river
between river kilometre 890 and 935. These outliers were
caused by randomly sampled combinations of vegetation
types, which resulted locally in a strong increase of the flood
plain roughness. Especially at locations with a small width of
the flood plains, such as river kilometre 893 (bridge at Ewijk)

Table 1 Parameters for the Klopstra vegetation roughness model and adapted parameters as proxy for the Huthoff, Van Velzen and
Baptist models

Error range proxy

Klopstra Huthoff Van Velzen Baptist

Roughness class

r_code Cov kN A k CD

(%) (m) (m-1) (m) (-)

Main channel (Type 0) Variable
Main channel roughness 102 31.0 var. kN: 0.28–1.24

Type 1 Deterministic
Groyne field/sand bar 111 1.4 0.15
Stone protection 113 0.0 0.3
Build-up area/paved 114 2.7 0.6
Agricultural area 121 3.6 0.2

Type 2
Pioneer vegetation 1250 0.4 0.1 0.15 0.15 1.8 k:0.135 CD:1.45 k:0.195 CD:2.65 k:0.06 CD:2.5
Production meadow 1201 13.2 0.1 45 0.06 1.8 k:0.063 CD:2.3 k:0.061 CD:2.35 kN:0.55
Natural grass/hayland 1202 15.5 0.1 12 0.1 1.8 k:0.11 CD:1.6 k:0.1 CD:1.15 kN:0.81

Type 3
Dry herbaceous vegetation 1212 4.2 0.1 0.23 0.56 1.8 k:0.56 CD:2.1 k:0.62 CD:2.45 kN:2.1
Reed grass 1804 0.6 0.1 0.4 1 1.8 k:1.00 CD:2.6 k:1.10 CD:1.6 kN:6.15
Reed 1807 1.0 0.1 0.37 2.5 1.8 k:2.25 CD:2.3 k:2.75: CD:1.3 kN:19.3

Type 4 Deterministic
Softwood shrubs 1231 3.0 0.4 0.13 6 1.5
Willow plantation 1232 0.1 0.4 0.041 3 1.5
Thorny shrubs 1233 0.5 0.4 0.17 5 1.5
Softwood product. forest 1242 1.4 0.3 0.01 10 1.5
Hardwood forest 1244 0.1 0.4 0.023 10 1.5
Softwood forest 1245 2.4 0.6 0.028 10 1.5
Total 81.2

The default vegetation structure parameters Ar, k and CD are taken from Van Velzen et al. (2003).
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and river kilometre 909 (Willem-Alexander bridge), the
water levels are very sensitive to increased roughness of the
flood plains. Combinations of vegetation types that led to
extremely smooth flood plains were also present in the input
samples but proved to have less influence on the water levels.
Consequently, the uncertainty due to classification error led
to a rise in the average predicted water level (Table 2) com-
pared with the reference run.

We assumed that the individual polygons had no spatial
correlation and that the classification error was random
without bias. As a result, the classification errors may partly
have cancelled each other, if at a certain location a polygon
was assigned a higher roughness, while in the same realisa-
tion at nearby locations polygons might be assigned a low
roughness. Omitting the spatial correlation and bias might,
therefore, result in an underestimation of the uncertainty in
the design water levels.

Uncertainty due to the vegetation
roughness parameterisation

The application of the four vegetation roughness param-
eterisations resulted in a small variation in the design water

levels (Figure 6(e) and f). For each of the 500 samples, we
randomly selected one of the four roughness parameterisa-
tions (with equal probability for each parameterisation).
This yielded a 95% confidence interval of 12 cm, which is
small compared with the uncertainty due to main channel
roughness and vegetation classification. The proxies for the
roughness parameterisations of Klopstra, Huthoff and Van
Velzen resulted in a variation in the water levels of 0.003 m,
which is negligible. This was already shown in Figure 4,
where little variation is shown between the predicted rough-
ness values from these parameterisations. Only the Baptist
parameterisation, which is similar to adopting a constant
roughness height for submerged vegetation, resulted in an
increase of the water levels of 12 cm.

Combined uncertainty in design water levels

Figure 6(g) shows the variation in design water levels due to
the combined effect of uncertainty in main channel rough-
ness and classification error. In this set of simulations, only
the Klopstra vegetation roughness parameterisation was
used. This figure shows a combination of the relatively
uniform 95% confidence interval for uncertain bed form

Figure 5 (a) Results of the reference run showing the water depth. (b) Input for the Monte Carlo simulation showing the average roughness
of the 500 realisations (i.e. combined bed form and classification error). The main channel had an average roughness of 0.59, while the
average of the flood plains was spatially variable. (c) Results of the Monte Carlo simulation showing the average water depths for the 500
simulations. Water depths in the main channel were around 13.5 m, while water depths in the flood plain areas were on average 6 m.
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Figure 6 Variation in the design water levels. Due to (a,b) uncertain bed form roughness, (c,d) classification error of vegetation type, (e,f)
uncertain vegetation roughness parameterisations, (g,h) uncertain bed form roughness and classification error, (i,j) results for all sources
combined. Left column figures show the variation of the water levels around the average along the main channel centreline; the right
column figures show the histograms of the water levels at river kilometre 893.

Table 2 Water level results from the five Monte Carlo simulations and the reference run

Simulation P 2.5 Mean P 97.5 95% CI Std Skewness

Reference run 13.95
Bed form roughness 14.07 14.29 14.56 0.49 0.14 0.15
Classification error 13.93 14.03 14.27 0.34 0.087 1.87
Vegetation roughness model 13.90 13.93 14.01 0.12 0.057 1.15
Bed form + classification 13.98 14.23 14.59 0.61 0.16 0.71
All variable 13.99 14.26 14.66 0.68 0.18 0.60

The values of the 2.5 and 97.5 percentiles, mean water level at main channel centreline, 95% confidence interval, standard deviation, and skewness are given.
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roughness and the irregular 95% confidence interval due to
classification error. Figure 6(h) shows the 95% confidence
interval at river kilometre 893, which ranges from 13.98 m to
14.59 m, with a mean of 14.23 m. The shape of the histo-
gram shows a broad peak, which is caused by the variation in
main channel roughness, and some positive outliers, which
are caused by the classification error. This resulted in an
increase of the 95% confidence interval from 49 cm and
34 cm for the respective individual bed form and vegetation
classification errors to 61 cm for both uncertainty sources
combined.

Figure 7(a) shows that the standard deviation of the com-
puted water levels varied between 0.15 m and 0.2 m for the
combined effect of all three sources of uncertainty. Gener-
ally, the standard deviation was relatively uniform along the
river because backwater effects smoothen the effects of local
roughness variations. Figure 7 (lower panels) shows two
roughness realisations that caused the highest and lowest
water level. A comparison revealed that in this particular
flood plain section, a large area that was classified as
meadows in the realisation shown in the right panel was
replaced by softwood forest in the realisations shown in the
left panel. This change in vegetation type caused a significant
rise in the hydraulic roughness and resulted in an increase in
the water levels.

Figure 6(i) and (j) show the simulated water levels for all
three sources of uncertainty combined. Figure 6(j) and
Table 2 show that the 95% confidence interval ranges from
13.99 m to 14.66 m at river kilometre 893, which is a range of
68 cm, with a skewness of 0.60. This shows that the uncer-
tainty due to the vegetation roughness parameterisations
increased the uncertainty from 61 cm to 68 cm. Therefore,
we can conclude that the uncertainty due to the vegetation
roughness parameterisation is less important than the
uncertainty due to the main channel roughness and the veg-
etation classification error. To reduce the uncertainties in the
design water levels, the effort should be focused on improv-
ing the bed form roughness parameterisation and on the
classification accuracy of the land cover map, which is used
as input for flood plain roughness parameterisation.

Accuracy of Monte Carlo simulation

The width of the confidence intervals in Figure 6(i) is rela-
tively uniform (upstream of river kilometre 930), in longi-
tudinal direction, which shows that the reported uncertainty
statistics are not very sensitive to the location along the river,
and the histogram in Figure 6(j) is therefore representative
for the river reach. Only the confidence interval of the clas-
sification error shows variation in longitudinal direction.

Figure 7 (Top) Standard deviation of the water levels due to the three sources of uncertainty combined. The lower panels show the
Nikuradse roughness, kN of two individual realisations that caused (left frame) the highest water level and (right frame) the lowest
water level.
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This is caused by the outliers that are located in the centre
part of the study area.

The number of simulations that was used for the Monte
Carlo simulation influenced the accuracy of the results
(Figure 8). For the set of simulations with the three combined
sources of uncertainty, Figure 8 shows the convergence of the
mean, the 2.5 percentile and the 97.5 percentile as a function
of increasing number of simulations. The mean and 2.5
percentile converged to a constant value, while the 97.5 per-
centile still shows some noise. These variations of the mean
and 2.5 percentile were small compared with the width of the
confidence interval of 0.68 m (Table 2). More runs would
have resulted in an increased accuracy of the 97.5 percentile,
and therefore in the width of the confidence interval.
However, as a single run takes 2.5 h of computer time, more
runs cost too much time. Given the sensitivity of the results
for the assumptions in the quantification of the sources
(Warmink et al., 2012), an increase in the number of samples
will not significantly increase the accuracy of the results.

Discussion
In this paper, we applied Monte Carlo simulations to explic-
itly quantify flood water level uncertainty for a combination
of uncertainty sources in hydrodynamic river model set-
tings. We included the uncertainty due to bed forms, vegeta-
tion classification and the choice for the vegetation
roughness parameterisation. In contrast, Pappenberger et al.
(2006) studied the effect of uncertain boundary conditions
and model structure on the uncertainty of inundation pre-
dictions for a 1D model on River Alzette. They concluded
that the relative importance of any source of uncertainty

depends largely on the topographical and hydraulic condi-
tions in the reach. This observation is in agreement with our
observation that the uncertainty due to main channel rough-
ness depends on the width of the flood plain, which is locally
variable. However, since River Waal is still relatively straight
(sinuosity of 1.1; Julien et al., 2002), with quite uniform
flood plains, the effect of spatially variable roughness
resulted in a relatively uniform uncertainty in the water
levels along the river. This implies that for operational flood
forecasting in case of a river with relatively constant width,
the propagation of the uncertainties can be computed using
a simple model based on cross-sections, which is a large
advantage for management practice and significantly
reduces the computational time. For other less uniform and
less straight rivers, the uncertainty statistics will have a more
local nature, and should therefore be treated as such.

In the current study, several debatable assumptions were
made in the quantification of the vegetation parameterisa-
tion uncertainty, such as the selection of considered vegeta-
tion parameterisations and the utilisation of best-fitting
proxies in the river flow simulations. However, the effect of
this uncertainty source on flood water levels proved to be
small compared with the uncertainties that are related to bed
form parameterisation and flood plain vegetation classifica-
tion. Including additional alternative vegetation roughness
parameterisations, such as those proposed by Yang and Choi
(2010) and Stone and Shen (2002), may increase the uncer-
tainty of flood water levels, but even then the impact of
uncertain vegetation roughness parameterisation is likely to
remain a minor contributor to overall flood level uncer-
tainty. In this respect, it is important to note that the param-
eterisation of Yang and Choi (2010) resembles the
parameterisation of Huthoff. Furthermore, Augustijn et al.
(2011) showed that the Stone and Shen (2002) parameteri-
sation performed badly for flume data and showed some
physically incorrect behaviour. Other vegetation roughness
parameterisations should, thus, be favoured over Stone
and Shen’s (2002) proposed approach. As mentioned in
the Selection of Vegetation Roughness Parameterisations
section, the parameterisations accounting for flexibility of
vegetation were not considered because the required input
data are not available for River Waal. Furthermore, we
omitted the uncertainty in the value of the CD parameter,
which might be significant according to some earlier studies
(e.g. Nepf and Vivoni, 2000; Baptist, 2005), and may have
important consequences for flow through non-submerged
vegetation, such as forest-type vegetation. However, for veg-
etation types with large submergence ratios, the drag coeffi-
cient becomes less important because the portion of flow
through the vegetation becomes relatively small and the flow
over vegetation is more sensitive to the vegetation height.
Follow-up studies should surely also take uncertainty in the
drag coefficient into account.
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Figure 8 Stability analysis of the Monte Carlo Simulation for the
three combined sources of uncertainty showing the values of the
mean, lower and upper percentiles of the water levels (m above
MSL) as function of the number of simulations.
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In some previous Monte Carlo studies of roughness
parameterisations (Romanowicz and Beven, 1998; Aronica
et al., 2002; Bates et al., 2004), it was suggested that for
the main channel, a uniform statistical distribution best
describes the uncertainty in the bed roughness values.
Horritt (2006), on the other hand, stated that a Gaussian
description is quite suitable, for example as a result of a
calibration process. In our study, we showed that it is possi-
ble to explicitly quantify the statistical distribution of
uncertainty in the hydraulic roughness. The uncertainty dis-
tribution of the main channel roughness showed an approxi-
mately normal shape, and the distribution of the vegetation
roughness more closely follows a log-normal type of distri-
bution. Following the approach demonstrated here, there
was no need to make a priori assumptions on the shape and
magnitude of the distribution of the roughness values as
these were explicitly quantified. Propagation of the uncer-
tainty through the WAQUA-Waal model revealed that the
shape of the uncertainty distribution changed, indicating
non-linear effects and showing that the interactions between
channel and flood plain roughness are important for the
uncertainty in the design water levels.

Horritt (2006) stated that more research is required to
determine whether uncertainty in the spatial variability of
roughness is significant relative to other sources, such as the
main channel roughness or the upstream boundary condi-
tion. Our study showed that uncertainty in spatially distrib-
uted vegetation has a smaller influence on the uncertainty in
water levels than the main channel roughness. However,
some sources of uncertainty that cause outliers (e.g.
extremely dense vegetation in a region with high flow con-
veyance) are still important. Especially in combination with
other uncertainties, such as the roughness of the main
channel, this leads to an increased uncertainty in water
levels. Therefore, in river management, the focus should be
on the uncertainties around bottlenecks, as the uncertainties
at these locations will probably have a large effect on the
water levels. Furthermore, we found evidence that the effect
of flood plain roughness uncertainty depends largely on the
discharge conveyance through the flood plains compared
with the discharge conveyance through the main channel.
This ratio should, therefore, be determined to assess the
relative contribution of the different sources of uncertainty.
We recommend that in the application of models of com-
pound river channels, the ratio between the main channel
roughness and the flood plain roughness is subject to cali-
bration instead of calibration on both the main channel and
flood plain roughness separately.

The reference run in our study was calibrated on the
highest recorded discharge peak of 1995, which is signifi-
cantly lower than the design discharge level at which we
evaluated the uncertainties in flood water levels. Applying
this calibrated model to situations beyond the calibration

event will surely introduce errors in predicted water levels,
largely as a result of topographical inaccuracies in the model
and unrealistic roughness definitions. As we accounted for
the effect of uncertain roughness values in the current study,
the principal remaining uncertainty source is related to
topographical errors in the model, which we expect to have
a small impact on flood water levels (Warmink et al., 2011)
given the high spatial resolution of the underlying digital
elevation model. Also, strictly speaking, each of the 500
realisations in the Monte Carlo simulation should have been
recalibrated at the 1995 peak discharge to assure that his-
toric flood events are accurately reproduced by each model
realisation. We did not carry out this recalibration step
because of the practical difficulties associated with calibrat-
ing a 2D river reach model. Such a recalibration step would
make the variation in water levels diminish at the calibration
discharge, leading to a reduction in water level uncertainties
at the design discharge level. The reported uncertainty range
should, therefore, be considered as an estimate of the
maximum uncertainty range. Further research is required
on the possible reduction of the uncertainties due to
calibration.

Conclusions
The objective of this study was to quantify the effects of
combined uncertainty in channel and flood plain roughness
on the design water level for an alluvial river using the 2D
hydrodynamic model. We addressed the following uncer-
tainty sources: (1) bed form roughness of the main channel,
(2) classification error of flood plain vegetation and (3)
choice of roughness parameterisation. We showed that com-
bining the main contributions to the uncertainty in the
design water levels resulted in a 95% confidence interval of
approximately 68 cm, which is significant in view of Dutch
river management practice. However, given that we did not
account for calibration of the model, this estimate should be
considered as a maximum value of the uncertainty range in
the design water levels.

The uncertainty due to the classification error was spa-
tially distributed and caused positive outliers in the design
water levels due to clustering of rough vegetation types.
These outliers increased the uncertainty, especially if they
occurred in the same realisation with a high bed form rough-
ness. Combining the uncertainty in the bed form roughness
and vegetation roughness resulted in an increase of the 95%
confidence interval in the design water levels compared with
the individual sources, but less than the sum of the two
individual sources. Including the uncertainty due to the
choice of the vegetation roughness parameterisation resulted
in only a small increase of the uncertainty in design water
levels. This showed that in uncertainty analysis studies, it is
not necessary to quantify all sources of uncertainty as only
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few sources are responsible for most of the uncertainty in
the design water levels. For flood hazard assessment, taking
into account the combined uncertainty of roughness from
bed forms and flood plain vegetation is warranted given
the high price of landscaping measured to mitigate peak
flood levels.

Acknowledgements

The research reported in this paper was supported by the
Technology Foundation STW, applied science division of
NWO, and the technology program of the Ministry of Eco-
nomic Affairs. We thank the Dutch Centre for Water Man-
agement for providing the WAQUA model to do the analysis.
Furthermore, we thank Deltares for the use of their facilities.
We thank Hanneke Van der Klis from Deltares for her con-
structive comment and assistance during the preparation of
this paper. This research was also supported by the Flood
Control 2015 program. For more information, please visit
http://www.floodcontrol2015.com.

References
Aronica G., Bates P.D. & Horritt M.S. Assessing the uncertainty

in distributed model predictions using observed binary

pattern information within GLUE. Hydrol Process 2002, 16,

(10), 2001–2016. doi:10.1002/hyp.398.

Augustijn D.C.M., Galema A.A. & Huthoff F. 2011. Evaluation

of flow formulas for submerged vegetation. Proceedings of

Euromech 2011, Clermont-Ferrand, France.

Augustijn D.C.M., Huthoff F. & Van Velzen E.H. 2008. Com-

parison of vegetation roughness descriptions. Proceedings of

River Flow 2008 – Fourth International Conference on

Fluvial Hydraulics, Cesme, Turkey, 3–5 September 2008.

Bakry M.F., Gates T.K. & Khattab A.F. Field-measured hydraulic

resistance characteristics in vegetation-infested canals. J

Irrigat Drainage Eng 1992, 118, (2), 256–274. doi:10.1061/

(ASCE)0733–9437(1992)118:2(256).

Baptist M.J. Modelling floodplain biogeomorphology. PhD

Thesis, Delft University of Technology, Delft, the Nether-

lands, 2005.

Baptist M.J., Babovic V., Rodríguez Uthurburu J., Keijzer M.,

Uittenbogaard R., Verweij A. & Mynett A. On inducing equa-

tions for vegetation resistance. J Hydraulic Res 2007, 45, (4),

435–450.

Baptist M.J., Penning W.E., Duel H., Smits A.J.M., Geerling

G.W., Van der Lee G.E.M. & Van Alphen J.S.L. Assessment of

the effects of cyclic floodplain rejuvenation on flood levels

and biodiversity along the Rhine river. River Res Appl 2004,

20, (3), 285–297. doi:10.1002/rra.778.

Bates P.D., Horritt M.S., Aronica G. & Beven K.J. Bayesian

updating of flood inundation likelihoods conditioned on

flood extent data. Hydrol Process 2004, 18, (17), 3347–3370.

doi:10.1002/hyp.1499.

Carling P.A., Gölz E., Orr H.G. & Radecki-Pawlik A. The mor-

phodynamics of fluvial sand dunes in the River Rhine, near

Mainz, Germany. I. Sedimentology and morphology. Sedi-

mentology 2000, 47, 227–252. doi:10.1046/j.1365-

3091.2000.00290.x.

Chang C.H., Yang J.C. & Tung Y.K. Sensitivity and uncertainty

analysis of a sediment transport models: a global approach.

Stoch Hydrol Hydraul 1993, 7, (4), 299–314. doi:10.1007/

BF01581617.

Coles S. An introduction to statistical modeling of extreme values.

London, UK: Springer, 2001. ISBN 1-85233-459-2.

Dilley M., Chen R.S., Deichmann U., Lerner-Lam A.L. & Arnold

M. Natural disaster hotspots: a global risk analysis. Washing-

ton, DC: The World Bank, 2005. ISBN 0-8213-5930-4.

Engelund F. 1977. Hydraulic resistance for flow over dunes.

Progress Report of the Institute for Hydrodynamic and

Hydraulic Engineering 44, Technical University Denmark.

Fisher K. & Dawson H. 2003. Reducing uncertainty in river

flood conveyance, roughness review. Research Report,

DEFRA, Department for Environment, Food and Rural

Affairs, Environmental Agency, UK.

Hall J.W., Tarantola S., Bates P.D. & Horritt M.S. Distributed

sensitivity analysis of flood inundation model calibration.

J Hydraul Eng 2005, 131, (2), 117–126. doi:10.1061/

(ASCE)0733–9429(2005)131:2(117).

Haque M.I. & Mahmood K. Analytical determination of form

friction factor. J Hydraul Eng 1983, 109, (4), 590–610.

doi:10.1061/(ASCE)0733–9429(1983)109:4(590).

Horritt M.S. A linearized approach to flow resistance

uncertainty in a 2-D finite volume model of flood flow.

J Hydrol 2006, 316, (1–4), 13–27. doi:10.1016/j.jhydrol.

2005.04.009.

Horritt M.S. & Bates P.D. Evaluation of 1D and 2D numerical

models for predicting river flood inundation. J Hydrol 2002,

268, (1–4), 87–99. doi:10.1016/S0022–1694(02)00121–X.

Huthoff F. Modeling hydraulic resistance of floodplain

vegetation. PhD Thesis, University of Twente, Enschede,

the Netherlands, 2007.

Huthoff F., Augustijn D.C.M. & Hulscher S.J.M.H. Analytical

solution of the depth-averaged flow velocity in case of sub-

merged rigid cylindrical vegetation. Water Resour Res 2007,

43, W06413. doi:10.1029/2006WR005625.

Jansen B.J.M. & Backx J.J.G.M. Ecotope mapping Rhine

Branches-east 1997. Technical Report 98.054, RIZA, Rijkswa-

terstaat, the Netherlands (in Dutch), 1998.

Järvelä J. Determination of flow resistance caused by non–

submerged woody vegetation. Int J River Basin Manag 2004,

2, (1), 61–70.

Julien P.Y., Klaassen G.J., Ten Brinke W.B.M. & Wilbers A.W.E.

Case study: bed resistance of Rhine river during 1998 flood.

J Hydraul Eng 2002, 128, (12), 1042–1050. doi:10.1061/

(ASCE)0733–9429(2002)128:12(1042).

Uncertainty of design water levels in the Dutch River Waal 315

J Flood Risk Management 6 (2013) 302–318 © 2012 John Wiley & Sons Ltd and The Chartered Institution of Water and Environmental Management (CIWEM)



Klopstra D., Barneveld H.J., Van Noortwijk J.M. & Van Velzen

E.H. Analytical model for hydraulic roughness of submerged

vegetation. In: M.J. English & A. Szollosi-Nagy, eds. Proceed-

ings of theme A, managing water: coping with scarcity and

abundance. New York: American Society of Civil Engineers

(ASCE), 1997, 775–780. ISBN 90-77051-03-1.

Knotters M., Brus D.J. & Heidema A.H. Validatie van de ecoto-

pen kaarten van de rijkswateren. Technical Report, Alterra,

Wageningen, the Netherlands (in Dutch), 2008.

Kouwen N. & Li R.-M. Biomechanics of vegetative

channel linings. J Hydraulics Div ASCE 1980, 106,

(6), 1085–1103.

Mason D.C., Cobby D.M., Horrit M.S. & Bates P.D. Floodplain

friction parameterization in two-dimensional river flood

models using vegetation heights derived from airborne scan-

ning laser altimetry. Hydrol Process 2003, 17, (9), 1711–1732.

doi:10.1002/hyp.1270.

Meijer D.G. Modelproeven overstroomd riet. Technical Report

pr177, HKV Consultants, Lelystad, the Netherlands (in

Dutch), 1998a.

Meijer D.G. Modelproeven overstroomde vegetatie. Technical

Report pr121, HKV Consultants, Lelystad, the Netherlands

(in Dutch), 1998b.

Middelkoop H. & Van Haselen C.O.G. Twice a river, Rhine and

Meuse in the Netherlands. Technical Report, RIZA, Arnhem,

the Netherlands, 1999.

Ministry of Transport, Public Works and Water Management.

User’s guide WAQUA, General Information. Version 10.56.

Directorate-General for Public Works and Water Manage-

ment, the Hague, the Netherlands. 2010.

Morvan H., Knight D., Wright N., Tang X. & Crossley A. The

concept of roughness in fluvial hydraulics and its formula-

tion in 1D, 2D and 3D numerical simulation models.

J Hydraul Res 2008, 46, (2), 191–208. doi:10.1080/

00221686.2008.9521855.

Nash J.E. & Sutcliffe J.V. River flow forecasting through

conceptual models part I, a discussion of principles.

J Hydrol 1970, 10, (3), 282–290. doi:10.1016/0022–

1694(70)90255–6.

Nepf H.M. & Vivoni E.R. Flow structure in depth-limited, veg-

etated flow. J Geophys Res 2000, 105, (C12), 28547–28557.

doi:10.1029/2000JC900145.

Paarlberg A.J., Dohmen-Janssen C.M., Hulscher S.J.M., Termes

P. & Schielen R. Modelling the effect of time-dependent river

dune evolution on bed roughness and stage. Earth Surf

Process Landforms 2010, 35, (15), 1854–1866. doi:10.1002/

esp.2074.

Pappenberger F., Beven K.J., Ratto M. & Matgen P. Multi-

method global sensitivity analysis of flood inundation

models. Adv Water Resour 2008, 31, (1), 1–14. doi:10.1016/

j.advwatres.2007.04.009.

Pappenberger F., Matgen P., Beven K.J., Henry J.-B., Pfister L. &

de Fraipont P. Influence of uncertain boundary conditions

and model structure on flood inundation predictions. Adv

Water Resour 2006, 29, (10), 1430–1449. doi:10.1016/

j.advwatres.2005.11.012.

Petryk S. & Bosmajian G. Analysis of flow through vegetation.

J Hydraulics Div 1975, 101, 871–884.

Rijkswaterstaat. Hydraulic boundary conditions primary flood

defences, for the third test round 2006–2011 (HR2006). Tech-

nical Report, Ministry of Transport, Public Works and Water

Management (in Dutch), 2007.

Romanowicz R. & Beven K. Dynamic real time prediction of

flood inundation probabilities. Hydrol Sci J 1998, 43, (2),

181–196. doi:10.1080/02626669809492117.

Smith R.J., Hancock N.H. & Ruffini J.L. Flood flow through tall

vegetation. Agr Water Manag 1990, 18, 317–332. doi:10.1016/

0378–3774(90)90014–P.

Stone B.M. & Shen H.T. Hydraulic resistance of flow in chan-

nels with cylindrical roughness. J Hydraul Eng 2002, 128,

500–506.

Straatsma M.W. & Baptist M.J. Floodplain roughness param-

eterization using airborne laser scanning and spectral remote

sensing. Remote Sens Environ 2008, 112, (3), 1062–1080.

Straatsma M.W. & Huthoff F. Uncertainty in 2D hydrodynamic

models from errors in roughness parameterization based on

aerial images. J Phys Chem Earth 2011, 36, (7–8), 324–334.

doi:10.1016/j.pce.2011.02.009.

Van den Brink N.G.M., Beyer D., Scholten M.J.M. & Van Velzen

E.H. Support for the hydraulic boundary conditions 2001 for

the Rhine and its branches. RIZA Research Report 2002.015,

Lelystad, the Netherlands (in Dutch), 2006.

Van Rijn L.C. Sediment transport, part III: bed forms and allu-

vial roughness. J Hydraul Eng 1984, 110, (12), 1733–1754.

doi:10.1061/(ASCE)0733–9429(1984)110:12(1733).

Van Rijn L.C. Principles of fluid flow and surface waves in rivers,

estuaries, seas and oceans (edition 2011). Blokzijl, the Nether-

lands: Aqua Publications, 2011.

Van Velzen E.H., Jesse P., Cornelissen P. & Coops H. Flow resist-

ance vegetation in floodplains: part 1 handbook version–1

2003. RIZA Report 2003.028, RIZA Rijkswaterstaat, the Neth-

erlands (in Dutch), 2003.

Vanoni V.A. & Hwang L.S. Relation between bed forms and

friction in streams. J Hydraulics Div 1967, 93, (HY3), 121–

144.

Warmink J.J., Booij M.J., Van der Klis H. & Hulscher S.J.M.H.

2007. Uncertainty of water level predictions due to differ-

ences in the calibration discharge. Proceedings of the Inter-

national Conference on Adaptive and Integrated Water

Management, CAIWA 2007, Basel. 18 pp.

Warmink J.J., Booij M.J., Van der Klis H. & Hulscher S.J.M.H.

Quantification of uncertainty in design water levels due to

uncertain bed form roughness in the Dutch river Waal.

Hydrol Process 2012. doi:10.1002/hyp.9319.

Warmink J.J., Janssen J.A.E., Booij M.J. & Krol M. Identification

and classification of uncertainties in the application of envi-

ronmental models. Environ Model Software 2010, 25, (12),

1518–1527. doi:10.1016/j.envsoft.2010.04.011.

316 Warmink et al.

© 2012 John Wiley & Sons Ltd and The Chartered Institution of Water and Environmental Management (CIWEM) J Flood Risk Management 6 (2013) 302–318



Warmink J.J., Van der Klis H., Booij M.J. & Hulscher S.J.M.

Identification and quantification of uncertainties in a

hydrodynamic river model using expert opinions. Water

Resour Manag 2011, 25, (2), 601–622. doi:10.1007/s11269-

010-9716-7.

Wilbers A.W.E. & Ten Brinke W.B.M. The response of subaque-

ous dunes to floods in sand and gravel bed reaches of the

Dutch Rhine. Sedimentology 2003, 50, 1013–1034.

Wright S. & Parker G. Flow resistance and suspended load in

sand-bed rivers: simplified stratification model. J Hydraul

Eng 2004, 130, (8), 796–805. doi:10.1061/(ASCE)0733–

9429(2004)130:8(796).

Yang W. & Choi S.U. A two-layer approach for depth limited

open-channel flows with submerged vegetation. J Hydraulic

Res 2010, 48, 466–475.

Yossef M.F.M. 2005. Morphodynamics of rivers with groynes.

PhD Thesis, Delft University of Technology, the Netherlands.

Appendix

Appendix A: Equations of the used
vegetation roughness parameterisations

Here, we give the equations for the Klopstra, Van Velzen,
Huthoff and Baptist models.

Nikuradse equivalent roughness

We expressed roughness as an equivalent Nikuradse rough-
ness, kN. Therefore, the Chézy values (Cr) are converted to kN

values:

k
h

N Cr
= 12

10 18
(A1)

Equation for non-submerged vegetation

The equation for non-submerged vegetation is equal for all
roughness parameterisations.
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where Cb is the roughness of the bed below the vegetation, m,
D, CD and k are vegetation characteristics, and h is the water
depth. Here, m is the number of stems per square meter
(m-2), D is the average diameter of the stems (m), CD is the
drag coefficient, k is the vegetation height (m) and g = 9.81
(m/s2) is the acceleration of gravity.

Klopstra et al. (1997)

The equation proposed by Klopstra et al. (1997) for sub-
merged vegetation is as follows:
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The hydraulic roughness can be computed if vegetation
characteristics, m, D, CD and k, the water depth, h, and a
characteristic length scale according to Klopstra et al. (1997)
aK are known. Here, k = 0.4 (-) is the Von Karman constant,
A is a constant depending on the vegetation characteristics,
Sb (-) is the bed slope, uv0 (m/s) is the characteristic constant
flow velocity in non-submerged vegetation divided by the
square root of the water level slope, hs,K (m) is the distance
between the top of the vegetation and the virtual bed of the
surface layer, z0,K (m) is the length scale for bed roughness of
the surface layer according to Klopstra et al. (1997), and E
and C1 are assisting coefficients.

This characteristic length scale aK was calibrated on
data from flume studies by Tsujimoto and Kitamura
(1990), Shimizu and Tsujimoto (1994), Starosolsky (1983),
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Tsujimoto et al. (1993), Nalluri and Judy (1989), and
Kouwen et al. (1969), all referred to in Klopstra et al. (1997).
This resulted in the following best-fit relation:

α αK Kk
h

k
= ⋅ − ≥0 0793 0 00090 0 001. ln . .and (A11)

Van Velzen et al. (2003)

The equation proposed by Van Velzen et al. (2003) for sub-
merged vegetation is equal to the Klopstra parameterisation.
However, they used another characteristic length scale, aV.
They calibrated a using an extended dataset of flume experi-
ments (Van Velzen et al., 2003) compared with Klopstra et al.
(1997) to yield the following:

αV k= 0 0227 0 7. . (A12)

Huthoff (2007)

The equation proposed by Huthoff et al. (2007) for sub-
merged vegetation is as follows:
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and

s m D= − (A16)

where UT (m/s) is the depth-averaged flow velocity over the
total flow depth, Ur0 is the depth-averaged flow velocity in
the vegetation layer in case of submerged vegetation and s is
the separation length between neighbouring stems. Huthoff
et al. (2007) noted that as Ur0 is a depth-averaged value, the
parameters m, D and CD should be treated accordingly.

Baptist et al. (2007)

Based on the method of effective water depth, Baptist et al.
(2007) developed an analytical formula for the representa-
tive roughness of vegetation. This approach includes the
zero-plane displacement of the logarithmic velocity profile.
This approach is similar to the method by Van Velzen et al.
(2003), and is rather complex because it needs an estimate
for the zero-plane displacement (Baptist et al., 2007). The
authors applied genetic programming to approximate the
analytical formula, which resulted in a simple equation and
showed a good approximation for the representative rough-
ness, valid for a wide range of vegetation properties and flow
conditions (Baptist et al., 2007):
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where Cb is the roughness of the bed below the vegetation.
Note that for non-submerged vegetation, the right-hand
term approaches zero, and the equation is equal to the equa-
tion for non-submerged vegetation.
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