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Photophysics of indole-2-carboxylic acid in an aqueous environment

studied by fluorescence spectroscopy in combination with ab initio
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The photo-physics and -chemistry of indoles are known to be highly complex and strongly

dependent on their precise molecular structure and environment. Combination of spectroscopic

analysis with quantum chemical calculations should be a powerful tool to unravel precise excited

state deactivation mechanisms. At the same time, combined studies are seldom and likely far from

trivial. In this work we explore the feasibility of combining spectroscopic and quantum-chemical

data into one consistent model. The molecule of choice is indole-2-carboxylic acid (ICA) in

aqueous media. Excited state dynamics are determined by time-resolved fluorescence experiments,

while excited state reaction pathways of ICA–H2O clusters are explored by ab initio calculations.

1. Introduction

Indoles form a broad class of molecules found throughout nature,

with intriguing and very complex photophysical properties.

Especially the amino acid tryptophan has been extensively

studied and a matter of debate during several decades.1–8

Suggested excited state reactions include proton transfer,9,10 electron

transfer,9,11 intersystem crossing5,12 and photoionization.4,5,13

The photophysical properties are known to be particularly

sensitive to environmental conditions such as the solvent,13

temperature2,5 and pH,2,14 affecting the molecular geometry and

solute–solvent interaction and in turn excited state reactions.

Another major source of natural indoles involves the

eumelanin pigment present in the human skin. Eumelanin is

a highly complex macromolecule based on indole derivatives

5,6-dihydroxyindole (DHI) and 5,6-dihydroxyindole-2-carboxylic

acid (DHICA).15,16 It is still a major question whether eumelanin

protects the skin against UV-induced damage or becomes

mutagenic upon UV-exposure. Spectroscopic analyses of the

functionality and the underlyingUV-induced reactionmechanisms

of the full eumelanin pigment have appeared to be an almost

impossible task. Responsible factors involve the highly complex

pigment structure in combination with the largely unknown

photophysical properties of the pigment building blocks.17,18 This

has especially recently been motivating researchers to perform

quantum-chemical and spectroscopic studies on the small building

blocks DHI and DHICA, with the aim to utilize the achieved

insights to characterize model systems with increasing complexity

and ultimately the full eumelanin pigment.19–23

Recent ab initio studies on DHI propose excited state

deactivation to occur via intramolecular hydrogen atom transfer

from the 5-hydroxyl group towards the adjacent 4-carbon atom

(for enumeration, see Fig. 1).21 Transient absorptionmeasurements

suggest excited state deactivation in DHI to occur through three

parallel decay pathways involving (i) formation of a radical cation

and solvated electron, (ii) intersystem crossing and (iii) radiative

and non-radiative decay.24 Very recent experiments performed by

us demonstrate in addition a strong impact of the excitation energy,

with formation of the radical cation and solvated electron more

favorable at higher photon energies.25

Also the excited state deactivation mechanisms in DHICA

have been a topic of interest in several recent studies. An

important aspect to consider is that under physiologically relevant

conditions the DHICA molecule could occur in two states: the

neutral state and the mono-anion. Quantum-chemical studies on

the DHICA mono-anion propose two ground state geometries:

(i) a catechol anion with the 6-hydroxyl group deprotonated

and (ii) the carboxylate anion. Both states are proposed to

undergo an Excited State Intramolecular Proton Transfer

(ESIPT) process upon excitation, leading to the same catechol
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anion with the 5-hydroxyl group deprotonated.20 Recent time-

resolved fluorescence studies we performed however strongly

suggest that in the ground state it is the carboxylate anion

which is the dominating species and this state does not undergo

major geometrical changes upon excitation. For neutral DHICA,

the same study gives strong experimental evidence for the

occurrence of sub-ps ESIPT between the protonated carboxylic

acid group and the indole nitrogen, with the carboxylic acid

group most likely acting as a proton donor.26 Still to be addressed

are the role of solvent molecules and the precise geometry of the

zwitterionic state formed.

A very powerful tool to unravel and understand excited

state reaction mechanisms and identify the precise geometry of

photoproducts formed involves the combination of spectroscopic

analysis with quantum-chemical calculations. Above-discussed

works on DHI and DHICA however illustrate that combination

of spectroscopic and computational studies into one consistent

picture may be far from trivial. Indeed, combined experimental

and theoretical works on indole derivatives are rather unusual. A

likely reason for the discrepancy between experimental and

computational data involves the solvent and its impact on

optimal ground state geometries and excited state reactions.

The aim of this work is to investigate the feasibility and usability

of a combined spectroscopic and quantum-chemical study, with

the latter taking into account solvent molecules. The molecule of

choice is indole-2-carboxylic acid (ICA, chemical structure

shown in Fig. 1), both in the anionic (ICA-A) and neutral states

(ICA-N), as a first amenable step towards computational studies

of the more complex DHICA and its higher oligomers. Excited

state dynamics are determined by time-resolved fluorescence,

while optimal ground state geometries and excited state reaction

pathways are explored by ab initio calculations.

2. Experimental

Samples

Indole-2-carboxylic acid (ICA) and sodium phosphate buffers

in H2O (molarity of 0.1 M at pH 2.5, 0.02 M at pH 7.0) were

purchased from Sigma-Aldrich.

Steady-state optical characterization

Absorption spectra were measured by using an Agilent spectro-

photometer. Steady-state fluorescence spectra were recorded using a

Spex Fluorolog spectrofluorometer and observed to be independent

of excitation energy in the studied range of 4.2–5.0 eV.

Streak camera experiments

The streak camera setup used was described in detail earlier.26

Briefly, UV-pulses with a central wavelength of 280 nm (4.43 eV),

pulse energy of 3 pJ, duration of approximately 250 fs and a

repetition rate of 8 MHz were focused on the sample using a

100 mm focal length quartz lens. The sample solution was kept

under N2 in a rotating cuvette with an optical path length of

2 mm. The concentration was determined from the optical

density (OD, value of 0.20 at 280 nm) and literature values for

the extinction coefficient27 to be approximately 3 � 10�4 M.

The fluorescence was collected at a magic angle and sent into a

spectrograph (Chromex, 50 lines mm�1, blazed at 600 nm) and

streak camera setup (Hamamatsu, C6860). Experimental data

were corrected for background and shading. Significant

chemical degradation due to illumination was excluded on

the basis of similar optical absorption spectra before and after

the experiments. The fluorescence dynamics were observed to

be neither dependent on the pulse energy (within the range

of 1–10 pJ pulse�1), nor on the optical density (in the range

of 0.05–0.50 at 280 nm).

Single photon counting experiments

The single photon counting setup used was described in detail

before.26 Briefly, UV-pulses with a central wavelength of 280 nm,

pulse energy of about 3 pJ, duration of about 1–2 ps and

repetition rate of 4 MHz were used for excitation. The sample

solution (OD at 280 nm = 0.18) was kept in a quartz cuvette

with an optical path length of 10 mm. Similar optical absorption

spectra before and after the experiments ruled out the occurrence

of significant chemical degradation. The emitted photons were

collected under magic angle conditions.

3. Computational methods

Methods in use

Ab initio calculations for all the model systems were performed

with the TURBOMOLE program package,28 making use of the

Resolution-of-the-Identity (RI) approximation for the evaluation

of the electron-repulsion integrals.29 The equilibrium geometries

of the molecular systems, both in the neutral and anionic states, in

their closed-shell singlet ground state (S0) were determined with

the MP2 method.30 Excitation energies, equilibrium geometries,

and response properties of the lowest excited singlet states were

calculated using the CC2 method31,32 making use of the recently

implemented CC2 analytic gradients.33

Molecular systems studied

Two types of systems were considered in the calculations. The

first involves a single molecule (SM) in vacuum to explore the

possible occurrence of any ESIPT reaction. The second system

studied involves a cluster model (CM) consisting of the ICA

molecule interacting with three water molecules. This number

was observed to be an absolute minimum to imitate the first

solvation sphere around the ICA molecule, saturating the

hydrogen-bonding-to-the-solvent capacity of the system. Since

the ICA molecule has three potential proton donating or

accepting centers, the indole nitrogen and the two oxygen

atoms of the carboxylic group, these atomic centers should all be

involved in hydrogen bonding with water molecules. More details

regarding this aspect are collected in the ESI.w Both SM and CM

systems were studied in the neutral and the anionic form.

Fig. 1 Chemical structure of indole-2-carboxylic acid (ICA) with the

enumeration of atoms indicated.
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Basis sets used

For the SM system, both for the S0 and S1 electronic states, the

Polarized Valence Double Zeta basis set (cc-pVDZ)34 was used

for geometry optimization. For the CM system, the basis set

used in geometry optimization was augmented with diffuse

functions to properly reproduce the geometries of intermolecular

bonds in the cluster (aug-cc-pVDZ).34 As shown by Xantheas

et al.35–37 this basis set accurately reproduces the geometries and the

electric properties of the isolated molecules and their complexes. In

the final calculations of adiabatic S1 energies and vertical excitation

energies, the Augmented Polarized Valence Triple Zeta basis set

(aug-cc-pVTZ) was used in the case of SM at the S0-geometries

optimized with the cc-pVDZ basis set.

Minimum-energy pathways

The minimum energy profiles along the photophysically relevant

reaction coordinates in the lowest singlet excited states were also

determined using the CC2 method. Inspection of the optimized

excited state geometries allowed identification of coordinates that

can drive the relaxation process from the initially excited state to

the ground state. After the choice of the relevant coordinate, the

minimum energy path was calculated following this driving

coordinate; all other nuclear degrees of freedom were optimized

for a given value of this coordinate. For determination of S1-state

minima optimization was performed without any symmetry

constraint, which leads to the local-minimum structure. On the

other hand, the distinguished-coordinates approach used here

allows for prediction of the transition-state-structures along the

minimum energy pathways linking the local minimum structures.

Such determined barriers are rough estimates of real saddle

points in the case of strong curvature of the minimum-energy

path, which is typical when the electronic nature (pp* vs. np* in

this case) of the excited state changes along the path.

4. Results and discussion

4.1. Ground state species and optical absorption properties

For the purpose of this study, the photophysical properties of

ICA have been investigated in neutral and acidic sodium

phosphate buffered H2O. The pKa of the carboxylic acid of

ICA amounts to 3.69.38 This implies that at pH 7.0 the quantity

of deprotonated states (i.e. ICA-A) exceeds 99.9%. At pH 2.5 the

situation is rather different with 94% of the molecules fully

protonated (i.e. ICA-N) and 6% still deprotonated.Measurements

at pH 2.5 have been performed at a buffer concentration of 0.1M;

the buffer concentration at pH 7.0 has however been kept as

low as 0.02 to suppress complex formation between ICA-A

and buffer constituents.26 Fig. 2 shows the optical density

(OD) spectra of the samples studied. ICA at pH 7.0, with ICA-

A by far the dominating species, features a minor shoulder at

around 4.1 eV, a strong band at 4.32 eV and higher absorption

bands above 5 eV. The most noticeable impact on going from

pH 7.0 to pH 2.5 involves a somewhat increased absorption

strength and a bathochromic shift from 4.32 eV towards

4.25 eV. The red-most absorption band is for the anionic form

composed of transitions from the ground state to three excited

states (S1, S2, and S3, see Table 1 or Table S1, ESIw) and for

the neutral form transitions from the ground state to two

excited states (S1 and S2, Table 1 or Table S1, ESIw). The
calculated oscillator strengths for these transitions (Table 1 or

Table S1, ESIw) suggest that the integrated absorbance of this

band should be approximately 2.5 times stronger for the

neutral molecule as compared to the anionic form. The spectra

in Fig. 2 show that indeed the neutral form has stronger

absorbance than the anionic form, but with a factor of

B1.2. This discrepancy between calculation and experiment

is understandable in view of the approximately factor of two

precision of the calculated oscillator strengths. The observed

red-shift of the B4.3 eV band on going from pH 7 to pH 2.5 is

correctly predicted by the calculations as a result of the

increased oscillator strength of the S0–S2 transition of the

neutral state, while the anionic form has its oscillator strength

distributed approximately evenly over the S0–S2 and S0–S3
transitions (see Table 1 and Table S1, ESIw).

Fig. 2 Absorption spectra of ICA in 0.02 M pH 7.0 and 0.1 M pH 2.5

sodium phosphate buffers.

Table 1 Ground-state and vertical excitation energies (E), oscillator strengths (f) and dipole moments (m) for the ground state minima of ICA-A
(S0(A-keto)) and ICA-N (S0(N-cis) and S0(N-trans)), calculated with the CC2/aug-cc-pVDZ method at the MP2/aug-cc-pVDZ ground-state
equilibrium geometries. Experimental absorption values related to particular optical transitions are presented between brackets

S0(A-keto) S0(N-cis) S0(N-trans)

E/eV f E/eV f m/D E/eV f m/D

S0 0.00 0.00 2.31 0.08 2.66
S1 4.27 (1ps*) 0.0013 4.17 (1pp*) 0.048 2.70 4.23 (1pp*) 0.048 2.59

[B4.0] [B4.0]
S2 4.39 (1pp*) 0.095 4.43 (1pp*) 0.483 2.24 4.46 (1pp*) 0.453 2.58

[B4.1] [4.25] [4.25]
S3 4.55 (1pp*) 0.117 5.25 0.002 2.20 5.20 0.003 2.06

[4.32]
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Before exploring computationally the excited state reaction

pathways, it is clearly important to know which geometries are

most favorable to occur in the ground state. The experimental

conditions have been mimicked in the computational studies

by surrounding the ICA molecule with three water molecules,

as motivated in Section 3. Various ICA-A species are expected

to coexist in the ground state. Their common features involve

a protonated indole nitrogen and a deprotonated carboxylic

acid group. They differ from each other in terms of positions

of the surrounding three water molecules and the hydrogen

bonding pattern. These geometries together form a branch of

‘‘A-keto’’-like structures, of which the most stable one is

shown in the left-hand panel of Fig. 3. Other A-keto structures

are less stable with 0.1–0.2 eV. The calculated ground and

excited state energies and transition oscillator strengths of the

most stable form are presented in Table 1. The results with a

larger aug-cc-pVTZ basis set, collected in the ESIw, Table S1,
are close to the aug-cc-pVDZ results, indicating approaching

the basis set limit. The S0–S1 transition is expected to be

optically dark due to the dipole forbidden nature of the ps*
transition. Note that quantum chemical calculations using the

CC2 method in general overestimate the energy involved in

optical transitions with about 0.3 eV under the condition the

basis set limit is reached.39 Comparison of the experimental

absorption spectrum shown in Fig. 2 with calculated values

shows, thus, a good agreement and suggests that the shoulder at

around 4.1 eV is related to S0–S2 excitation and the main

absorption at 4.32 eV is due to S0–S3 excitation. The absorption

above 5 eV is likely due to transitions to higher singlet states.

For the neutral molecule (ICA-N) the situation is different.

Now two distinct, almost isoenergetic, stable ground states are

expected to coexist; S0(N-cis) and S0(N-trans). Both possess

protonated indole nitrogen and carboxylic acid functionalities,

they however differ in terms of orientation of the carboxylic

acid group (1801 torsion around the single bond connecting

the indole core with the carboxylic acid group) and hydrogen

bonding pattern with the surrounding water molecules. The

calculated ground and excited state energies and transition

oscillator strengths of S0(N-cis) and S0(N-trans) are presented

in Table 1. The S0(N-cis) configuration is by 0.08 eV more

stable as compared to the S0(N-trans) form. Their optical

absorption features are very similar. Comparison of the

experimental absorption spectrum shown in Fig. 2 with calculated

values presented in Table 1 shows good agreement (taking into

account the computational overestimation of 0.3 eV39) and

suggests that the tail in the spectrum at around 4.0 eV is due to

S0–S1 excitation and the main absorption at 4.25 eV is related

to S0–S2 excitation. The S0–S3 transition is expected to be

optically dark, and the absorption above 5 eV is most likely

due to transitions to levels beyond the S3 state.

4.2. Fluorescence spectra and dynamics

Fig. 4 shows the fluorescence spectra of ICA in pH 7.0 (A) and pH

2.5 (B) buffers, including band analysis. Within an experimental

range of 4.2 eV–5.0 eV, the fluorescence spectra do not depend on

the excitation energy, demonstrating the absence of any relevant

decay channel that might compete with internal conversion from

higher states to the lowest excited state. Note that both spectra

have a fluorescence band at 3.62 eV in common, although it is by

far less intense at pH 2.5. Combining that with the fact that ICA-A

is the dominating species at pH 7.0, but still present in significant

amounts (6%) at pH 2.5, suggests that the band at 3.62 eV is due

to ICA-A. The second minor band at pH 7.0 (at 3.10 eV) could

be due to a complex formed between ICA-A and buffer

constituents.26 The main species at pH 2.5 involves ICA-N

(94%). The band at 3.62 eV is already attributed to the 6%

ICA-A present, the band at 3.04 eV can thus be ascribed to the

94% ICA-N. The only small difference in absorption spectra

of these two species, the relative quantities, and weak emission

leads to no observable excitation energy dependence of the

fluorescence spectrum. Note that the band at 3.04 eV is only

Fig. 3 Ground state equilibrium geometries of ICA-A: S0(A-keto) and

ICA-N: S0(N-cis) and S0(N-trans), optimized at the MP2/aug-cc-pVDZ

level.

Fig. 4 Fluorescence spectra of ICA in 0.02 M pH 7.0 (A) and 0.1 M

pH 2.5 (B) sodium phosphate buffers, including band analyses.
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slightly more intense than the band at 3.62 eV, although the

latter is only related to a minority ICA-A (6%) and the band

at 3.04 eV is due to the 94% ICA-N. This suggests the presence

of an important non-radiative decay channel for ICA-N.

Fig. 5 shows the fluorescence dynamics as a function of

fluorescence energy of ICA in pH 7.0 (A) and pH 2.5 (B)

buffers, recorded using streak camera detection. The dynamics

of ICA in pH 7.0 buffer are fluorescence energy independent,

which is in agreement with the observation of one major

fluorescence band and a second only very minor band. The

inset of Fig. 5A shows the decay at 3.6 eV recorded by single

photon counting, covering a larger time window, including a

fit by a mono-exponential decay function using a lifetime of

4.9 ns. This shows that excitation of ICA-A in the S0(A-keto)

geometry leads to an excited state emitting at 3.62 eV with an

excited state lifetime of 4.9 ns. The fluorescence dynamics of

ICA in pH 2.5 buffer (Fig. 5B) appear to depend on the

fluorescence energy, which is in agreement with the dual

fluorescence shown in Fig. 4B. The high-energy side dynamics

are described by a bi-exponential decay function with lifetimes

of 4.9 ns and 1.6 ns. The contribution of the 4.9 ns component

is slightly lower than expected from the spectral analysis in

Fig. 4B. This is likely due to the low sensitivity of the setup in

the UV, leading to a high noise level, and the fact that the streak

camera used is intended to measure short lifetimes (o2 ns) rather

than longer lifetimes. The observation that the 4.9 ns lifetime

observed at pH 2.5 equals that at pH 7.0 again confirms that both

at pH 7.0 and pH 2.5 the fluorescence band at 3.62 eV is related to

ICA-A. The low-energy side of the dynamics at pH 2.5 is

accurately described by a mono-exponential decay function with

a lifetime of 1.6 ns. Apparently, excitation of ICA-N, irrespective

of whether in the S0(N-cis) or S0(N-trans) geometry, leads to an

excited state that emits at 3.04 eV and has a lifetime of 1.6 ns.

Combination of experimental data with ab initio calculations,

discussed in the next section, will unravel whether the detected

fluorescence is due to excited initial geometries or photoproducts.

Also mechanisms for non-radiative decay will be presented.

4.3. Excited state processes

4.3.1. Anionic ICA (ICA-A). In contrast to the ground

state, which has only one dominating minimum-energy geometry

(S0(A-keto)), the excited state energy landscape of ICA-A exhibits

two distinct stable minima with the proton attached either to

the nitrogen (the 1pp*(A-keto) form) or to the oxygen atom

(the 1ps*(A-enol) form). The difference in adiabatic energy

between these two stable forms is 0.08 eV in favor of the latter.

The S1 minimum geometries along with the respective singly

occupied HF orbitals describing the most important electronic

configuration contributions of these two excited state minimum

forms are shown in Fig. 6. The first geometry is formed directly

upon optical excitation of the S0(A-keto) form towards either the

S2 (shoulder in absorption spectrum) or S3 excited state (strongest

absorption), both of pp* character, and ultrafast internal conver-

sion to the 1pp*(A-keto) excited state minimum. Important to

mention is the presence of a dark 1ps* excited state, depicted as

S1(
1ps*), lying just below S2(pp*).The proximity of these two

states gives the possibility of internal conversion from the 1pp* to
the 1ps* state followed by an ESIPT reaction resulting in the
1ps*(A-enol) form (right-hand panel of Fig. 6), which is 0.08 eV

lower in adiabatic energy than the 1pp*(A-keto) form. However,

in order to form this state a barrier of 0.3 eV has to be passed, as

Fig. 5 Fluorescence dynamics of ICA in 0.02 M pH 7.0 (A) and

0.1 M pH 2.5 (B) sodium phosphate buffers as a function of fluores-

cence energy, including fits to mono- or bi-exponential decay functions

and the resulting lifetimes.

Fig. 6 Excited state equilibrium geometries of ICA-A: 1pp*(A-keto)

and 1ps*(A-enol), optimized at the CC2/aug-cc-pVDZ level and their

respective singly occupied HF orbitals describing the most important

electronic configuration contributions for a given state.
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visualized in Fig. 8A. Assuming a pre-exponential factor in the

order of 1013 s�1, a typical value for a first order reaction,40 and

using the Arrhenius equation, this corresponds to a time scale in

the order of 10 ns. In addition, the proton transfer process is

possibly mediated by a single water molecule, which from the side

of the indole nitrogen acts as a proton acceptor and at the same

time it is a proton donor towards the carboxylate moiety. The

calculated fluorescence properties of the 1pp*(A-keto) and
1ps*(A-enol) forms are presented in Table 2. The 1ps*(A-enol)
geometry is expected to be optically dark and therefore, in case it

is formed, not detectable by fluorescence spectroscopy. The initial
1pp*(A-keto) geometry, on the contrary, is expected to show a

strong emission at 3.78 eV. This agrees well with the experi-

mentally observed band at 3.62 eV considering that the CC2

method in general overestimates the energy involved in optical

transitions with about 0.3 eV.39,41 The observation that the
1pp*(A-keto) has an excited state lifetime as long as 4.9 ns

shows that the ESIPT process indeed occurs on a time scale of

several nanoseconds or slower and is only a minor decay channel

of the 1pp*(A-keto) form. In case the formed 1ps*(A-enol) is not

completely dark, but weakly emitting, it might to some extent

contribute to the emission band at 3.10 eV attributed to

complex formation between ICA-A and buffer constituents.

4.3.2. Neutral ICA (ICA-N). In the ground state, the

neutral form of ICA (ICA-N) has two stable rotamers:

S0(N-cis) and S0(N-trans), with the first being 0.08 eV more

favorable. Optical excitation of these forms towards the

weakly absorbing S1 or strongly absorbing S2 excited state

followed by ultrafast internal conversion leads to the formation

of the stable excited state minima 1pp*(N-cis) and 1pp*(N-trans),

respectively. Except for these two minima, the excited state

landscape however also shows a third stable minimum for a

geometry depicted as 1np*(N-trans), see the right-hand panel of

Fig. 7. This geometry differs significantly from the other two

stable excited states, predominantly in terms of a large deforma-

tion of the carboxylic acid group. The hydroxyl group is tilted

out from the indole molecular plane. Also the water molecules

forming hydrogen bonds with the molecule are arranged in a

non-planar fashion, forming a much more compact cluster. Note

that also the dangling OH-proton is now positioned closer to the

indole nitrogen as compared to both 1pp* geometries. The latter

feature makes this 1np*(N-trans) excited state geometry a good

candidate for being a preliminary intermediate for a further

proton transfer reaction to take place from the carboxylic acid

group towards the indole nitrogen. Proton transfer to the solvent

(either the surrounding water molecules or the buffer constituents)

can be excluded, since in that case similar fluorescence features

would have been observed at pH 7.0 and pH 2.5.

The geometries along with their respective singly occupied HF

orbitals describing the most important electronic configuration

contributions of all three excited state minima are shown in

Fig. 7. The calculated fluorescence properties of 1pp*(N-cis),
1pp*(N-trans) and 1np*(N-trans) are presented in Table 3.

Apparently N-cis and N-trans are not only indistinguishable in

terms of optical absorption, but also show very similar

fluorescence features. This is due to a strong configurational

mixing between nearly degenerated states. The calculated

fluorescence energies of 3.51 eV and 3.63 eV agree reasonably

well with the experimentally observed broad band at around

3.04 eV, although the theoretical overestimation exceeds the

expected 0.3 eV. Possible reasons for this discrepancy have

been explored by additional TD-DFT calculations for the CM

system under vacuum and water, using the PCM model42,43 in

conjunction with the B344-LYP45,46 functional and the aug-cc-

pVDZbasis set. These PCM/TD-DFT calculations were performed

with the Gaussian 09 program package.47 Calculated fluorescence

energies for (i) a single ICA molecule (using CC2 method),

(ii) an ICA–(H2O)3 cluster (using the CC2 and TD-DFT

methods), and (iii) an ICA–(H2O)3 cluster (using the TDDFT

method in conjunction with the PC model) are collected in

Table S2 of the ESI.w These results show a step-wise decrease

of the calculated fluorescence energy, with the highest value for

a SM system under vacuum, smaller values for a CM system

under vacuum, and a further decrease of the fluorescence energy

value when the CM system was treated by the PCM model,

suggesting that the overestimated fluorescence energy is a

solvent effect.

The shorter lifetime of 1.6 ns of ICA-N as compared to the

value of 4.9 ns for ICA-A is in disagreement with the two times

smaller fluorescence oscillator strength of ICA-N, if excited

state deactivation would occur entirely by radiative decay

Table 2 Adiabatic energies (E) (relative to the ICA-A S0(A-keto)
minimum) and oscillator strengths (f) of the S1–S0 transition calculated
at the excited state minimum of ICA-A, ground state energies calculated
at the optimal geometry of the excited state minimum S0

(S1), and
fluorescence energies for the given S1-minimum calculated at the CC2/
aug-cc-pVDZ level. Experimental fluorescence energies are presented
between brackets

1pp*(A-keto) 1ps*(A-enol)

E/eV f E/eV f

S1 4.08 0.1258 4.00 0.0009
S0

(S1) 0.30 0.67
Fluorescence 3.78 [3.62] 3.33

Fig. 7 Excited state equilibrium geometries of ICA-N: 1pp*(N-cis),
1pp*(N-trans) and 1np*(N-trans), optimized at the CC2/aug-cc-pVDZ

level and their respective singly occupied HF orbitals describing the

most important electronic configuration contributions.
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(or the same degree of radiationless decay as ICA-A in addition

to the radiative decay). Obviously, the excited state lifetime of

ICA-N is to a large extent determined by non-radiative decay

occurring on a nanosecond time scale, competing with fluores-

cence and decreasing the excited state lifetime and fluorescence

quantum yield. Decay of initially formed excited states minima

Table 3 Adiabatic energies (E) (relative to the ICA-N S0(N-cis) minimum) and oscillator strengths (f) of the S1–S0 transition calculated at the
excited state minimum, ground state energies calculated at the optimal geometry of the excited state minimum S0

(S1), and fluorescence energies for
the given S1-minimum calculated at the CC2/aug-cc-pVDZ level. Experimental fluorescence energies are presented between brackets

1pp*(N-cis) 1pp*(N-trans) 1np*(N-trans)

E/eV f m/D E/eV f m/D E/eV f m/D

S1 3.82 0.060 5.0 4.04 0.058 4.7 3.99 0.0001 4.0
S0

(S1) 0.31 1.5 0.41 2.0 2.13 3.7
Fluorescence 3.51 [3.04] 3.63 [3.04] 1.86

Fig. 8 Non-radiative excited state decay mechanism for the anionic 1pp* (A-keto) geometry (A) and for the neutral 1pp*(N-cis) and 1pp*(N-trans)

geometries (B). Energy levels are in eV. The numbers at the dashed lines indicate the height of barriers relative to ground state energies.
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1pp*(N-cis) and 1pp*(N-trans) into 1np*(N-trans) as shown in

Fig. 8B is a plausible explanation, although a barrier of 0.3 eV

has to be passed, corresponding to a time constant in the order

of nanoseconds, assuming an Arrhenius rate law decay with a

pre-exponential factor of approximately 1013 s�1.40 The
1np*(N-trans) state formed is expected to be optically dark,

providing as such an important non-radiative decay channel

for the neutral system.

5. Conclusions

Combining spectroscopic and quantum-chemical data into

one consistent model is a realistic and powerful approach,

provided solute–solvent interactions are taken into account. In

the case of ICA it appears to be sufficient to simulate the

experimental aqueous environment by three water molecules

saturating the hydrogen bonding capacity of the molecule. In

the case of larger indole oligomers, likely more water mole-

cules will be needed to achieve this effect. The photophysics

and -chemistry of ICA strongly depend on the protonation

stage. Anionic ICA (ICA-A) exhibits only one ground state

equilibrium geometry, with the indole nitrogen protonated

and the carboxylic acid deprotonated. This state is still stable

upon optical excitation, although it could, except for decay to

its ground state, also undergo a minor nanosecond ESIPT

process from the indole nitrogen towards the deprotonated

carboxylic acid group. The situation for neutral ICA (ICA-N)

is more complicated in the sense that this state has two stable

ground state geometries, with a 1801 different torsion angle of

the carboxylic acid group with respect to the indole molecular

plane. Both geometries have comparable optical properties

and are still stable after optical excitation. In the excited state

they can however, except for decay to their corresponding

ground state, also undergo deformation of the carboxylic

group which can be considered as the preliminary step to

partial or full ESIPT from the carboxylic acid group proton

towards the indole nitrogen, providing an efficient mechanism

of a non-radiative decay of the optically excited system.
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