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Large potential steps at weakly interacting metal-insulator interfaces
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Potential steps exceeding 1 eV are regularly formed at metal|insulator interfaces, even when the interaction
between the materials at the interface is weak physisorption. From first-principles calculations on metal|h-BN
interfaces we show that these potential steps are only indirectly sensitive to the interface bonding through the
dependence of the binding energy curves on the van der Waals interaction. Exchange repulsion forms the main
contribution to the interface potential step in the weakly interacting regime, which we show with a simple model
based upon a symmetrized product of metal and h-BN wave functions. In the strongly interacting regime, the
interface potential step is reduced by chemical bonding.
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Introduction. The potential step that is formed at the
interface between a metal and a semiconductor or insulator
is an essential physical parameter determining device per-
formance [1]. A satisfactory understanding of the factors
influencing the step is complicated by its extreme sensitivity
to interface structure and disorder [1]. Metal contacts with the
layered van der Waals (vdW) structures that are the subject of
much current study [2], in particular hexagonal boron nitride
(h-BN) [3], form an ideal model system to study such metal
contacts. Because h-BN is chemically unreactive, it can form
essentially defect-free interfaces with metals making possible
a particularly clean confrontation of theory with experiment.
Potential steps involving h-BN are already very interesting in
their own right [2,3].

The formation of an interface between metals and 2D
materials such as graphene or h-BN leads to a dipole layer
and a potential step at the interface [4–7]. Naively, one might
expect the interface dipole and potential step to be small
if the interaction between the two materials is weak. It is
then puzzling to find that physisorption of graphene or h-BN
on metal substrates, with adsorption energies as small as
∼0.05 eV/atom [8,9], leads to substantial potential steps �V

of ∼1 eV [10,11]; see Fig. 1. A possible explanation for a
large potential step is direct transfer of electrons across the
interface, which occurs on equilibrating the chemical potential
between two conductors. This happens at metal|graphene
interfaces, for instance, and results in doping of graphene;
the corresponding contribution to the potential step is �tr

[10]. For graphene there is an additional, large contribution to
the total potential step arising from the direct (physisorption)
interaction at the interface. That contribution, called �c in
Ref. [10], was found to depend roughly exponentially on
the graphene-metal distance, underlining its local, interface
character. Thus, for graphene, �V = �tr + �c. Similar terms
were identified in Ref. [12]. Direct charge transfer cannot occur
across a metal|h-BN interface because h-BN is a wide band
gap insulator. Yet even here large potential steps are found
[7,11,13,14]. The absence of direct charge transfer makes
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it possible to study the potential step arising from just the
interface interaction.

In this Rapid Communication, we use first-principles
calculations to explore the origin of the interface dipole
and potential step at metal|insulator interfaces. We focus on
metal|h-BN as an archetypal interface, selecting in particular
those cases where the bonding interaction at the interface is
weak. Surprisingly, the interface potential step does not depend
on the exchange-correlation functional used to calculate it,
even though the binding energy curve is quite sensitive to that
functional as shown by Fig. 1. This points to a more general
origin of the potential step. From a transparent model based
upon a symmetrized product of fragment states, we show that
exchange repulsion at the interface between the metal and the
insulator is the main source of the potential step. The van der
Waals bonding between the two materials gives a much smaller
contribution.

Interactions between closed-shell molecules or ions give
rise to dipoles with an exponential separation dependence [15].
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FIG. 1. (Color online) (a) Binding energy curves Eb(d) in eV/BN
for a monolayer of h-BN on Cu(111) calculated with LDA (black
squares), GGA-PBE (red triangles), and optB88-vdW-DF (blue
circles) functionals. The vertical dashed lines indicate the minima.
(b) The corresponding interface potential steps �VSCF(d) calculated
with the three functionals.
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This behavior is ascribed to Pauli repulsion which pushes
electrons out of the overlap region between molecules and
results in a distortion of the electron distribution. The dipoles
that are formed when inert atoms or molecules adsorb on metal
surfaces are also attributed to Pauli repulsion. In this context,
the occurrence of such dipoles is called the push-back or pillow
effect [12,16]. In the following, we demonstrate the effect of
the Pauli repulsion explicitly by calculating its contribution
to the potential steps at weakly interacting metal|h-BN
interfaces.

DFT calculations. The potential step at an A|B
metal|insulator interface is obtained from self-consistent cal-
culations as the difference between the work functions W

of the clean metal surface, WA, and of the combined system;
�VSCF = WA − WA|B [17]. Here we adsorb a h-BN monolayer
on close-packed (111) metal surfaces. We consider commensu-
rable interfaces, accommodating lattice mismatch by adapting
the in-plane lattice constant of the metals to that of h-BN so that
the strain remains <5%, as in Refs. [10] and [11]. Changing
the lattice constant of a metal by a few percent changes
its electronic properties only mildly, whereas adapting the
lattice constant of h-BN is a much larger perturbation. Weakly
interacting metal|h-BN interfaces are found to exhibit in-plane
moiré patterns with large periods. Calculations for such
in-plane superstructures are computationally very demanding
and are not crucial for the present study. A more detailed
discussion of the effects of incommensurability can be found in
Refs. [18,19].

For the DFT calculations we use the Vienna Ab-initio Sim-
ulation Package (VASP) [20], and follow Ref. [11] concerning
interface structures and choice of computational parameters.
We consider three different functionals: the local density
approximation (LDA) [21], the PBE generalized gradient
approximation (GGA) [22], and a van der Waals density func-
tional [23–25]. Though it generally overestimates chemical
interactions, the LDA gives a reasonable description of the
binding energy and equilibrium separation of metal|h-BN
interfaces [19]. GGA often gives a good description of
chemisorption but fails to capture physisorption. Local or
semilocal functionals lack vdW interactions which play an
important role in physisorption [26] and in the bonding of
layered materials [27]. These interactions are modeled in
nonlocal vdW functionals. Here we use the optB88-vdW-
DF functional [25], which has been shown to give a good
description of graphene on Ni [28].

Figure 1(a) shows the binding energy curves of h-BN on
Cu(111) for the three functionals. GGA gives essentially no
bonding, with an adsorption energy Eb = −1 meV/BN at an
equilibrium separation deq = 4.1 Å; LDA gives a reasonable
bonding with Eb = −87 meV/BN at deq = 3.0 Å; optB88-
vdW-DF gives Eb = −140 meV/BN at deq = 3.3 Å, under-
lining the importance of vdW interactions [29,30]. Whereas
the binding energy curves evidently depend sensitively on
the (type of) functional used [31], the interface potential
step is remarkably insensitive. This is clearly demonstrated
in Fig. 1(b) where the potential step at the Cu(111)|h-BN
interface, �VSCF, is shown as a function of the separation d

between the Cu(111) surface and the h-BN plane. The curves
for the three functionals are within 0.05 eV of one another.
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FIG. 2. (Color online) Plane-averaged electron displacements
from self-consistent calculations �nSCF(z) at (a) d = 3 Å and (b)
d = 5 Å. (c) Comparison of �nSCF (LDA: black dashed) with �nAS

of the corresponding AS state calculated using Eq. (4) (violet), and
their difference �ndiff (orange dash-dotted) referred to as the bonding
contribution, for a Cu(111)–h-BN separation of 3 Å and (d) 5 Å.

The potential step is proportional to the interface dipole
which can be derived from the electron displacement �nSCF =
nA|B − nA − nB, where nA|B, nA, and nB are, respectively, the
electron densities of the metal|h-BN system, the isolated metal,
and the h-BN monolayer. The insensitivity of the potential step
to the functional suggests a similar insensitivity of �nSCF,
which is confirmed by Figs. 2(a) and 2(b). At d = 3 Å, i.e.,
close to the (experimental) equilibrium separation proposed
in Ref. [7], �VSCF ≈ 1 eV, and the plane-averaged electron
displacement, �nSCF(z), is very similar for all three function-
als. At a larger separation, d = 5 Å, �nSCF for the vdW-DF
functional shows an accumulation of electrons between the
top metal plane and the h-BN sheet, and a depletion closer to
these.

Such a pattern is also observed in an (Ar)2 vdW complex,
suggesting that this is typical for vdW interactions [24].
Indeed this pattern is absent from the PBE �nSCF at d = 5 Å.
Interestingly, �nSCF calculated with the LDA is quite similar
to that found for the vdW-DF. A local functional cannot
represent vdW interactions properly; hence the substantial
differences between the LDA and the vdW-DF binding energy
curves. Nevertheless, it is remarkable that both the LDA and
vdW-DF give very similar electron distributions. At d = 5 Å,
�VSCF < 0.05 eV, demonstrating that vdW interactions as
such do not give rise to large interface dipoles.

Model. The insensitivity of the dipole to the functional
used suggests a model that does not rely heavily upon the
specific functional. An approximation to the ground state of
an A|B interface should be a fermion state. Starting from two
well-separated systems A and B, a simple fermion state is the
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antisymmetrized product

|�〉 = ÂB̂|0〉, (1)

where

X̂ =
∏

kn∈occ

ĉ
†
X,kn, X = A,B, (2)

with |0〉 the vacuum, and kn the Bloch vector and band index.
The fermion operator ĉ

†
X,kn creates an electron in the orbital

|φX
kn〉, and the product is over all occupied states. The state

|�〉 incorporates the exchange of electrons among any of the
occupied orbitals of A and B. We take it to define the Pauli
exchange interaction between systems A and B, and refer to
this state as the antisymmetrized (AS) product state.

If the orbitals on A and B overlap at the interface between
the two systems, they are in general not orthogonal. The
technical difficulties of calculating expectation values with
nonorthogonal orbitals can be circumvented. Define a linear
transformation, ĉ

′†
β = ∑

α ĉ†αTαβ , where α or β is a shorthand
notation for the combined index (X,kn) that runs over
all occupied states of both systems A and B. The same
transformation defines new orbitals, |φ′

β〉 = ∑
β |φα〉Tαβ . The

state |�〉 is invariant under such a transformation, apart
from a multiplicative factor, |� ′〉 = det(T )|�〉, which follows
directly from its definition, Eqs. (1) and (2). Orthogonalizing
the orbitals 〈φ′

α|φ′
β〉 = δαβ = ∑

γ,ζ T ∗
γαSγ ζ Tζβ , where Sγ ζ =

〈φγ |φζ 〉 is the overlap matrix of the original orbitals, defines
a transformation that reads in matrix form I = T†ST, or
TT† = S−1. The expectation value with respect to |�〉 of any
operator can then be calculated using the standard expressions
for orthogonal orbitals. For instance, for any single-particle
operator one obtains

∑
α〈φ′

α|ô|φ′
α〉 = ∑

α,β〈φα|ô|φβ〉S−1
βα .

The density operator n̂(r) = |r〉〈r| is an example of a single-
particle operator, whose expectation value is the electron
density

nAS(r) =
∑

α,β

φ∗
α(r)φβ(r)S−1

βα , (3)

with φα(r) ≡ 〈r|φα〉. We define the electron displacement
�nAS(r) as the change in the electron density of the combined
AB system with respect to the sum of the electron densities of
the two separate systems, A and B,

�nAS(r) =
∑

α,β

φ∗
α(r)φβ(r)

(
S−1

βα − δβα

)
. (4)

The double sum is over all occupied orbitals (X,kn). The
overlap matrix and its inverse are block-diagonal in k, but not
in the system and band indices X,n.

By construction,
∫

�nAS(r)d3r = 0 (integrated over all
space). If the overlap between the A and B subsystems is
confined to an interface, then �nAS(r) → 0 away from the
interface. Solving the Poisson equation with �nAS(r) as source
then yields a step in the potential (energy) across the interface.
Averaging �nAS(r) over planes yields �nAS(z) in terms of
which the step �VAS = e2

ε0

∫ ∞
−∞ z�nAS(z)dz can be defined,

with z the direction normal to the interface.
Cu(111)|h-BN interface. Figure 3 shows �VAS calculated

for the Cu(111)|h-BN interface with the AS state constructed as
discussed above as a function of d, the separation between the
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FIG. 3. Potential steps �VSCF, �VAS at the Cu(111)|h-BN inter-
face from self-consistent LDA calculations and from the AS state,
Eq. (1), respectively. Inset: potential steps on a logarithmic scale.

Cu(111) surface and the h-BN plane. �VAS is an exponential
function of d, consistent with the fact that it depends on
the overlap between the Cu and the h-BN wave functions
at the interface. The behavior of the potential step obtained
from fully self-consistent calculations, �VSCF, is slightly more
complicated. For separations d � 3.4 Å, �VSCF coincides with
�VAS. In this regime exchange repulsion between Cu(111) and
h-BN provides a good description of the interface potential
step.

For separations d � 3.4 Å, �VSCF deviates from �VAS.
At these shorter distances, stronger (chemical) interactions
between the two systems become dominant, resulting in a
more drastic change of the electronic states and in departure
from simple exponential behavior. At the vdW-DF equilibrium
separation, deq = 3.3 Å, the potential step calculated from
exchange repulsion is only ∼5% higher than the SCF value.
At the LDA equilibrium separation, deq = 3.0 Å, exchange
repulsion overestimates the SCF value by ∼25%. For distances
d � 4.0 Å �VSCF also starts to deviate from �VAS. This is
caused by the long range vdW interaction between Cu(111)
and h-BN. Note however that at these distances �VSCF <

0.1 eV, so the impact of the long range interactions is in
absolute terms small.

The plane-averaged electron displacement calculated with
the AS state, �nAS(z), is plotted in Figs. 2(c) and 2(d).
Exchange repulsion pushes electrons out of the overlap region
between the Cu(111) surface and the h-BN plane. The system
as a whole stays neutral, and the depleted electrons are
accumulated close to the Cu(111) surface and the h-BN plane.
The depletion/accumulation pattern is asymmetric. The wave
functions of the Cu(111) surface extend more into the vacuum
than the h-BN wave functions, implying that the overlap affects
the former over a larger region than the latter, and that the
effects of exchange repulsion are larger on the Cu(111) side
than on the h-BN side.

This asymmetric depletion/accumulation pattern results in
a net interface dipole that points out of the Cu(111) surface.
Compared to the clean Cu(111) surface, adsorption of h-BN
pushes back some of the electrons that would otherwise spill
out into the vacuum. The potential step �VAS is downwards
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FIG. 4. (Color online) Potential steps �VSCF and �VAS at
metal|h-BN interfaces from self-consistent LDA calculations and the
corresponding AS states, respectively. Inset: �VAS on a logarithmic
scale.

going from Cu(111) to h-BN, so exchange repulsion reduces
the work function with respect to the clean metal. Such a
decrease is commonly found, not only in the physisorption
of h-BN on other metal substrates (see below), but also in
the physisorption of graphene, and of organic molecules.
The shape of the electron displacement �nAS depends only
weakly on the separation d of the h-BN plane from the
Cu(111) surface, while its amplitude decreases exponentially
with increasing separation.

Exchange repulsion accounts for most of the potential step
at distances around the equilibrium separation, but �nAS is
not identical to �nSCF; see Figs. 2(c) and 2(d). The difference
�ndiff = �nSCF − �nAS = nSCF − nAS measures how the or-
bitals change as a result of chemical and vdW interactions. For
all separations, �ndiff describes an accumulation of electrons
between the Cu(111) surface and the h-BN plane accompanied
by a depletion of electrons in the Cu(111) surface and the h-BN
plane; see Figs. 2(c) and 2(d). Such a depletion/accumulation
pattern is typical of bond formation. At short distances,
d < 3 Å, �ndiff gives a sizable dipole opposite to that
calculated from exchange repulsion. Interpreting �ndiff as
bond formation, the polarity of the bond is then such that
h-BN is on the negative side, which is consistent with the fact
that h-BN is more electronegative than Cu. The result is that
�VSCF < �VAS.

Remarkably, at distances around the equilibrium separation
3.3 Å, �ndiff shows a pattern that is fairly symmetric with
respect to Cu(111) and h-BN, such that the resulting dipole is

moderate and results in �VSCF ≈ �V . As �nAS goes to zero
exponentially as a function of d, �ndiff approaches �nSCF for
large d. The electron displacement coming from the vdW bond
is the only term remaining at these distances, but it yields only
a small potential step.

Interface potential steps. Figure 4 shows the potential
steps as a function of d at metal|h-BN interfaces for six
different metal substrates. At d ≈ 3.5 Å the curves for the self-
consistent potential steps, �VSCF, converge with those of the
exchange repulsion potential steps, �VAS. At such separations
the exchange repulsion is the dominant contribution to the
interface potential steps. Although the electron displacement
coming from the vdW bond has the longest range, it does
not yield a sizable potential step. At d < 3.0 Å interactions
become stronger, and the contribution to the potential step of
the electron displacement resulting from chemical bonds is not
negligible. Compared to exchange repulsion only, this contri-
bution tempers the potential steps for all metals considered.

The exchange repulsion potential steps exhibit an expo-
nential behavior, �VAS(d) ≈ a0e

−γ d ; see the inset to Fig. 4.
There is a correlation between the exponent γ and the work
function W of the metal, i.e., γ increases if W increases. The
correlation is weak, however, with γ varying between 1.82
for Ag and 1.95 for Pt. It is then not surprising that a single,
average γ gives a reasonable fit for the curves of all metals.
As the exchange repulsion gives the largest contribution to
it, we can express the self-consistent potential step about the
equilibrium separation as �VSCF ≈ f (d)e−γ d , where f (d) can
be described by a simple polynomial [10,11].

Summary. We have explored the formation of potential steps
at metal|insulator interfaces, using metal|h-BN interfaces as
archetypal example. Such potential steps can be surprisingly
large, i.e., in excess of 1 eV, even when the bonding is
weak, van der Waals bonding. Constructing a model for
the Pauli exchange repulsion at the interface, we identify
the major contributions to the interface potential steps. For
metal-insulator separations that are typical for physisorption,
exchange repulsion is the main origin of the interface potential
step. At these and larger separations, van der Waals interactions
are important to describe bonding, but give a relatively small
contribution to the potential step. At shorter distances chemical
bonding interactions tend to reduce the interface potential step.
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