
Numerical Calculation and Experimental
Validation of Safety Valve Flows at Pressures

up to 600 bar
A. Beune and J. G. M. Kuerten

Dept. of Mechanical Engineering, Eindhoven University of Technology, 5600 MB Eindhoven, The Netherlands

J. Schmidt
BASF SE, Safety and Fluid Flow Technology, 67056 Ludwigshafen, Germany

DOI 10.1002/aic.12534
Published online February 15, 2011 in Wiley Online Library (wileyonlinelibrary.com).

A numerical valve model has been validated to predict the discharge capacity in ac-
cordance to the requirements of valve sizing method EN ISO 4126-1 and the opening
characteristic of high-pressure safety valves. The valve is modeled with computational
fluid dynamics software ANSYS CFX, and the model is extended with the Soave-
Redlich–Kwong real-gas equation of state to allow calculations at pressures up to
3600 bar. A unique test facility has been constructed to perform valve function and
capacity tests at operating pressures up to 600 bar with water and nitrogen. For gas
flows, the numerical results and the experimental data on mass flow rates agree within
3%, whereas deviations in flow force are 12% on average. The inclusion of fluid-struc-
ture interaction in the numerical method improves the results for the flow force well
and also gives insight into the valve dynamics of an opening safety valve. In a compar-
ison between the experimentally and numerically determined liquid mass flow rates, a
model extension accounting for cavitation reduces overpredictions by a factor of 2–
20% for smaller disk lifts and decreases the deviations in flow force from 35 to 7%. At
higher disk lifts, the effect of cavitation is less, and experimental and numerical mass
flow rates agree within 4% and flow forces within 5%. VVC 2011 American Institute of

Chemical Engineers AIChE J, 57: 3285–3298, 2011
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Introduction

Worldwide there are numerous industrial applications of
high-pressure safety devices as safety valves or rupture disks
in the range from 250 to 3600 bar set pressure. Examples
are the production of synthesis gas or the polymerization of
low-density ethylene at high pressures of typically 1500–
3000 bar. Existing standards, such as EN ISO 4126-1,1 do

not explicitly cover this pressure range, and test facilities are

not available for experimental determination of mass flow

capacities and opening characteristics. This article presents a

numerical tool, which was developed to provide these data.

This tool has been validated by experiments at pressures up

to 600 bar.
A spring-loaded safety relief valve consists of a compres-

sion spring, which presses the valve spindle and disk on the
valve seat to seal the pressurized system in case of operating
conditions below the valve set pressure. Figure 1 shows the
analyzed commercial proportional spring-loaded high-pres-
sure safety valve manufactured by BASF SE with previously
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measured discharge coefficients of 0.266 and 0.308 at the
nominal disk lift of 1 mm. During valve opening, a complex
flow pattern is formed between the valve seat and spindle
with disk. In this region, the geometry forces the flow to
be accelerated up to the smallest cross-sectional area and to
be deflected. Depending on the thermodynamic state of the
fluid, the contour of the flow varies.

Computational fluid dynamics (CFD) is a numerical
approach that provides a qualitative and with extra effort
also a quantitative prediction of 3-D fluid flows by means of
numerical solution of partial differential equations, which
describe the flow. Zahariev2 studied flow behavior in safety
valves with the commercial CFD software package CFX
TASCflow, where he optimized the valve disk geometry.
The validation of the numerical model was limited to force
measurements of a single valve experiment series of air with
fixed disk lifts at an inlet pressure of only 44 bar blowing
off at atmospheric conditions. The predicted and measured
flow force and pressure at the disk agree within 5%.

Bredau3 visualized air flows in simplified pneumatic valve
models up to 7 bar in experiments and calculated these with
the CFD program TASCflow as well with good agreement.
This work also shows the ability of CFD modeling to accu-
rately describe safety valve flows, but this applies only to
flows at low pressures. The work of Bürk4 shows that for
higher disk lifts the predicted flow force differs less from the
experimental value, although the computed pressure loss in
the stagnation area is too small.

The role of CFD in safety valve design in industry is
gradually becoming more important. Darby and Molavi5 cal-
culated viscous correction factors for very viscous fluids
through safety valves with the help of CFD. In the work of
Föllmer and Schnettler,6 it is stated that the flow fields agree

with expectations, but quantitative comparisons with experi-
mental data are not given. Furthermore, in recent work of
Moncalvo et al.,7 four mass flow rates of fixed lift safety
valve experiments up to 35 bar have been calculated with
ANSYS Flo with deviations with respect to the measure-
ments up to 11%.

According to these academic studies, modeling of safety
valve flow should be possible with sufficient accuracy, but
validation has been considered for low pressures only. In
addition, accurate validation data have not been published
yet. The capability of a numerical tool for the highly com-
plex safety valve flow can only be assessed when individual
flow phenomena that occur in safety valve flows are vali-
dated separately.

Challenging flow phenomena occurring in high-pressure
safety valve flows are as follows: real-gas effects, choking
below the valve disk, flow separation, and condensation. The
model parameters of the numerical tool developed in this
research have been determined in validation test cases based on
reference data from literature ranging from 1-D inviscid flows
to 3-D real-gas flows. The cases are chosen such that they dis-
play a combination of the relevant physical phenomena. After
that gas and liquid flows in a high-pressure safety valve are cal-
culated with the commercial CFD code ANSYS CFX 11.0.

In Section ‘‘Standardized Valve Sizing Method’’ of this
article first the quantities used in the valve sizing standard
are explained. Then in Section ‘‘Numerical Model,’’ the nu-
merical tool and its modeling parameters are introduced. In
Section ‘‘Experimental Methodology,’’ the high-pressure test
facility and the data acquisition method to acquire the vali-
dation data are presented. In Section ‘‘Results for Liquid
Valve Flow’’ and ‘‘Results for Gas Valve Flow,’’ numerical
results for steady valve flow are compared with experiment
and analyzed for both liquid water and gaseous nitrogen
flows. Section ‘‘Conclusions’’ consists of concluding remarks
about the validity of the current valve sizing methods as
well as the opening characteristics at high pressures. More
detailed information can be found in Ref. 8.

Standardized Valve Sizing Method

The flow capacity calculation of a safety valve according
to EN ISO 4126-11 is based on isentropic flow through a
nozzle with a correction factor for flow losses and redirec-
tion of the flow, the so-called discharge coefficient Kd. For
incompressible nozzle flow, the mass flow rate calculation is
based on the Bernoulli equation with a correction for viscous
flow effects, whereas for compressible flow the equation of
state (EoS) for a perfect gas is used. The discharge coeffi-
cient Kd is the correction factor between the mass flow rate
of an isentropic flow in a nozzle _mnozzle and the experimen-
tally determined mass flow rate in a safety valve _mexp

Kd ¼ _mexp= _mnozzle: (1)

This discharge coefficient should only account for flow
losses and redirection of the flow caused by the valve geom-
etry. Therefore, the dimensionless flow coefficient C calcu-
lated with the nozzle model should only cover the thermody-
namic state changes

Figure 1. Construction drawing of a high-pressure
safety valve.
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_mnozzle ¼ CA0

ffiffiffiffiffiffiffiffiffiffiffiffi
2p0q0

p
(2)

where p0 is the stagnation inlet pressure and q0 is the stagnation
inlet density. In case of a safety valve flow, the nozzle throat A0

is represented by the valve seat area. The dimensionless flow
coefficient for nonflashing liquids C ¼ Cl is

Cl ¼ Kv

ffiffiffiffiffiffiffiffiffiffiffi
1� g

p
(3)

where Kv is a viscosity correction factor and g is the ratio of
the backpressure pb at the outlet of the valve and the inlet
stagnation pressure p0

g ¼ pb=p0 (4)

For noncondensing and nonreacting vapors and gases, the
dimensionless flow coefficient C ¼ Cg,id is derived from the
perfect-gas EoS at stagnation conditions9,10

Cg;id ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
j0

j0 � 1
g

2
j0 1� g

j0�1

j0

h ir
(5)

For a calorically perfect gas, the adiabatic or isentropic
exponent j0 is defined as the ratio between the specific heats

j0 ¼ cp;0
cp;0 � Rs

(6)

where Rs ¼ R/M is the specific gas constant, R the molar gas
constant, M the molar mass, and cp,0 is the specific heat at
ideal gas conditions.

When the backpressure at the outlet of the valve pb equals
the pressure at the (truncated) nozzle throat, a further reduc-
tion of the backpressure has no effect on the mass flow rate.
Then, the flow is choked at the nozzle throat and the critical
pressure ratio is fixed. In case of a calorically perfect gas,
the critical pressure ratio gcrit equals

10

gcrit ¼
2

j0 þ 1

� � j0
j0�1

(7)

Equations 5 and 7 are equivalent to the equations given in
the standard EN ISO 4126-11 for determination of the dis-
charge capacity for any gas under critical flow conditions

qm ¼ 0:2883C

ffiffiffiffiffi
p0
t0

r
(8)

C ¼ 3:948

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
j0

2

j0 þ 1

� �ðj0þ1Þ=ðj0�1Þ
s

(9)

with qm the theoretical specific discharge capacity in kg/(h
mm2), the pressure p0 in bar (abs.), and the specific volume at
actual relieving pressure and temperature t0 in m3 /kg.

It is noted that at high pressures (or low temperatures) the
gas cannot be considered to behave as a perfect gas any-
more, so that the stagnation properties deviate from the cal-
orically perfect gas approximation and have to be calculated
using a real-gas EoS. Then, the density is corrected with a

compressibility factor Z, and the adiabatic exponent j has to
be calculated with a real-gas EoS as well. The effect of real-
gas effects on the discharge coefficient and the flow force on
the disk will be discussed in section ‘‘Results for Gas Valve
Flow’’.

Numerical Model

To describe the 3-D flow phenomena in a safety valve by
means of CFD, first the mathematical models to generate
thermodynamic property data in a consistent way, such as
the real-gas EoS, are introduced. Second, the discretization
method by means of a numerical grid is presented followed
by the solution method of the numerical model.

Mathematical models

The conservation laws of mass, momentum, and energy
are numerically solved in the commercial software package
ANSYS CFX.11 To model the effects of turbulence, the
shear stress transport model12 has been chosen, because of
the available two-equation Reynolds-averaged Navier–Stokes
models in CFX, this model gives the highest accuracy with
acceptable calculation times and numerical stability. The
good performance of this turbulence model has been verified
with benchmark simulations, such as a 1-D shock tube, a 2-
D supersonic ramp, and axisymmetric (real gas) nozzle flows
and 2-D and 3-D (simplified) valve models, that represent
relevant physical effects occurring in high-pressure safety
valves.

The conservation equations have to be completed with
definitions of the fluid properties in the form of an EoS. At
high pressures (or low temperatures), the gas cannot be con-
sidered to behave as a perfect gas anymore, so that the stag-
nation properties deviate from the calorically perfect gas
approximation and have to be calculated from a real-gas
EoS.

To calculate real-gas flows at pressures up to 3600 bar
with the CFD code, the temperature has to range from 100
to 6000 K and the pressure from 0.01 to 10000 bar for nu-
merical stability during the iterative solution process. There-
fore, look-up tables with the thermodynamic properties: spe-
cific heat at constant pressure cp, specific volume t, specific
heat at constant volume cv, pressure-specific volume deriva-
tive at constant temperature ð@p@tÞT , speed of sound a, specific
enthalpy h, specific entropy s, dynamic viscosity l, and ther-
mal conductivity k have to be generated. These quantities
are functions of temperature linearly divided into 400 points
and pressure logarithmically divided into 400 points.

The cubic Redlich–Kwong (RK) EoS relates the pressure
to the temperature and specific volume of a supercritical gas.
This equation was extended by Soave13 for improved accu-
racy for larger and polar molecules. For many gases, the
coefficients of this EoS are tabulated, and with the help of
mixing rules it can also be applied to gas mixtures, which is
beneficial for practical applicability of the valve sizing mod-
els and the numerical tool.

The calculation of the compressibility factor Z and specific
heat capacity at constant pressure cp with the SRK EoS has
been compared with IUPAC (2008)14 with the specific heat
at constant reference pressure cp of 0.01 bar with an
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uncertainty of 0.3–0.8% as input. For reduced temperatures
Tr [ 1.5, the accuracy of both variables is within 5% at
pressures up to 3600 bar. This is the highest valve inlet pres-
sure to be calculated with the numerical method. Closer
to the critical point where the gradients of the variables
are large the deviation is up to 10%. The equations to cal-
culate the thermodynamic property tables are given in the
Appendix.

Discretization

For the complex valve geometry, an unstructured hexahe-
dral grid is used that is the best compromise between geo-
metrical flexibility and the possibility to refine the mesh
locally without deteriorating the mesh quality. In the regions
with the largest flow gradients, the geometrical mesh quality,
quantified by grid-line orthogonality and expansion rate of
the element volumes, has to be sufficiently high to limit
truncation errors and increase the robustness of the solver.
The inlet and outlet are modeled as openings at specified
values of the stagnation inlet pressure and temperature and
static pressure and temperature at the outlet both at subsonic
conditions. The walls of the high-speed flow are considered
adiabatic. The commercial high-pressure safety valve
actually starts at the small pipe after the reducer. The inlet
of the computational domain at the reducing transition piece
is further enlarged to obtain a sufficiently low Mach number
of Ma ¼ 0.01. The pressure loss in the inlet pipe is always
far below 3%, so that the pressure loss rule, which is
required for stable valve operation, is not violated. The out-
let of the computational domain is equal to the outlet of the
valve.

The computational domain is discretized with 1.1 million
hexahedral grid cells with the mesh generator FLUENT
GAMBIT 2.4.6 (Figure 2). For the axisymmetric section of
the safety valve, first a planar mesh is created with size
functions only and a density increase ratio as low as 1.025.
The densest regions of the planar mesh are near the seat and
the lifting aid, where the nodal wall distance is 0.05 mm.
The height of the structured boundary layer cells is 0.01 mm
with a forced edge-length ratio of unity at the last mesh cell
to achieve a gradual increase to the unstructured cells in the
bulk flow region. The smallest radius of this 2-D mesh is
1 mm from the inlet symmetry axis to be able to revolve the
mesh around this axis at an angle of 180�. As a result,
80 mesh cells in azimuthal direction are obtained without
generating reduced mesh cells at the symmetry axis. In this
way, the mesh is regular in the azimuthal direction with the
advantage of locally increased densities and high mesh qual-
ity of the planar axisymmetrical mesh. After revolving the
planar mesh, the remaining half cylinder volume around the
inlet symmetry axis becomes a structured mesh extruded
from a planar unstructured mesh at the top surface of the
truncated spindle cone.

For the side outlet, an unstructured planar mesh is gener-
ated with the same mesh density as the revolved 3-D mesh
that is extruded to the outlet. This means that at the surface
between the revolved mesh and the side outlet the face
meshes have different topologies, so that only a general grid
interface can connect both meshes within the computational
domain. The drawback is that interpolation inaccuracies

occur, but this interface is located in a region where no large
gradients occur.

Solution method

In the CFD software package ANSYS CFX, the numerical
discretization is node based and it uses shape functions to
evaluate the derivatives for the pressure gradient term and
the diffusion terms in the momentum, continuity, and turbu-
lence quantities equations. The Navier–Stokes equations are
discretized in a collocated way and solved by an algebraic
multigrid solver. To avoid pressure–velocity decoupling, a
robust interpolation scheme similar to Rhie–Chow inter-
polation15 is used. CFX solves the conservation equations of
mass and momentum in one fully coupled system of equa-
tions.11 The turbulence equations are pairwise solved as
well, and the energy equation is solved separately.

CFX uses advection schemes such as first-order upwind
differences and numerical advection with a specified blend
factor. This blend factor can be varied between 0 and 1 to
vary between a first- and second-order differencing scheme
and control numerical diffusion. The high-resolution scheme
option will be chosen, which maintains the blend factor as
closely to 1 as possible without violating the boundedness
principle that could result in nonphysical oscillations in the
solution. For the turbulence equations, the first-order accu-
rate scheme is sufficient. In unsteady simulations, a second-
order accurate linear multistep method is applied for the
time integration of the mass, momentum, and energy equa-
tion, whereas a first-order backward Euler scheme is applied
for the turbulence equations.

Experimental Methodology

For validation of the numerical method, an experimental
test facility has been constructed for determining the dis-
charge capacity and opening characteristics of high-pressure
safety valves for water and nitrogen at operating pressures
up to 600 bar. In this section, first the construction of this
test facility is summarized. Second, the especially designed
and calibrated measurement equipment for measurement of

Figure 2. Computational domain of a steady safety
valve flow simulation.
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local values of pressure and temperature, valve disk lift, and
the integrated quantities mass flow rate and force on the
valve disk is presented. Finally, it is demonstrated how the
data are collected in a valve test example with nitrogen.

High-pressure test facility

In the test facility, the major valve characteristics, such as
opening pressure, overpressure, blowdown, lift, and operat-
ing stability, described in the standard EN ISO 4126-11 are
measured. Valve tests are conducted at well-defined mea-
surement conditions for various fluids, valve types, valve
sizes and springs, and at various operating pressures.

The test rig consists of four vessels (Figure 3). Vessel B1
is connected to the compressor, which provides a pressure
up to 4000 bar. Either buffer vessel B3 is in use for valve
tests with water or buffer vessel B2 for valve tests with
nitrogen. Prior to a valve test the storage vessel is pressur-
ized with compressed nitrogen at a higher pressure than the
operating pressure of the test valve. During a valve test,
high-pressure nitrogen in the storage vessel B4 expands into
buffer vessel B3 filled with water or buffer vessel B2 filled
with nitrogen and pushes the test fluid in the buffer vessel
through the test valve located at the opposite side of the
feed lines of one of the buffer vessels. A valve R is used to

control the pressure rise followed by a period of constant
pressure during blow-off of the test valve, while the pressure
in the storage vessel decreases.

Measurement techniques

In contrast to most existing test facilities, the disk lift is
measured with a displacement sensor inside the pressurized
valve spring housing with protection cap (Figure 4, left).
Elevated pressures will build up in the spring housing during
measurement, which leads to an additional pressure force on
top of the valve disk. Therefore, an analog magnetostrictive
noncontacting linear displacement sensor in combination
with a guiding extension is used, with minimum added fric-
tion, minimum added mass of the moving components, and
minimum added volume of the housing. This sensor can
cope with severe valve vibrations with an inaccuracy of
\0.01 mm.

The flow force Fflow acting upon the valve disk is derived
from the deflection of the compression spring that is pre-
stressed to a certain set pressure pset of the valve. At this set
pressure, the valve should start to open and the spring force
equals the set pressure times the seat area A0. At nonzero
disk lifts h, the spring is deflected further to generate a
higher spring force depending on its spring stiffness kspring

Figure 3. High-pressure valve test facility with partially used parts in gray for valve tests with either water or
nitrogen.

Figure 4. Disk lift measurement setup and liquid mass flow rate measurement setup.
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m€h ¼ Fflow þ psetA0 þ kspringhþ Ffriction (10)

For steady flow, the momentum force generated by the
moving components with equivalent mass m becomes zero.
Because of the free movement of the valve spindle the fric-
tion force is considered negligible as well. The flow force
can also be measured with an additional force sensor that
acts as a mechanical stop at variable maximum disk lift and
still allows accurate force measurement when the spindle
moves to this stop.

The liquid mass flow rate is measured with a mass balance
at the low-pressure side after the safety valve where the water
is collected in a tank. A similar way of measuring mass flow
rates using a force sensor is given by Koenig and Friedel.16 In
this way, the measurement method does not disturb the flow
upstream. The capacity of this tank is 1.6 m3 for a flow of
40 kg/s during 40 s. Before the liquid flows into the collecting
tank, it first passes five grids vertically located in a horizontal
cylinder (Figure 4, right). These grids decelerate the jet flow
from the safety valve, so that the stream divides and deceler-
ates further in the vertical cylinder. In this way, the momen-
tum of the flow will minimally disturb the reading of the mass
balance. This mass flow rate measurement system enables
measurement of constant mass flow rates with an uncertainty
between 2 and 3.5% for time windows of 4 s.

Gas mass flow rates are measured at the atmospheric pres-
sure side after the test valve by means of subcritical orifices
in accordance to standard EN ISO 5167.17 To cover the mea-
surement range of 0.02–10 kg/s, four orifice stages are used
with an inaccuracy less than 1%.

The pressures are measured with gauge pressure sensors
with inaccuracies of �0.1% after calibration. Temperatures
in the vessels are measured by thermocouples type K with
an absolute accuracy of 1 K and the temperatures in the gas
metering equipment with shielded PT100 resistance ther-
mometers with 0.3 K.

Data acquisition

Multiple series of valve relief tests are carried out in
which the safety valve to be tested remains mounted in the
test facility. In these tests, all points of stationary valve oper-
ation are collected, from which the opening characteristic is
deduced. After each valve test series, the geometry of the
valve seat and valve spindle is measured on a 3-D-coordi-
nate machine with an inaccuracy of 0.9 lm. It is noted that
all investigated safety valves are based on the same con-
struction drawings of which Figure 1 is deduced from the as-
sembly drawing. Any small geometric difference caused by
mechanical wear up to a few tens of a millimeter is taken
into account in both experimental and numerical analysis.

Figure 5 shows the distribution of all measured quantities
of a safety valve experiment with gaseous nitrogen. At t ¼
16 s the safety valve opens at 300 bar measured just before
the test valve pvalve and the same value in the buffer vessel
pbuffer. The maximum disk lift of this proportionally opening
high-pressure safety valve is reached around t ¼ 30 s and
remains constant during 4 s at h ¼ 1.61 mm. At this time,
the pressure in the valve spring housing increases up to
phousing ¼ 30.1 bar.

The temperature in the storage vessel Tstorage continually
decreases until the test valve closes again. Furthermore,
because of a fast pressure rise in the buffer vessel, its tem-
perature Tbuffer increases from 13 to 52�C and drops immedi-
ately after opening of the safety valve. The same tempera-
ture variations are observed for the orifice Torifice, which are
on an average 20� lower because of the flow expansion in
the safety valve.

At almost steady, state conditions, i.e., small variations of
pressure, disk lift, and mass flow rates, sample ranges of the
measurements have been selected. Then, the disk with com-
pression spring deflected to a certain lift is in force equilib-
rium with the flow force. In other words, the disk floats on
the passing flow without any restrictions. Typical averaging
times are between 1 and 100 s.

Results for Liquid Valve Flow

First, the results of the numerical model are compared
with experimental data for liquid flow. Then, the influence
of cavitation on the valve model performance is presented
and discussed.

Comparison

For validation of the numerical method, four averaged sta-
tionary measurement points from test series at a set pressure
of 50 bar and two at a set pressure of 375 bar are chosen.
Figure 6 shows the experimental and numerical results as a
function of the dimensionless disk lift h normalized to the
valve seat diameter d0 ¼ 8 mm. At disk lifts below the
standardized minimum equal to the valve-specific nominal
disk lift of 1 mm, the mass flow rate is overpredicted by
41% for tests at pset ¼ 375 bar and by 21% for 50 bar set
pressure. The forces are underpredicted with deviations up to
30% for the test series at pset ¼ 375 bar and up to 35% for
the test series with 50 bar set pressure. At the highest disk
lifts of each test series, satisfactory agreement is found.

Figure 5. Example of valve test with nitrogen.
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Inclusion of cavitation model

Possible reasons for the differences between the experi-
mental and numerical results are the occurrence of cavitation
and degasification of nitrogen dissolved in water. Both
potential error sources are not included in the numerical
model. Although especially at high pressures the amount of
dissolved nitrogen can be high, increased dissolution of
nitrogen is a less probable reason because of the short expo-
sure of the liquid to high pressures during a valve test. On
the other hand, cavitation already occurs at absolute pres-
sures in the order of 10 mbar for water as both experimen-
tally and numerically shown in valves by Beinert.18 Espe-
cially in recirculation areas and diverging ducts cavitation
can significantly reduce the effective flow cross-sectional
area. To investigate the effect of cavitation on mass flow
rate and flow force, a simple cavitation model has been
added to the numerical valve model. This model is not
intended to explain the observed discrepancies between
experiment and numerical simulation quantitatively, but only
serves to show that cavitation is an important reason for the
discrepancies.

This cavitation model is based on the Rayleigh–Plesset
equation, which models the mass transfer between the liquid
and the vapor phase by describing the growth and collapse
of a vapor bubble in liquid. The rate of vaporization and
condensation is controlled by liquid–vapor pressure differen-
ces derived from a mechanical balance. This model does not

take any thermal effects into account. The total interface
mass transfer rate per unit volume _mlg for vaporization is
modeled as19

_mlg ¼ F
3rgqg
RB

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2

3

jpv � pj
ql

s
signðpv � pÞ (11)

where F is an empirical factor equal to 50 for vaporization, rg
the volume fraction of the gas phase, and RB ¼ 1 � 10�6 m is
the radius of the nucleation sites.11

When the local pressure is higher than the vapor pressure,
any vapor present in the fluid will condense at a relatively
slow rate. In that case, the variable rg in Eq. 11 needs to be
replaced by rnuc(1 � rg), F is equal to 0.01, and rnuc ¼ 5 �
10�4 is the empirically determined volume fraction of the
nucleation sites. This initial volume fraction necessary for
numerical stability is still three orders of magnitude less
than the computed volume fraction where cavitation actually
occurs. At the inlet and outlet boundaries, the volume frac-
tion is set to zero.

The cavitation model is implemented as a homogeneous
multiphase model with assumed no-slip velocity conditions
between the two phases. The cavitation appears as a volume
source term in the continuity equation that is solved in a
separate transport equation. The vapor phase is modeled as a
gas with constant material properties at 25�C with a corre-
sponding vapor pressure of 31.69 mbar.

Figure 6. Comparison of experimental and computed mass flow rates and disk forces for water of safety valve
test series at set pressures of 50 and 375 bar and temperatures between 283 and 293 K.

h: exp. pset ¼ 50 bar; *: exp. pset ¼ 375 bar; ~: CFX pset ¼ 50 bar; !: CFX pset ¼ 375 bar; dashed line ¼ nominal disk lift of 1 mm.
The gray-filled circles represent the measurement with mechanical stop with additional force sensor.
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Figure 7 shows the results of the simulations extended
with the cavitation model shown as plus and cross symbols
compared with to the experimentally determined mass flow
rates and disk forces. The simulations with cavitation lead to
a significantly better agreement with experiment. Deviations
in the mass flow rate are gradually reduced by a factor of 2–
23%, whereas deviations in the flow force are strongly
reduced from 35 to 7% at lower disk lifts. At the highest
disk lifts, the mass flow rates deviate down to 4 and 3%,
respectively, and the flow forces 5 and 0.5%, respectively,
when the cavitation model is included.

Table 1 shows the numerical values of the measured and
computed discharge coefficients. The geometrical discharge
coefficient Kd,geom is defined as the ratio between the mini-
mum flow cross-sectional area Amin and the seat area A0. It
can be seen that the measured discharge coefficient is always
significant lower than the geometric discharge coefficient
even when the geometric discharge coefficient is unity. The
reason is that for incompressible flow the pressure loss
occurs in the whole valve geometry.

Figure 8 shows contour plots of the solution variables
pressure p and liquid volume fraction rl at the symmetry
plane of the valve housing. At the lowest disk lift h/d0 ¼
0.076 the numerical results show the occurrence of cavita-
tion in the geometrically smallest cross section of the flow.
In this area, the pressure is higher than in the simulations
without cavitation and the water vapor volume fraction is
close to zero at the lower part of the seat. This limits the
effective flow area and hence the mass flow rate. At the
highest disk lift h/d0 ¼ 0.54, the flow remains single phase
between the valve seat and spindle, because cavitation starts
after passing the spindle. As a result, the pressure under the
spindle is not directly affected.

In conclusion, it is possible to use this numerical method
for basically incompressible liquid flows at high pressures,
where compressibility mainly stems from cavitation effects
and hardly from the weak compressibility of the liquid itself.
However, it is not known to what extent dissolution of nitro-
gen gas into the liquid affects the flow. Therefore, it is rec-
ommended to extend the cavitation model for high pressures

Figure 7. Comparison of experimental and computed mass flow rates and disk forces with water of safety valve test
series at set pressures of 50 and 375 bar and temperatures between 283 and 293 K with cavitation model.

h exp. pset ¼ 50 bar; *: exp. pset ¼ 375 bar; �: CFX pset ¼ 50 bar; þ: CFX pset ¼ 375 bar; dashed line: nominal disk lift of 1 mm. The
gray-filled circles represent the measurement with mechanical stop with additional force sensor.

Table 1. Numerical Values of Data Points of Safety Valve Test Series with Water with Cavitation Model Included

pset (barg) 50 50 50 50 375 375
p0 (bar) 63.5 65.8 68.3 78.6 434.1 449.7
h/d0 0.076 0.111 0.255 0.536 0.104 0.268
Kd,geom ¼ Amin/A0 0.202 0.291 0.622 1 0.276 0.654
Kd,exp 0.170 0.236 0.485 0.812 0.186 0.474
Kd,CFXþcav. 0.189 0.257 0.486 0.789 0.239 0.488
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Figure 8. Left: Contour plots of logarithmically scaled pressure at symmetry plane of safety valves at pinlet 5 63.5
bar at h/d0 5 0.076 and pinlet 5 78.6 bar, h/d0 5 0.54 both at Tinlet 5 293 K. Right: Contour plots of the
same valve flow with the liquid volume fraction rl.

The white lines represent the saturation pressure line.

Figure 9. Comparison of experimental and computed mass flow rates and disk forces with nitrogen of safety valve
test series at set pressures of 62 and 251 bar and temperatures between 274 and 306 K.

h: exp. pset ¼ 62 bar; *: exp. pset ¼ 251 bar; �: CFX pset ¼ 62 bar; þ: CFX pset ¼ 251 bar; dashed line: nominal disk lift of 1 mm.
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to account for heat transfer and compressibility effects of the
vapor phase. Also, the empirical evaporation and condensation
rates that delay or accelerate the growth and collapse of cavi-
tation bubbles may have to be adjusted. Furthermore, the rate
of dissolution at high pressures has to be quantified.

From the comparison between the results at the lower set
pressure of 50 bar and the higher set pressure of 375 bar, it
can be deduced that in the investigated high-pressure region
neither the discharge coefficient nor the normalized disk
force depends on the set pressure of the safety valve. In
other words, a liquid valve flow is scalable to higher pres-
sures even when cavitation or dissolution has a significant
effect on the flow.

Results for Gas Valve Flow

In this section, first the results of the numerical model are
compared with experimental data for gas flow. Next, the
flow dynamics of a safety valve is discussed to explain dis-
crepancies in the results.

Comparison

Figure 9 shows the results of the numerical simulations of
low-pressure and two high-pressure averaged measurement
points of the gas experiments. The mass flow rates of all
points show deviations with experimental data below 3.6%.
Consequently, the discharge coefficient calculated as
described in the standardized valve sizing method according
to EN ISO 4126-11 with real-gas property data turn out to
be independent of the operating pressure in the range from
73 to 453 bar consistent with the experimental results. In
contrast, the disk forces show a deviation between 8 and
11% for the three low-pressure measurement points and
around 14% for the two high-pressure points.

Table 2 presents the numerical values of the measured
and computed discharge coefficients. For compressible valve
flow, the measured discharge coefficient is at the smallest
disk lifts and high pressure two times closer to the geometric
discharge coefficient than at the lowest pressure. This is
probably due to real-gas effects of the flow.

Figure 10 shows the Mach number, pressure and tempera-
ture distribution of the left part of the symmetry plane of the
same safety valve. In the left plot, high Mach numbers are
present in the supersonic flow area with repetitive plumes,
where the last plume is detached from the other ones. This
shape is similar to overexpanded nozzle flows, where various
reflected waves form a diamond pattern throughout the free
jet flow. The limited space in the housing prevents the flow
from further expansion, so that a second large expansion
area with a strong shock at the outlet is necessary to increase
the entropy to balance with the thermodynamic state with
lower potential energy at the outlet.

For visibility reasons, the pressure contours in the mid-
dle of Figure 10 are plotted on a logarithmic scale with an
increased minimum value of 10 bar instead of the com-
puted minimum absolute pressure of 74 mbar at the sec-
ondary large supersonic area in the outlet. Because of the
elevated pressure in the valve housing, the minimum pres-
sure in the supersonic flow area equals 8 bar. The flow
expands from the inlet pressure of 452.8 bar to a pressure
of 75 bar in the cavity of the lifting aid and to 150–210
bar on the tip.

In the valve tests also the pressure of the spring housing
is measured. At the measurement points, this pressure is con-
stant as well, so that dynamic effects and pressure losses
that would occur in the small gap connecting the valve hous-
ing with the spring housing do not have to be taken into
account. As a result, only the connecting face between the

Table 2. Numerical Values of Data Points of Safety Valve Test Series with Nitrogen

pset (barg) 62 62 62 251 251
p0 (bar) 73.3 79.9 95.1 387.2 453.8
h/d0 0.065 0.124 0.252 0.096 0.223
Kd,geom ¼ Amin/A0 0.194 0.329 0.626 0.257 0.564
Kd,exp 0.161 0.290 0.547 0.236 0.498
Kd,CFX 0.160 0.298 0.558 0.227 0.493

Figure 10. Contour plots of Mach number, pressure, and temperature of left part of symmetry plane of simulation
for nitrogen, pinlet 5 452.8 bar and Tinlet 5 306 K at h/d0 5 0.22.

The black line in all three figures represents the sonic flow line at which Ma ¼ 1. The pressure contour plot is logarithmic.
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gap with a tolerance of 0.1 mm and the valve housing is
defined as a separate wall boundary condition. This meas-
ured pressure is in this valve test at the highest operating
pressure of 452.8 bar equal to 34 bar. The numerically
obtained pressure is 27 bar.

In the right of Figure 10, the minimum temperature limit
of real-gas property tables of 100 K is only reached in super-
sonic flow areas with Mach numbers higher than 3.4. An
additional simulation with a homogeneous binary mixture to
allow equilibrium vapor–liquid phase changes resulted in a
reduction to 62 K with a maximum liquid mass fraction of
0.15. Nevertheless, this effect reduces the disk force by only
3% when the condensation would occur at thermodynamic
equilibrium.

The effect of nonideality of the real-gas EoS has been
assessed by means of safety valve flow simulations for nitro-
gen with a perfect gas EoS at a disk lift of 1.0 mm. The
stagnation temperature of T0 ¼ 175 K at the valve inlet is
chosen as close as possible to the critical point of nitrogen
where the nonideality is the largest to achieve a constant
reduced temperature of Tr ¼ 1.39. The stagnation pressure
p0 is varied from 0.094 to 58.9. The results are summarized
in Table 3.

It can be seen that in the ideal gas approximation a 4.45
times too large density and seven times too high isentropic
exponent jid lead to mass flow rate differences up to 39%
compared with the real-gas approximation. Nevertheless, the
difference in discharge coefficient remains below 7%,
because the ideal gas flow is scalable when the material
properties are constant. The nonlinearity of the real gas flow
with compressibility factor varying from 0.72 to 6.94
becomes more evident in the dimensionless flow force where
3-D effects play a larger role. The real-gas approximation
shows an increasing flow force compared with the constant
ideal gas flow force with a difference up to 11%. Note that
the comparison is only made at nominal disk lift. The open-
ing pressure of a safety valve depends on the flow force de-
velopment just when the valve opens. A more detailed study
of the nonideal flow effects on an opening safety valve can
be found in Ref. 8.

Dynamic gas valve flow

In the comparison between the numerical and experimen-
tal results of gas valve, flow deviations in the flow force
around 12% were observed. A numerical analysis did not

show significant sensitivities of the flow force to changes in
the computational domain, the mesh density, and the turbu-
lence model, nor when transient flow effects or condensation
effects were taken into account. The experiments showed
that the opening characteristic is strongly affected by me-
chanical wear of the contact surfaces of the valve sealing.
Consequently, the opening pressure changes after repeated
valve testing. As a result, the indirect measurement of the
flow force with the spring deflection and the operating pres-
sure when the valve actually starts to open is assumed to be
too inaccurate.

To gain more insight in the flow force development when

the valve starts to open, the dynamic opening of a safety

valve is simulated by the inclusion of fluid-structure interac-

tion (FSI) in the numerical method. In this way, the flow

force when the valve is closed can be directly compared

with the small force changes when the valve is open. The

acceleration €h of the spindle with disk during valve move-

ment is given by Newton’s law

€h ¼ Fflow � kspringðhþ h0Þ � mspindleg

mspindle

(12)

where mspindle is the equivalent mass of the moving parts of the
valve and g is the gravitational constant.

A series of simulations with inclusion of this law and with

multiple moving meshes are necessary, because the mesh

deformations are large and the valve geometry is complex.

For numerical stability, it is necessary to have connected cal-

culation domains even when the valve is closed. Therefore,

the starting grid of a closed valve corresponds to the small-

est experimentally detectable disk lift of 0.01 mm. Each nu-

merical grid is predefined with a factor of 1.5 larger disk lift

compared with the previous one and starting from a disk lift

of 0.01 mm. This results in a total number of 17 predefined

meshes.
In this way, the mesh quality parameters orthogonality,

expansion, and aspect ratio are preserved as much as possi-

ble during opening and closing of the valve. Also, discretiza-

tion errors that occur in the transfer of the solution variables

between two grids with different topology are minimized by

gradually varying the time step such that the simulation

stops within 1 nm disk lift of the next predefined mesh.
Figure 11 shows the results of transient simulations with

multiple meshes of the axisymmetrically modeled safety

valve with nitrogen. The simulation starts on the predefined

mesh with disk lift h ¼ 0.01 mm, initial spring force based

on set pressure pset ¼ 400 bar and spring stiffness kspring ¼
253,280 N/m, a constant 10% overpressure at the inlet pexp
¼ 440 bar, outlet pressure 1 bar, equivalent mass of the

moving components mdisk ¼ 0.7662 kg, and simulation time

step size dt ¼ 2 � 10�6 s.
The dashed lines represent the results of quasi-steady sim-

ulations, which are converted to the time domain by solving
Newton’s law with values of the disk force interpolated
between the steady-state solutions starting at t ¼ 0 s, initial
velocity _h ¼ 0 m/s, and initial spring displacement h0 that is
exactly the same as used in the transient (solid lines) simula-
tion with multiple meshes. It can be seen that the force con-
tinually decreases up to 15% at 2-mm disk lift. This

Table 3. Sensitivity Analysis of Ideal Gas vs. Real Gas Flow
of Nitrogen in the Test Valve with Disk Lift 1.0 mm and

Inlet Temperature 175 K

p0 (bar) 3.2 16 79.9 400 2000

Zid 1 1 1 1 1
jid 1.4 1.4 1.4 1.4 1.4
Kd,id 0.304 0.305 0.305 0.305 0.305
Fid/(p0A0) 0.63 0.98 0.96 0.96 0.97
ZSRK 0.99 0.94 0.77 1.28 4.45
jSRK 1.41 1.44 2.01 5.19 9.84
Kd,SRK 0.302 0.303 0.292 0.295 0.286
FSRK/(p0A0) 0.62 0.92 1.02 1.04 1.09
dKd (%) 0.95 0.72 4.40 3.32 6.94
d _m (%) 0.22 �3.1 �18.5 �18.9 38.8
dF (%) 1.6 6.1 �5.6 �7.4 �11.4
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behavior is in agreement with experiments. Because the disk
lift has been measured with a frequency of 100 Hz, not
enough measurement data are available for comparison of
this spring-mass system with experimental data.

Moreover, it can be seen that the static simulation does
not have any damping. A damping term in the equation of
motion (12) would have the form b _h with b[ 0 on the left-
hand side. From a physical point of view, the damping
accounts for flow-history effects and the velocity of the
valve, which is equal to zero in the calculation of the flow
force in the quasi-steady simulation. The results of both sim-
ulation show that the difference between the flow force in
the two approaches, DF is correlated with the velocity of the
disk _h. Indeed, the negative disk velocity between t ¼ 0.004
s and t ¼ 0.008 s, which is higher in the dynamic case than
in the quasi-steady case, coincides with a flow force, which
is higher in the dynamic than in the quasi-steady simulation.

Conclusions

A CFD tool has been developed for accurate prediction of
the discharge coefficient and flow force exerted on the valve
disk, which is also applicable at special operating conditions
outside the standard domain. For example, the spring tables
can be adjusted, special closing pressures can be determined,
or the tool can be used for design optimization purposes
when a valve test has not been conducted yet. Its strength is
to optimize valve geometries by means of sensitivity studies
to account for geometric changes and physical properties,
like cavitation or real-gas effects. The model also allows to
adjust proper opening characteristics and to improve the
opening stability of the valve. In this way, the number of
necessary additional experiments can be significantly
reduced.

A high-pressure test facility has been designed and con-
structed to conduct valve tests at well-defined measurement
conditions to measure the valve characteristics and to pro-
vide data for validation of the CFD tool. In the test facility,
the maximum liquid mass flow rate is 40 kg/s during 40 s
for water and 10 kg/s for gaseous nitrogen.

For high-pressure liquid flows, an extension of the valve
model to account for cavitation effects has resulted in signif-
icantly reduced deviations between the results of the numeri-
cal model and experiment, especially for the disk force.
Although this cavitation model provides essential insight
into local pressure and liquid volume fraction distributions,
it needs to be further improved with respect to heat transfer
and compressibility effects of the vapor phase to completely
account for the observed deviations between experimental
and numerical results.

For high-pressure single-phase gas flows excellent agree-
ment between experiment and numerical results has been
observed for the discharge capacity. However, a constant
deviation between the experimentally and numerically deter-
mined disk force has been found. A dynamic analysis of an
opening valve has led to force curves consistent to the ex-
perimental results. Furthermore, this dynamic multimesh
model allows to model the opening characteristic of a safety
valve. Moreover, it has provided insight into the cause of the
force deviations between the experimental and numerical
simulation results.

The experiments and the numerical calculations on a com-
mercial high-pressure proportional safety valve have shown
that for liquid as well as gas flows the discharge coefficient
of this valve type is independent of the valve set pressure up
to 600 bar. The conclusion is that the constant discharge
coefficient is consistent with manufacturers’ data and the
conventional valve sizing method as long as accurate prop-
erty data accounting for real-gas effects by means of an
equation of state are used.
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Appendix

In this appendix, it will be shown how the required ther-
modynamic properties for the look-up tables have been cal-
culated in a thermodynamically consistent way from the EoS
and experimental data on the specific heat. The compressibil-
ity factor Z equals

Z ¼ pt
RsT

(A1)

with t the specific volume per unit of mass equal to 1/q.
The SRK EoS is given by

Z ¼ t
t� b

� aa
RsTðtþ bÞ (A2)

where the coefficients a and b depend on the specific gas
constant Rs, critical pressure pc, and critical temperature Tc

a ¼ 0:42747
R2
sT

2
c

pc
(A3)

b ¼ 008664
RsTc
pc

(A4)

Furthermore, a is given by

a ¼ ½1þ ð0:480þ 1:574x� 0:176x2Þð1� T0:5
r Þ�2 (A5)

where the acentric factor x depends on the reduced pressure
pr ¼ p/pc and the reduced temperature Tr ¼ T/Tc

x ¼ �1� log10 prð ÞTr¼0:7 (A6)

To calculate the thermodynamic properties as a function of
p and T it is chosen to combine the EoS (A2) with the specific

heat capacity at constant pressure cp as a function of tempera-
ture at one value of the pressure pref. This is the minimal set
of information wherefrom all thermodynamic states in the
whole pressure and temperature domain can be derived in a
thermodynamically consistent way, i.e., by obeying the Max-
well relations. This is important for numerical stability of the
solution process. It is convenient to choose pref as low as pos-
sible, so that the fluid behaves as an ideal gas and remains in
the gas phase for all values of T at this pressure.
The first law of thermodynamics for the specific enthalpy

difference dh reads

dh ¼ cpdT þ t� T
@t
@T

� �
p

" #
dp (A7)

which becomes in combination with the general real-gas EoS

dh ¼ cpdT � KTtdp (A8)

Here, KT denotes the temperature derivative of the com-
pressibility factor:

KT ¼ T

Z

@Z

@T

� �
p

(A9)

which is zero for perfect gases as Z ¼ 1. The specific en-
thalpy can now be calculated at any combination of p and T
from (20):

hðp;TÞ ¼ href þ
Z T

Tref

cpðpref ; ~TÞd ~T �
Z p

pref

KTð~p;TÞtð~p; TÞd~p

(A10)

where href ¼ h(pref,Tref) is a reference value. The reference tem-
perature Tref is chosen as high as possible to avoid erroneous
computations initiated by discontinuities around the thermody-
namic critical point while filling the table. For the construction
of the look-up tables, (A10) has been discretized with the trape-
zoidal rule and sufficiently small pressure and temperature inter-
vals. The same procedure accounts for the specific entropy s

ds ¼ cp
dT

T
� @t

@T

� �
p

dp (A11)

The specific entropy can then be integrated with the trape-
zoidal rule as well

sðp;TÞ ¼ sðpref ; TrefÞ þ
Z T

Tref

cpðpref ; ~TÞ d
~T
~T

�
Z p

pref

@t
@T

ð~p;TÞ
� �

~p

d~p (A12)

The specific heat cp can be derived in a similar way by
using the Maxwell relation

@cp
@p

¼ @

@T
t� T

@t
@T

� �
p

 !
(A13)
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This leads to

cpðp; TÞ ¼ cpðpref ; TÞ þ
Z p

pref

@

@T
t� T

@t
@T

� �
p

 !
~p

d~p (A14)

In the valve sizing method (5), the adiabatic exponent j
(6) has to be substituted with a real-gas formulation when
deviations from the perfect gas approximation become sig-
nificant. The adiabatic exponent is defined as the ratio of
isentropic pressure-density fluctuations

j � � t
p

@p

@t

� �
s

(A15)

For real gases, the adiabatic exponent is given by10

j ¼ cp

cp½1� Kp� � ZRs½1þ KT �2
(A16)

where Kp is the pressure derivative of the compressibility
factor Z

Kp ¼ p

Z

@Z

@p

� �
T

(A17)

For the test fluid nitrogen, the specific heat capacity at
constant pressure per unit mass is taken from tabulated val-
ues generated in the fluid property database NIST20 with
0.3–0.8% uncertainty at low temperatures up to 2000 K and
at a constant reference pressure of 0.01 bar. For higher tem-
peratures up to 6000 K, a polynomial fit from the same data-
base is used.
The accuracy of the calculated compressibility factor Z

and specific heat capacity at constant pressure cp has been
compared with IUPAC14 reference data for nitrogen. For
reduced temperatures Tr [ 1.5 the accuracy of both variables
is within 5% at pressures up to 3600 bar.

For the CFD code, it is essential that all quantities are
thermodynamically consistent with each other so that a
unique solution can exist at each integration point. The
IUPAC tables deliver more accurate data, but these are sup-
plied only for pure gases and do not cover the pressure and
temperature region necessary for the CFD code. Linear inter-
polation close to the critical point and extrapolation to low
and high temperatures could lead to inconsistencies and fail-
ure of the CFD solver. A much wider application range to
calculate the specific volume of the gas can be covered if no
experimental data are available by means of an EoS. There-
fore, the cubic SRK EoS is chosen.
The dynamic viscosity l(p,T) is defined according to the

rigid, noninteracting sphere model.21 Furthermore, the ther-
mal conductivity k(p,T) is defined according to the modified
Euken model.21

To prevent CFX solving outside the single-phase region
during the iterative solution process, the saturated vapor
pressure curve according to Gomez-Thodos21 is used. At
pressures higher than the critical pressure and close to the
critical temperature, the EoS leads to increased inaccuracies.
For this reason, the saturated vapor pressure curve is shifted
to an artificial critical temperature 1.05 Tr. Above this tem-
perature, all thermodynamic quantities are continuous func-
tions of pressure and temperature.
For liquid flows at high pressures, the density is no longer

constant but varies with pressure22

1

t
¼ 1

tamb

p� pamb

K
þ 1

� �
(A18)

where the pressure pamb and specific volume tamb are
at standard temperature and pressure, and K is the bulk
modulus.
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