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#### Abstract

The first stage in hierarchical approaches to floorplan design determines certain topological relations between the positions of indivisible cells on a VLSI chip. Various optimizations are then performed on this initial layout to minimize certain cost measures such as the chip area. We consider optimization problems in fixing the orientations of the cells and simultaneously fixing the directions of the cuts that are specified by a given slicing tree; the goal is to minimize the area of the chip.

We prove that these problems are NP-hard in the ordinary sense, and we describe a pseudo-polynomial time algorithm for them. We also present fully polynomial time approximation schemes for these problems. © 2002 Elsevier Science B.V. All rights reserved.
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## 1. Introduction

In hierarchical approaches to VLSI floorplan design (see for instance [4-6,8]), the first stage of the approach provides information on certain topological relations between the positions of cells and groups of cells on a chip. Here a cell is an indivisible rectangular entity on the chip that eventually will accomodate a VLSI component. Since this VLSI

[^0]component possibly will be rotated, the exact dimensions of the cell are not fixed a priori. Instead, two positive integers $a$ and $b$ are associated with the cell that state the vertical and horizontal dimensions of the VLSI component that must fit into the cell. Then the final shape of that cell must either be a rectangle with integral width at least $a$ and integral height at least $b$ (in case the component is rotated) or a rectangle with integral width at least $b$ and integral height at least $a$ (in case the component is not rotated). We denote this set of compatible rectangular shapes for the cell by $\mathscr{R}(a, b)$. A layout of the chip is an enclosing rectangle that is subdivided by horizontal and vertical line segments into non-overlapping cells.

A Guillotine cut in a layout is a straight line that starts at one side of the rectangle, and then goes all the way through the rectangle to its opposite side. Throughout the paper, we will only consider nontrivial Guillotine cuts that split the rectangle into two non-empty pieces. In a general layout as defined above, the horizontal and vertical subdividing lines that generate the cells may be completely arbitrary. For instance, they may form a layout as depicted in Fig. 1(a) in which the reader will not find a single (non-trivial) Guillotine cut. A floorplan layout is a special type of layout that results from a sequence of Guillotine cuts. The first Guillotine cut splits the enclosing rectangle into two pieces. The following Guillotine cuts then split these pieces and their subpieces, and their sub-subpieces, and so on. See Fig. 1(b) for an illustration. Clearly, a floorplan is a particularly simple and attractive type of layout [6].

One way of representing floorplan layouts is via so-called slicing trees. A slicing tree (see Fig. 2 for an illustration) is a rooted binary tree where every interior vertex has exactly two children. Every leaf of a slicing tree corresponds to a rectangular cell for some VLSI component. Every interior vertex


Fig. 1. (a) Not a floorplan layout. (b) A floorplan layout.
of a slicing tree corresponds to a (horizontal or vertical) Guillotine cut. The depth of a slicing tree $T$ is the length of the longest path from the root of $T$ to a leaf. We denote the number of leaves in $T$ by $n=n(T)$, and the depth of $T$ by $d=d(T)$. With every slicing tree $T$, the following family $\mathscr{F}(T)$ of floorplan layouts is associated.

- If the tree $T$ consists of a single leaf that corresponds to a cell with width and height parameters $a$ and $b$, then $\mathscr{F}(T)=\mathscr{R}(a, b)$.
- If the root of $T$ has two children, then denote by $T_{\ell}$ and $T_{\mathrm{r}}$ the subtrees rooted at the left and the right child of the root, respectively. If the root is labeled by an 'h' (horizontal), then $\mathscr{F}(T)$ consists of all layouts that can be constructed by putting a layout from family $\mathscr{F}\left(T_{\ell}\right)$ below a layout from family $\mathscr{F}\left(T_{\mathrm{r}}\right)$ and by separating them via a horizontal Guillotine cut. If the root is labeled by a ' v ' (vertical), then $\mathscr{F}(T)$ consists of all layouts that can be constructed by putting a layout from family $\mathscr{F}\left(T_{\ell}\right)$ to the left of family $\mathscr{F}\left(T_{\mathrm{r}}\right)$ and by separating them via a vertical Guillotine cut.

The usual goal in chip design is to minimize the area of the chip layout. Hence, the following basic optimization problem arises: given a slicing tree $T$, find a layout of smallest possible area in $\mathscr{F}(T)$. Since the orientations of the VLSI components in the leaves and the orientations of the vertical/ horizontal Guillotine cuts in the interior vertices both may either be a priori fixed or left unspecified, we arrive at the following four basic variants of this optimization problem.


Fig. 2. (a) A slicing tree. (b) A corresponding layout.
(V1) The orientations of the cells are fixed, and the orientations of the Guillotine cuts are fixed. This problem is trivial, since there is nothing left to optimize, and there is only one candidate layout in $\mathscr{F}(T)$.
(V2) The orientations of the cells are unspecified, and the orientations of the Guillotine cuts are fixed. Stockmeyer [7] presented a polynomial time algorithm that finds the optimal layout for the slicing tree $T$ within $\mathrm{O}(n d)$ steps of computation.
(V3) The orientations of the cells are fixed, and the orientations of the Guillotine cuts are unspecified. To the best of our knowledge, this problem has not been investigated before.
(V4) The orientations of the cells are unspecified, and the orientations of the Guillotine cuts are unspecified. Almeida et al. [1] present an exact algorithm for this problem that finds the optimal layout for the slicing tree $T$ with $\mathrm{O}\left(2^{n}\right)$ steps of computation in the worst case. Computational experiments indicate that the algorithm in [1] performs very well in practice.

Results of this paper. In this paper, we will completely settle the computational complexity and the approximability of the floorplan layout problem variants (V3) and (V4). As a first (negative) result, we will show that both variants are NP-complete. On the one hand, this result explains why Almeida et al. [1] were not able to find a polynomial time algorithm for the problem variant (V4). On the other hand, this result draws a clear separating line between the hard variants (V3) and (V4) with unspecified orientations of the Guillotine cuts, and the easy variants (V1) and (V2) where the orientations of the Guillotine cuts are fixed.

As positive results, we present pseudo-polynomial time algorithms for both problem variants (V3) and (V4), and then turn them into a fully polynomial time approximation scheme (FPTAS, for short). A standard way of dealing with NPhard problems is not to search for an optimal solution, but to go for near-optimal solutions. An algorithm that returns near-optimal solutions with cost at most a factor $\rho$ above the optimal cost (where $\rho>1$ is some fixed real number) is called a
$\rho$-approximation algorithm. A fully polynomial time approximation scheme (FPTAS) is a family of $(1+\varepsilon)$-approximation algorithms over all $\varepsilon>0$ with running time polynomially bounded in the input size and in $1 / \varepsilon$ (see also [2]). With respect to relative performance guarantees, an FPTAS is the strongest possible polynomial time approximation result that we can derive for an NP-hard problem. Hence, our results demonstrate that both problem variants (V3) and (V4) behave very well with respect to polynomial time approximation algorithms.

Organization of this paper. In Section 2 we will show that both variants (V3) and (V4) are NPcomplete, in Section 3 we present pseudo-polynomial time algorithms for them, and in Section 4 we construct FPTASs for them. Section 5 completes the paper with a brief conclusion.

## 2. The NP-completeness proof

In this section we prove that the problem variants (V3) and (V4) both are NP-complete in the ordinary sense. Both problems clearly are contained in the complexity class NP, and so we only need to establish their NP-hardness. The NPhardness proof is done by a reduction from the PARTITION problem that is known to be NPcomplete in the ordinary sense; see [2].

## Problem: PARTITION.

Instance: A sequence $q_{1}, \ldots, q_{n}$ of positive integers such that $\sum_{i=1}^{n} q_{i}=2 Q$.
Question: Does there exist a partition of the numbers $q_{i}$ into two groups such that the elements of each group add up to exactly $Q$ ?

Now consider an arbitrary instance $I$ of the PARTITION problem. Without loss of generality we assume that $q_{i} \leqslant Q$ holds for $i=1, \ldots, n$.

We construct the following slicing tree $T_{I}$ from $I$ : The backbone of the tree $T_{I}$ consists of a chain of $n+1$ interior vertices $k_{0}, \ldots, k_{n}$. The first vertex $k_{0}$ forms the root of $T_{I}$. For $i=0, \ldots, n-1$, the interior vertex $k_{i}$ has the interior vertex $k_{i+1}$ as a right child. The remaining $n+2$ vertices in $T_{I}$ are the leaves $\ell_{0}, \ldots, \ell_{n+1}$. The vertex $k_{i}(0 \leqslant i \leqslant n)$ has leaf
$\ell_{i}$ as a left child. Moreover, $k_{n}$ has leaf $\ell_{n+1}$ as a right child. The cell corresponding to leaf $\ell_{i}(1 \leqslant$ $i \leqslant n)$ has width and height parameters $a=b=q_{i}$. The cell corresponding to leaf $\ell_{n+1}$ has parameters $a=b=Q$, and the cell corresponding to leaf $\ell_{0}$ has parameters $a=b=2 Q$. This completes the description of the slicing tree $T_{I}$. Since in $T_{I}$ all the VLSI components associated with the leaves are squares, the orientations of cells become irrelevant. Therefore, the problem variants (V3) and (V4) coincide for such an input tree $T_{I}$, and our reduction works for both variants.

Lemma 2.1. There exists a layout in $\mathscr{F}\left(T_{I}\right)$ with area at most $8 Q^{2}$, if and only if the instance I of PARTITION has answer YES.

Proof. Let us first consider the possible floorplan layouts for the subtree $T^{\prime}$ that is rooted at vertex $k_{1}$, the interior vertex that is just below the root: These layouts start from the basic $Q \times Q$ cell associated with the leaf $\ell_{n+1}$. While moving upwards through the tree, the $q_{i} \times q_{i}$ cells for leaf $\ell_{i}$ are added one by one to this basic cell. If the interior vertex $k_{i}$ is fixed as a vertical Guillotine cut, then this adds $q_{i}$ to the width of the floorplan but leaves its height unchanged (since we assume $q_{i} \leqslant Q$ ). And if the interior vertex $k_{i}$ is fixed as a horizontal Guillotine cut, then this adds $q_{i}$ to the height of the floorplan but leaves its width unchanged. For such a floorplan layout for the subtree $T^{\prime}$, we denote by $J \subseteq\{1, \ldots, n\}$ the set of indices $i$ for which vertex $k_{i}$ is fixed as a vertical Guillotine cut. Then this floorplan layout has width equal to $Q+\sum_{i \in J} q_{i}$, and it has height equal to $Q+\sum_{i \nexists J} q_{i}$. Since $\sum_{i \notin J} q_{i}=2 Q-\sum_{i \in J} q_{i}$, the width and height are of the form $Q+x$ and $3 Q-x$ with $x=\sum_{i \in J} q_{i}$.

Now let us prove the statement in the lemma. If the instance $I$ of PARTITION has answer YES, then there exists a subset $J \subseteq\{1, \ldots, n\}$ such that $x=\sum_{i \in J} q_{i}=Q$. For this $J$ and $x$, the above floorplan for $T^{\prime}$ forms a square with side length $2 Q$. This $2 Q \times 2 Q$ square can be combined with the $2 Q \times 2 Q$ square in leaf $\ell_{0}$ by either a vertical or a horizontal subdivision in $k_{0}$. The resulting layout for $T_{I}$ is a $4 Q \times 2 Q$ rectangle of area $8 Q^{2}$.

If the instance $I$ of PARTITION has answer NO, then for any subset $J \subseteq\{1, \ldots, n\}$ we
have $x=\sum_{i \in J} q_{i} \neq Q$ with $0 \leqslant x \leqslant 2 Q$. Consider a floorplan layout for $T^{\prime}$ with width $Q+x$ and with height $3 Q-x$. We distinguish two cases. In the first case $k_{0}$ is a vertical subdivision, and the resulting floorplan for $T_{I}$ has width $2 Q+(Q+x)=$ $3 Q+x$ and height $\max \{2 Q, 3 Q-x\}$. The resulting area is

$$
\begin{align*}
& (3 Q+x) \max \{2 Q, 3 Q-x\} \\
& \quad=\max \left\{6 Q^{2}+2 Q x, 9 Q^{2}-x^{2}\right\}>8 Q^{2} . \tag{1}
\end{align*}
$$

Here the inequality follows, since for $x<Q$ we have $9 Q^{2}-x^{2}>8 Q^{2}$, and for $x>Q$ we have $6 Q^{2}+2 Q x>8 Q^{2}$, and $x=Q$ is impossible. In the second case $k_{0}$ is a horizontal subdivision, and the resulting floorplan for $T_{I}$ has width $\max \{2 Q$, $Q+x\}$ and height $2 Q+(3 Q-x)=5 Q-x$. The resulting area is

$$
\begin{align*}
& (5 Q-x) \max \{2 Q, Q+x\} \\
& \quad=\max \left\{10 Q^{2}-2 Q x, 5 Q^{2}+4 Q x-x^{2}\right\}>8 Q^{2} . \tag{2}
\end{align*}
$$

Here the inequality follows, since for $x<Q$ we have $10 Q^{2}-2 Q x>8 Q^{2}$, and for $Q<x \leqslant 2 Q$ we have $5 Q^{2}+4 Q x-x^{2}>8 Q^{2}$, and $x=Q$ is impossible. This completes the proof of the lemma.

As an immediate consequence of Lemma 2.1 and of the fact that PARTITION is NP-complete in the ordinary sense, we get the following theorem.

Theorem 2.2. The variants (V3) and (V4) of slicing floorplan designs both are NP-complete in the ordinary sense.

Note that the above constructed slicing tree $T_{I}$ is totally unbalanced and has depth $\Theta(n)$. What about balanced trees? In this case the problem becomes much easier: one of the results in Almeida et al. [1] yields that the optimal floorplan for a slicing tree of depth $d$ can be found in $\mathrm{O}\left(d 4^{d}\right)$ time. A perfectly balanced binary tree with $n$ leaves has depth $\log n$, and hence by [1] the optimal floorplan can be computed in polynomial time $\mathrm{O}\left(n^{2} \log n\right)$.

## 3. The pseudo-polynomial time algorithm

In this section we derive a pseudo-polynomial time algorithm for the two layout problems (V3) and (V4) that is based on a dynamic programming approach.

Let $T$ be an arbitrary slicing tree. For a vertex $v \in T$, we denote by $T(v)$ the induced subtree of $T$ that consists of vertex $v$ and all the vertices below $v$. Hence, for the root $r$ of $T$ we have $T(r)=T$. Let $L$ denote the sum of all parameter values $a$ and all parameter values $b$ in the leaves of $T$. Clearly, $L$ is pseudo-polynomially bounded in the input size. Moreover, any reasonable floorplan for $T$ will have width and height at most $L$, and from now on we will restrict our attention to such floorplans.

Definition 3.1. For a vertex $v \in T$, we denote by $S(v)$ the set of all pairs ( $w, h$ ) of integers with $1 \leqslant w \leqslant L$ and $1 \leqslant h \leqslant L$ such that there exists a floorplan layout for the slicing tree $T(v)$ of width $w$ and of height $h$.

Our first goal is to determine all the sets $S(v)$ with $v \in T$. This is done by moving bottom-up through the tree $T$, starting in the leaves and ending in the root. Whenever a vertex is handled, its children already will have been handled. In the initialization phase, we handle the leaves: for a leaf $v$ with width parameter $a$ and height parameter $b$, we have $S(v)=\{(w, h): w \geqslant a, h \geqslant b\}$ in variant (V3), and we have

$$
\begin{align*}
& S(v)=\{(w, h): w \geqslant a, h \geqslant b\} \cup\{(w, h): w \geqslant b, \\
& \quad h \geqslant a\} \tag{3}
\end{align*}
$$

in variant (V4). The remaining steps in the dynamic program do not depend on rotations of components or cells, and hence will be identical for both variants (V3) and (V4).

Now let us turn to an interior vertex $v$ with left child $v_{\ell}$ and right child $v_{\mathrm{r}}$. We simply combine all possible floorplans described by the set $S\left(v_{\ell}\right)$ with all possible floorplans described by the set $S\left(v_{\mathrm{r}}\right)$. These combinations depend on whether $v$ is fixed as a vertical or as a horizontal Guillotine cut. If $v$ is fixed vertically, then the widths of the two layouts for $T\left(v_{\ell}\right)$ and $T\left(v_{\mathrm{r}}\right)$ simply add up, and the new height is the maximum of the heights of the two
layouts. If $v$ is fixed horizontally, we are in a symmetric situation with the roles of width and height exchanged. Summarizing, this discussion yields

$$
\begin{aligned}
S(v)=\{ & \left(w_{\ell}+w_{\mathrm{r}}, \max \left\{h_{\ell}, h_{\mathrm{r}}\right\}\right):\left(w_{\ell}, h_{\ell}\right) \in S\left(v_{\ell}\right), \\
& \left.\left(w_{\mathrm{r}}, h_{\mathrm{r}}\right) \in S\left(v_{\mathrm{r}}\right)\right\} \cup\left\{\left(\max \left\{w_{\ell}, w_{\mathrm{r}}\right\}, h_{\ell}+h_{\mathrm{r}}\right):\right. \\
& \left.\left(w_{\ell}, h_{\ell}\right) \in S\left(v_{\ell}\right),\left(w_{\mathrm{r}}, h_{\mathrm{r}}\right) \in S\left(v_{\mathrm{r}}\right)\right\} .
\end{aligned}
$$

This completes the description of the computation of all sets $S(v)$ with $v \in T$. In order to find the smallest possible floorplan area, we simply search through the set $S(r)$ associated with the root $r$ to $T$, and we output the minimium value wh with $(w, h) \in S(r)$.

Since $S(v) \subseteq\{1, \ldots, L\} \times\{1, \ldots, L\}$ for all $v \in T$, we have $|S(v)| \leqslant L^{2}$. Hence, every set $S(v)$ can be determined in $\mathrm{O}\left(L^{4}\right)$ time, and the overall running time is $\mathrm{O}\left(n L^{4}\right)$. Similarly as in [7], we can speed-up this running time by disregarding the dominated floorplans from the sets $S(v)$. We say that a floorplan with dimensions $\left(w_{1}, h_{1}\right)$ is dominated by another floorplan with dimensions $\left(w_{2}, h_{2}\right)$, if $w_{1} \geqslant w_{2}$ and $h_{1} \geqslant h_{2}$ hold. In other words, a dominated floorplan in both dimensions is no better than the dominating floorplan. Clearly, if a floorplan in $S(v)$ is dominated by another floorplan in $S(v)$, then it can be removed without losing anything towards the optimal solution.

This suggests the following modified dynamic program. Whenever a set $S(v)$ has been determined, then we clean it up and remove all dominated solutions from it. The resulting set of undominated floorplans is called US $(v)$. All further computations are then done with this set $\mathrm{US}(v)$ instead of set $S(v)$. Since $\operatorname{US}(v)$ contains at most one pair ( $w, h$ ) for every fixed value $h$ with $1 \leqslant h \leqslant L$, we have $|\operatorname{US}(v)| \leqslant L$. The computation of $S(v)$ takes only $\mathrm{O}\left(L^{2}\right)$ time, and also the cleaning up for $\mathrm{US}(v)$ can be done in $\mathrm{O}\left(L^{2}\right)$ time. Hence, the overall running time of this modified approach is $\mathrm{O}\left(n L^{2}\right)$.

Theorem 3.2. The variants (V3) and (V4) of slicing floorplan designs can be solved in pseudo-polynomial time $\mathrm{O}\left(n L^{2}\right)$, where $n$ denotes the number of leaves and $L$ denotes the sum of all parameter values $a$ and all values $b$ in the leaves of $T$.

The described algorithm computes the optimal area. By storing appropriate auxiliary information in the states of the dynamic program, one can compute the structure of the corresponding optimal layout within the same asymptotic time bounds. Since these are standard techniques, we do not elaborate on them.

## 4. The fully polynomial time approximation scheme

In this section we design a FPTAS for the two layout problems (V3) and (V4). For doing this, we will build on the pseudo-polynomial time algorithm in Section 3, and transform it into an FPTAS. This is done via the so-called approach of trimming the state space of the dynamic program, a standard approach in the area (see for instance $[3,9])$. The main idea is to iteratively thin out the state space of the dynamic program, to collapse solutions that are 'close' to each other, and to bring the size of the state space down to polynomial.

Let $T$ be an arbitrary slicing tree with $n$ leaves. Exactly as in the preceding Section 3, let $L$ denote the sum of all parameter values $a$ and all parameter values $b$ in the leaves of $T$. Let $\varepsilon>0$ be a small real number (that will be precision of approximation). Next, we introduce several concepts that we will use in constructing the FPTAS. We define the so-called trimming parameter $\Delta$ as
$\Delta=1+\frac{\varepsilon}{8 n}$.
Furthermore, we define
$k=\left\lceil\log _{\Delta}(L)\right\rceil$,
where $\log _{\Delta}(\cdot)$ denotes the base $\Delta$ logarithm. We partition the interval $[0, L]$ into $k$ intervals $\mathscr{I}_{1}, \ldots, \mathscr{I}_{k}$. For $i=1, \ldots, k-1$ there is the halfopen interval $\mathscr{I}_{i}=\left[\Delta^{i-1}, \Delta^{i}\right)$. Moreover, there is the closed interval $\mathscr{I}_{k}=\left[\Delta^{k-1}, L\right]$. Note that every integer in the range $[0, L]$ is contained in precisely one of these intervals. Note furthermore that the left and the right endpoint of each interval are at most a factor of $\Delta$ away from each other. Finally, we define a partition of the integer points in $\{1, \ldots, L\} \times\{1, \ldots, L\}$ into $k^{2}$ orthogonal, axesparallel boxes: every such box is the product of
some interval $\mathscr{I}_{i}$ in the width coordinate with some interval $\mathscr{I}_{j}$ in the height coordinate. These boxes will be called the 4 -boxes.

Now let us turn to the FPTAS. We will essentially follow the dynamic programming algorithm from Section 3, but we will modify and shrink the sets $S(v)$ such that their cardinalities become polynomial in the input size. We will not care about dominated and undominated solutions, but we will simply follow the very primitive first approach where the sets $S(v)$ encode all feasible solutions for the tree $T(v)$. Whenever a set $S(v)$ has been determined for a vertex $v$, then we clean it up in the following way and produce a so-called trimmed set $S^{\#}(v)$ : from every $\Delta$-box $\mathscr{B}$, we keep at most one (arbitrary) solution for $S^{\#}(v)$. More precisely, $S(v) \cap \mathscr{B} \neq \emptyset$ holds if and only if $\left|S^{\#}(v) \cap \mathscr{B}\right|=1$. All further computations are then done with this set $S^{\#}(v)$ instead of set $S(v)$. The intuition for this lies in the fact that in a $\Delta$-box, the width-coordinates of all points are at most a factor $\Delta$ away from each other, and also their heightcoordinates are at most a factor $\Delta$ away from each other. Since $\Delta$ is very close to one, all the points in $\mathscr{B}$ are fairly close to each other. Hence, we do not lose a lot if we throw away most of these points, and only keep one of them as a representative of the whole $\Delta$-box $\mathscr{B}$.

In the rest of this section, we will make this intuition mathematically precise. We will show that the area of the delivered solution is at most a factor of $1+\varepsilon$ above the area of the optimal solution for the instance $T$, and that the modified dynamic program has a polynomial running time.

Lemma 4.1. The area of the solution found by the modified dynamic program is at most a factor of $1+\varepsilon$ above the (optimal) area found by the original dynamic program.

Proof. Whenever we clean up a solution set and generate a set $S^{\#}(v)$, we introduce a multiplicative error of at most $\Delta$ in the width-coordinate, and a multiplicative error of at most $\Delta$ in the heightcoordinate. This yields a multiplicative error of at most $\Delta^{2}$ in the area. Since a binary tree with $n$ leaves has exactly $n-1$ interior vertices, we gen-
erate less than $2 n$ trimmed solution sets. Hence, the overall introduced error is bounded by
$\Delta^{4 n}=\left(1+\frac{\varepsilon}{8 n}\right)^{4 n} \leqslant 1+\varepsilon$.
Here we have used that for any $0 \leqslant x \leqslant 1$ and for any $m \geqslant 1$, the inequality $(1+x / m)^{m} \leqslant 1+2 x$ holds. This can be seen as follows: the left-hand side $(1+x / m)^{m}$ is a convex function in $x$, and the right-hand side $1+2 x$ is a linear function in $x$. Moreover, the claimed inequality holds at $x=0$ and $x=1$. This completes the proof of the lemma.

Lemma 4.2. The running time of the modified dynamic program is polynomially bounded in $n$, in $\ln (L)$, and in $1 / \varepsilon$.

Proof. First observe that there are only $k^{2}$ different $\Delta$-boxes, and that every trimmed set $S^{\#}(v)$ contains at most one point from every box. Therefore, $\left|S^{\#}(v)\right| \leqslant k^{2}$ holds for every $v \in T$. Whenever the solution sets for the children $v_{\ell}$ and $v_{\mathrm{r}}$ are combined to give the solution set for vertex $v$, this costs $\mathrm{O}\left(\left|S^{\#}\left(v_{\ell}\right)\right|\left|S^{\#}\left(v_{\mathrm{r}}\right)\right|\right)$ time. As a consequence, every trimmed set $S^{\#}(v)$ can be determined in $\mathrm{O}\left(k^{4}\right)$ time, and the overall running time of the modified dynamic program is $\mathrm{O}\left(k^{4} n\right)$.

Now let us get an upper bound on the value $k=\left\lceil\log _{\Delta}(L)\right\rceil$ where $\Delta$ is defined as in (4). We use the well-known inequality $\ln x \geqslant(x-1) / x$ for $x \geqslant 1$ (this inequality can be easily derived from the Taylor expansion of $\ln x$ ). We get

$$
\begin{align*}
k & =\left\lceil\frac{\ln (L)}{\ln (\Delta)}\right\rceil \leqslant\left\lceil\ln (L) \frac{\Delta}{\Delta-1}\right\rceil \\
& =\left\lceil\ln (L)\left(1+\frac{8 n}{\varepsilon}\right)\right\rceil . \tag{7}
\end{align*}
$$

Hence, $k$ is polynomially bounded in $n, \ln (L)$, and $1 / \varepsilon$, and so is the running time of the modified dynamic program.

Note that the number of bits in the specification of the input is at least $\log _{2}(L)$. With this, Lemma 4.2 states that the running time of the modified dynamic program is polynomially bounded in the input size $n$ and $\log _{2}(L)$, and in the reciprocal value of the precision $\varepsilon$. That is all we need for an FPTAS.

Theorem 4.3. The variants (V3) and (V4) of slicing floorplan designs both possess a FPTAS.

## 5. Conclusion

In this paper, we have performed a complete analysis of the complexity and the approximability of two slicing floorplan layout problems. These problems are NP-hard in the ordinary sense, they are solvable in pseudo-polynomial time, and they possess a FPTAS.
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