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Abstract

A hard-sphere granular dynamics model of a two-dimensional gas-fluidised bed was experimentally validated using Positron Emission
Ž .Particle Tracking PEPT . In the model the Newtonian equations of motion are solved for each solid particle while taking into account the

particle–particle and particle–wall collisions. The gas phase hydrodynamics is described by the spatially averaged Navier–Stokes
Ž .equations for two-phase flow. A quasi two-dimensional i.e. narrow bed of 0.185-m width and 0.4-m height with homogenous inflow

Ž 3.conditions at 1.5 u was chosen as a test case. Glass particles r s2435 kgrm with diameters ranging from 1.25 to 1.5 mm weremf p

used as the bed material. The collision parameters required in the simulation were obtained from separate, independent measurements. In
the PEPT experiment, the motion of a single tracer particle in the bed was tracked for 1 h. In the simulation, the motion of 15,000
particles was tracked for 45 s. The simulation data were time-averaged over 45 s for each particle and subsequently ensemble-averaged
over all the particles in the simulation. The comparison was made on the basis of averaged velocity maps, AoccupancyB plots and speed
histograms. The results showed good agreement between experiment and simulation when the measured values for the collision
parameters were used. When collisions were assumed to be fully elastic and perfectly smooth the agreement was much worse. q 2001
Elsevier Science B.V. All rights reserved.
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1. Introduction

In order to predict the performance of fluidised bed
reactors, it is necessary to develop robust and verifiable
flow models. This paper concerns the experimental valida-
tion of such models. The trend in both experiments and
models is that systems can be studied in more and more
detail with continuously increasing accuracy. It is not the
objective here to present a complete review of available
experimental techniques for gas-fluidised beds. A compre-
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hensive review of measuring techniques in fluidised beds
w xwas presented by Werther 30 and an extensive overview

of existing techniques for the measurement of solids con-
centration and velocity was presented by Nieuwland et al.
w x15 .

With increasing computer power, Granular Dynamics
has become a very useful and versatile research tool to

w xstudy the dynamics of dense gas-particle flows 6 . In these
models, the Newtonian equations of motion are solved for
each individual granular particle in the system. The mutual
interactions between particles and the interaction between
particles and walls are taken into account directly. The
discrete particle approach was pioneered by Tsuji et al.
w x26 who used a Asoft-sphereB model to describe the
interaction between the particles. A three-dimensional ver-
sion of this model was later presented by Kawaguchi et al.
w x w x Ž .12 , whereas Mikami et al. 13 extended the 2D model
in order to include cohesive forces between the particles.

w xHoomans et al. 5 presented a Ahard-sphereB approach
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where collisions are assumed to be binary and instanta-
w xneous. Xu and Yu 32 developed a hybrid technique

combining elements of both soft-sphere and hard-sphere
techniques. In the studies on discrete particle simulation of
gas-fluidised beds, previously reported in the literature,
experimental validation has received little attention. This
was partly due to the fact that proper experimental tech-
niques were not widely available.

Experimental validation can be performed by direct
observation of transient phenomena in a transparent system
by using a video camera. This is a very basic technique
that nonetheless can provide useful information on for
instance the formation of a single bubble at an orifice or
the dynamics of segregation. In the latter case, it is re-
quired that the segregating species can be visually identi-
fied. However, the direct observation technique is limited
to optically transparent systems in contrast to, for example,

w xX-ray techniques 33 . Furthermore, the information that is
obtained using direct observation covers macroscopic be-
haviour: important quantities such as local solids volume
fraction and local solids velocities cannot be obtained
using this technique.

Non-invasive particle tracking techniques are ideally
suited to the validation of discrete particle models since
direct comparison between measured data and simulation

w xresults is possible. Lin et al. 10 presented a AproximityB
technique where a radioactive tracer particle of scandium-

Ž .46 Sc-46 was used. Twelve scintillation detectors were
positioned around the fluidised bed to enable determina-
tion of the location of the particle. More recently, Larachi

w xet al. 9 applied the tracking technique using Sc-46 tracers
w xto gas–liquid–solid flows and Mostoufi and Chaouki 14

applied the technique to liquid-fluidised beds.
In this work a cooperation between the University of

Twente and the University of Birmingham was initiated in
Ž .order to use the Positron Emission Particle Tracking PEPT

technique developed at Birmingham to validate the granu-
lar dynamics model of a gas-fluidised bed developed at
Twente. PEPT has been developed at Birmingham since

w x1987 16 and has been successfully applied to a large
number of systems for solids processing including mixers

w xand gas-fluidised beds 19 . A comprehensive introduction
w xto PEPT can be found in Stein et al. 20 . Recently a PEPT

w xsystem was also developed by Stellema et al. 22 . PEPT
differs from other tracking techniques in the sense that it
uses positron-emitting radioisotopes that have the unique
feature that their decay leads to simultaneous emission of a
pair of back-to-back g-rays. In Section 2 a more elaborate
discussion of the PEPT technique will be presented.

2. Model

In the hard-sphere model used in this work the particles
are assumed to interact through binary, instantaneous colli-

sions where contact occurs at a point. The particles are
perfect, homogeneous spheres and the interaction forces
are impulsive. Between collisions the particles are in free
flight. First the collision model will be presented and then
the computational strategy and some optimisation tech-
niques will be described. The collision model will be
presented in vector notation. For the 2-D version used in
this work, the z-components of the position and velocity
vectors are zero and only rotation about the z-axis is
considered. A more detailed description can be found in

w xHoomans 6 .

2.1. Collision model

In the collision model it is assumed that the interaction
forces are impulsive and therefore all other finite forces
are negligible during collision. The original collision model
w x5 was mapped after the model presented by Wang and

w xMason 29 . However, in this work we will mainly adopt
w xthe notation used by Foerster et al. 3 since that is more

Ž w x.widely accepted see for example Refs. 11, 27 . The
coordinate systems used in our model are defined in Fig. 1.

Consider the two colliding spheres a and b in Fig. 1
with position vectors r and r . The normal unit vectora b

can now be defined:

r yra b
ns . 1Ž .

< <r yra b

Hence, the normal unit vector points in the direction
from the centre of particle b to the centre of particle a.
The point of origin is the contact point.

Prior to collision, the spheres with radii R and R anda b

masses m and m have translation velocity vectors z anda b a
Žz and rotational velocity vectors v and v clockwiseb a b

.rotation is negative by definition . Velocities prior-to-colli-
sion are indicated by the subscript 0.

Fig. 1. Definition of the coordinate systems.
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For a binary collision of these spheres the following
equations can be derived by applying Newton’s second
and third laws:

m z yz sJ , 2Ž . Ž .a a a ,0

m z yz syJ , 3Ž . Ž .b b b ,0

I v yv sy R n =J , 4Ž . Ž . Ž .a a a ,0 a

I v yv syR n= yJ , 5Ž . Ž . Ž .b b b ,0 b

m z yz sym z yz sJ , 6Ž . Ž . Ž .a a a ,0 b b b ,0

I Ia b
v yv s v yv syn=J , 7Ž . Ž . Ž .a a ,0 b b ,0R Ra b

2
2Is mR . 8Ž .

5

The impulse vector J is defined as follows:

tstcJs F d t , 9Ž .H ab
ts0

Žwhere t stands for the contact time i.e. the duration ofc
.the contact .

Ž . Ž .From Eqs. 6 and 7 it is clear that the post-collision
velocities of both particles can be calculated when the

Ž .impulse vector J is known. If the force F in Eq. 9ab

were known as a function of all the parameters involved,
w xthe impulse J could be calculated directly. Thornton 25

demonstrated that based on a simplified theoretical model
for the normal interaction between elastic-perfectly plastic
spheres an analytical solution could be obtained for the

w xrebound velocity. Walton 28 used two types of finite
Ž .element codes DYNA2D and NIKE2D to simulate the

collision process in detail on a more microscopic level.
The only input parameters necessary in these calculations
are material properties although assumptions have to be

Ž .made about the deformation behaviour elasticrplastic of
the material. In simulations of gas-fluidised beds a large

Ž 6 9.number of collisions typically 10 –10 have to be pro-
cessed and therefore the actual physics of a binary colli-
sion has to be simplified to some extent and constitutive
relations have to be introduced.

Before these constitutive relations are introduced, the
Ž .relative velocity at the contact point z has to beab

defined:

z ' z yz . 10Ž . Ž .ab a ,c b ,c

z s z yv =R n y z qv =R n . 11Ž . Ž . Ž .ab a a a b b b

z s z yz y R v qR v =n. 12Ž . Ž . Ž .ab a b a a b b

From this relative velocity, the tangential unit vector can
be obtained since the normal unit vector is already defined

Ž .in Eq. 1 :

z yn z PnŽ .ab ,0 ab ,0
ts . 13Ž .

< <z yn z PnŽ .ab ,0 ab ,0

Ž . Ž . Ž .Eqs. 6 and 7 can now be rearranged using n=J =n
Ž . Ž .sJyn JPn and Eq. 12 to obtain:

z yz sB Jy B yB n JPn , 14Ž . Ž . Ž .ab ab ,0 1 1 2

where

7 1 1
B s q , 15Ž .1 ž /2 m ma b

and

1 1
B s q . 16Ž .2 m ma b

At this point constitutive relations are required to close
the set of equations. Through these constitutive relations,
three parameters enter the model. The first parameter is the

Ž . Ž .coefficient of normal restitution, 0FeF1 :

z Pnsye z Pn . 17Ž . Ž .ab ab ,0

For non-spherical particles, this definition can lead to
w xenergy inconsistencies 23 , however, for spherical parti-

cles this definition holds. The second parameter is the
Ž . Ž .coefficient of dynamic friction, mG0 :

< <n=J sym nPJ . 18Ž . Ž .
The third parameter is the coefficient of tangential

Ž .restitution, 0Fb F1 :0

n=z syb n=z . 19Ž . Ž .ab 0 ab ,0

Notice that this relation does not affect the components
parallel to n and that the components orthogonal to n are
related by a factor—b . Although it is accepted that these0

coefficients depend on particle size and impact velocity,
this is not taken into account in this model. The only
exception is made for the coefficient of normal restitution
where collisions occurring at a normal impact velocity less

Ž y4 .than a threshold value typically 10 mrs are assumed
Ž .to be perfectly elastic es1.0 . The coefficient of tangen-

tial restitution and the threshold value for the normal
coefficient of restitution were not included in the model

w xused by Hoomans et al. 5 . The threshold value was
mainly introduced for computational convenience. It does
not have a significant effect on the simulation results.

Ž . Ž .Combining Eqs. 14 and 17 yields the following
expression for the normal component of the impulse vec-
tor:

z Pnab ,0
J sy 1qe . 20Ž . Ž .n B2

For the tangential component, two types of collisions can
be distinguished that are called sticking and sliding. If the
tangential component of the relative velocity is sufficiently
high in comparison to the coefficients of friction and
tangential restitution that gross sliding occurs throughout
the whole duration of the contact, the collision is of the
sliding type. The non-sliding collisions are of the sticking
type. When b is equal to zero the tangential component0

of the relative velocity becomes zero during a sticking
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collision. When b is greater than zero in such a collision,0

reversal of the tangential component of the relative veloc-
ity will occur. The criterion to determine the type of
collision is as follows:

1qb z P tŽ .0 ab ,0
m- sliding, 21Ž .

J Bn 1

1qb z P tŽ .0 ab ,0
mG sticking. 22Ž .

J Bn 1

For collisions of the sticking type, the tangential impulse is
given by:

< <n=z z P tab ,0 ab ,0
J sy 1qb sy 1qb . 23Ž . Ž . Ž .t 0 0B B1 1

For collisions of the sliding type, the tangential impulse is
given by:

J sym J . 24Ž .t n

The total impulse vector is then simply obtained by addi-
tion:

JsJ nqJ t . 25Ž .n t

The post-collision velocities can now be calculated from
Ž . Ž .Eqs. 6 and 7 .

ŽIn particle–wall collisions the mass of particle b i.e.
.the wall is infinitely large, which makes all terms 1rmb

equal to zero. It is possible to implement a movingrrotat-
ing wall through the velocity vectors z and v but in theb b

simulations performed for this work these velocities are all
set equal to zero.

2.2. Granular dynamics

In the hard-sphere approach a sequence of binary colli-
sions is processed. This implies that a collision list is
compiled in which for each particle a collision partner and
a corresponding collision time is stored. A constant time
step is used to take the external forces into account, and
within this time step, the prevailing collisions are pro-
cessed sequentially. Hence, the force balance is not up-
dated in between each collision but this is allowed since

Ž .the macroscopic behaviour i.e. bubble formation ob-
served in the simulations proved rather insensitive to the

w xmagnitude of the time step 6 . In order to reduce the
required CPU time, neighbour lists are used. For each
particle, a list of neighbouring particles is stored and a
check for possible collisions is performed only for the
particles in this list. A detailed description of this tech-

w xnique was presented by Hoomans et al. 5 .

2.3. External forces

The incorporation of external forces differs somewhat
w xfrom the approach followed by Hoomans et al. 5 . In this

work the external forces are in accordance with those

implemented in the two-fluid model presented by Kuipers
w xet al. 7 where, of course, the forces now act on a single

particle:

dz V bp p
m sm gq uyz yV= p , 26Ž . Ž .p p p pd t 1y´Ž .

where m represents the mass of a particle, z its velocity,p p

u the local gas velocity and V the volume of a particle. Inp
Ž .Eq. 26 the first term is due to gravity and the third term

is the force due to the pressure gradient. The second term
is due to the drag force where b represents an inter-phase
momentum exchange coefficient as it usually appears in

Ž .two-fluid models. For low void fractions ´-0.80 b is
obtained from the well-known Ergun equation:

21y´ m rŽ . g g
< <bs150 q1.75 1y´ uyz , 27Ž . Ž .p2´ DD pp

where D represents the particle diameter, m the viscosityp g

of the gas and r the density of the gas. For high voidg
Ž .fractions ´G0.80 the following expression for the inter-

phase momentum transfer coefficient has been used, which
w xis basically the correlation presented by Wen and Yu 31

w xwho extended the work of Richardson and Zaki 18 :

3 ´ 1y´Ž .
y2 .65< <bs C r uyz ´ . 28Ž .d g p4 Dp

The drag coefficient C is a function of the particled

Reynolds number and given by:

24°
0.6871q0.15Re Re -1000Ž .p p~ ReC s , 29p Ž .d ¢0.44 Re G1000p

Ž .where the particle Reynolds number Re in this case isp

defined as follows:

< <´r uyz Dg p p
Re s . 30Ž .p

mg

Ž .For the integration of Eq. 26 , a simple explicit first order
scheme was used to update the velocities and positions of
the particles.

2.4. Gas phase hydrodynamics

The calculation of the gas phase hydrodynamics mainly
w xfollows the lines presented by Kuipers et al. 7 . It is based

on the numerical solution of the following set of partial
differential equations that can be seen as a generalised
form of the Navier–Stokes equations for a gas interacting
with a solid phase as originally derived by Anderson and

w xJackson 1 .
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Continuity equation gas phase:

E ´rŽ .g
q =P´r u s0. 31Ž .Ž .g

Et

Momentum equation gas phase:

E ´r uŽ .g
q =P´r uuŽ .g

Et

sy =́ pyS y =P´t q´r g . 32Ž .Ž .p g g

ŽIn this work transient, two-dimensional, isothermal Ts
.293 K flow of air at atmospheric conditions is considered.

ŽThe constitutive equations ideal gas law, Newtonian rhe-
.ology are the same as presented previously by Hoomans
w xet al. 5 .

2.5. Two-way coupling

Two-way coupling between the motion of the particles
and the motion of the gas phase is established through the

Ž .calculation of the void fraction ´ and the source term
Ž .S in the momentum conservation equation of the gasp

Fig. 2. The principle of the PEPT technique.
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phase. The void fraction is calculated based on a two-di-
mensional analysis that is inconsistent with the applied
empiricism in the calculation of the drag force exerted on a
particle. To correct for this inconsistency the void fraction

Ž .calculated on the basis of area ´ is transformed into a2D
Ž .three-dimensional void fraction ´ using the following3D

equation:

2 3r2
´ s1y 1y´ . 33Ž . Ž .3D 2 D'(p 3

This equation has been derived on the basis of a compari-
son between a two-dimensional hexagonal lattice and a
three-dimensional FCC unit cube assuming equal inter-par-
ticle distances. It ensures that the closest packing in the
2-D hexagonal lattice is transformed into the closest pack-
ing in the 3-D FCC case. The same transformation func-

w xtion was applied by Drake 2 .
An important modification with respect to the model

w xpresented by Hoomans et al. 5 deals with the implementa-
Ž .tion of the source term S in the gas phase momentump

Ž .conservation Eq. 32 . In the present model, the reaction
force to the drag force exerted on a particle per unit of
volume is fed back to the gas phase through the source
term S that has the dimension of force per unit of volumep

Nrm3:

Npart1 V bp
S sy uyz d ryr dV . 34Ž . Ž . Ž .ÝHp a aV 1y´Ž .as0

The d-function ensures that the reaction force acts as at
a point at the position of the particle in the system. In
the numerical implementation, this force-per-volume term
is distributed to the four nearest grid nodes using an
area-weighted averaging technique described earlier by

w xHoomans et al. 5 . A mixed explicit–implicit numerical
treatment was applied similar to the one used by Kuipers

w xet al. 8 to solve the gas phase conservation equations.
Since the source term S has the dimension of force perp

unit volume the force exerted on the particles has to be
divided by the volume of a grid cell. In a 3-D model, this
is straightforward since the third dimension is determined
by the depth of the bed. In the 2-D model applied in this
work, a virtual third dimension has to be introduced. This
virtual third dimension is estimated based on the same
calculation as the conversion from ´ to ´ . In the 2-D2D 3D

simulations, the volume of a computational cell was cho-
sen to be:

V s2DXDY3y0 .75D , 35Ž .cell p

in which the third dimension is slightly less than the
particle diameter. Note that this volume depends on the
particle size, and hence, is not a constant in simulations
where a particle size distribution is taken into account.

3. Positron Emission Particle Tracking

Ž .Positron Emission Particle Tracking PEPT is a tech-
nique that allows non-invasive observation of the motion
of a single radioactive tracer particle. The PEPT technique
is schematically represented in Fig. 2. In the experiment
reported here, a glass particle, taken from the sample of
particles used in the fluidisation experiment, was activated
by direct irradiation in a cyclotron beam. The glass particle
was irradiated with the 3He beam from a cyclotron to
produce the positron emitter 18 F from reactions involving
the oxygen on the glass. The decay of the 18 F isotope
features the conversion of a proton to a neutron with the
emission of a positron, the anti-particle of the electron.
The positron then annihilates with an electron to produce a
pair of back-to-back g-rays. The g-rays are detected by the
positron camera, which consists of two position-sensitive
g-ray detectors, each with an active area of 0.3 by 0.6 m.
By using a reconstruction algorithm the position of the
particle can be obtained as the intersection point of succes-

w xsive annihilation vectors 16 . The algorithm employs an
iterative scheme to discard corrupt annihilation vectors that
can be caused by g-ray scattering or random coincidences.
When the tracer particle is stationary the more annihilation
vectors are used the more accurately the particle position
can be determined. However, when the particle is moving
the set of annihilation vectors should be large enough to
locate the particle accurately but not so large that it has
moved significantly during the time period over which the
set was measured.

The instantaneous particle velocity vector can be ob-
tained from the difference between successive particle
locations. The data consist of a list of tracer coordinates
Ž .r , r , r each with its associated time t . In practice, ax i y i z i i

weighted rolling average of 6 differences between loca-
tions i and iq5 is used, and is in general accurate to

w xwithin 10% 17 .

4. Comparison between PEPT data and simulation

The PEPT experiment as performed in this work yields
the trajectory of a single particle during 1 h. This time

Table 1
Parameter settings for the PEPT simulation

Particles Bed

Shape spherical Width 0.185 m.
3density, r 2418 kgrm Height 0.40 mp

particle diameter, 1.25–1.50 mm Number x-cells, 37
D NXp

es e 0.97 Number y-cells, 80w

NY
msm 0.10 cell width, DX 5 mmw

b sb 0.33 cell height, DY 5 mm0 0,w
y4N 15,000 time step, DT 10 sp
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scale cannot be reached by means of simulation on modern
day computers. Instead, the motion of 15,000 particles is

Ž .tracked during a shorter period of time 45 s . In fact
considerably more data is generated in the simulation since
15,000 times 45 s is a far larger number than 1 times 3600
s. And since the 15,000 simulated particles cover the
whole of the fluidised system, the simulation data does not
suffer from poorly sampled regions.

It is assumed that it is justified to compare the simula-
tion results with the time-averaged experimental data by

first time-averaging the simulation data for each of the
15,000 particles and subsequently taking an ensemble av-
erage over all the 15,000 particles. In doing this, there is a
risk that rare events, which occur over a time scale close to
or greater than the duration of a simulation, are poorly
sampled. On the other hand, the chance that such a rare
event is experienced by the tracer particle in the experi-
ment is rather low as well.

The actual comparison is made on the basis of Aoc-
cupancyB plots, velocity maps and speed histograms which

Ž . Ž .Fig. 3. a Snapshots of particle configurations of the simulation at a 5 second interval, b snapshots of the PEPT experiment.
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Ž .Fig. 3 continued .

w xare standard outputs of the PEPT software 24 developed
by the University of Birmingham. To obtain an occupancy
plot from the PEPT data the system is first divided into

Ž .cells in this case, 10 mm widthrheight . Occupancy is
defined here as the fraction of the run time, which the
tracer particle spends in each volume element. This frac-
tion is displayed using a colour code that is explained in
the legend accompanying the plot. Note that occupancy
does not distinguish between a few long AvisitsB and many
shorter ones. For the simulations, a similar procedure was
followed after all the individual particle trajectories were

added together. The velocity vectors presented in the ve-
locity maps are cell-based time-averages. Finally, the PEPT
data were compared with the results of the simulation
using speed histograms. For the PEPT experiment the
speed of the tracer particle was calculated on the basis of

Ž .the three velocity components x, y, z at each instant.
The histogram shows the speed distribution based on the
data set covering the entire duration of the experiment of 1
h. The speed histograms obtained from the simulation

Ž .results are based on the two velocity components x, y
taken into account in the simulations.
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5. Results

As a test system for the experimental validation, a
Ž .gas-fluidised bed 0.185 m width, 20 mm depth with

Žhomogeneous in-flow conditions u s1.5 u , u s0.9g mf mf
.mrs was chosen. The vertical walls were of glass and the

gas distributor format from sintered bronze. The parameter
settings for the simulation are summarised in Table 1. The
bed was filled with the glass particles in such a way the
static bed height was about 0.17 m. In the simulation, a
total number of 15,000 particles was used to match the bed
height encountered in the experiment.

The particle–particle collision parameters presented in
Table 1 were independently measured by Gorham and

w xKharaz 4 using the facility at the Open University at
Milton Keynes. The particle-wall collision parameters were
assumed to be equal to the particle–particle collision pa-
rameters. This is justified since earlier simulations showed
that the influence of the particle–wall collision parameters
were negligible compared to the influence of the particle–

w xparticle collision parameters for 0.8-eF1.0 6 . A log-
normal particle size distribution about an average diameter
of 1.375 mm was taken into account in the simulation.
Particle diameters lower than 1.25 mm and greater than
1.50 mm were rejected in order to mimic the effects of
sieving and hence match the particle size distribution
encountered in the experiment.

An initial simulation was performed first to ensure that
the actual simulation would not suffer from any start-up
effects. During this initial simulation the system was oper-

Žated at a homogeneous gas inflow of 1.5 u u s0.9mf mf
.mrs for 15 s with the parameter settings presented in

Table 1. After this initial simulation the actual simulation
Ž . Žduration 45 s was started and the required data positions

.and velocities were stored at time intervals corresponding
to those used in the experiment. Snapshots of the simula-

Ž .tion 5-s interval are presented in Fig. 3a. In Fig. 3b,
snapshots are presented that were obtained from the exper-
imental set-up using a photo camera. In this figure, it can
be observed that the bed is bubbling quite vigorously,
which is even more the case in the experiment than in the
simulation. In Fig. 4, an example of the trajectory of one

Ž .single randomly chosen particle in the simulation is
presented. This trajectory covers the whole duration of the
simulation of 45 s. Although this figure gives some insight
into the motion of a particle in a fluidised bed it does not
provide a solid basis for a comparison. Therefore, averag-
ing techniques were applied as discussed in the previous
section, which yield data that permit a comparison between
the PEPT data and the simulation results.

In Fig. 5 the velocity map obtained from the PEPT data
is presented together with the velocity maps obtained from
two simulations. In the centre, the velocity map of the
simulation using the measured values for the collision

Ž .parameters Table 1 is presented, and on the right the
velocity map of a simulation assuming fully elastic, per-

Fig. 4. Example of a trajectory of a single particle during the simulation.

Žfectly smooth collisions es1, ms0, also referred to as
.ideal collisions . A reference vector indicating the magni-

tude of the velocity is included. For the simulations a
reference vector of magnitude 0.4 mrs is plotted next to
the lower right corner of the system. In the velocity map of
the PEPT data, a circulation pattern can be observed where
particles rise in the centre of the bed and descend near the
walls. Two circulation cells can be distinguished which
together form a rather symmetric picture indicating that the
gas inflow at the distributor plate was indeed homoge-
neous.

From the simulation with the measured collision param-
eters a very similar velocity map was obtained. Although
not perfectly symmetric, two circulation cells can be dis-
tinguished which is in good agreement with the PEPT data.
The velocity map of the simulation assuming fully elastic,
perfectly smooth collisions shows a somewhat different
behaviour. The velocity vectors are smaller indicating
lower speeds and also two additional circulation cells on
top of the two main cells can be observed. These addi-
tional circulation cells rotate in the opposite direction and
were not present in the PEPT experiment.

In Fig. 6 the occupancy plots obtained from the PEPT
data and the two simulations are presented together. In this
figure it can be observed that in the PEPT data the
occupancy was higher near the walls which was also the
case in the simulation with the measured collision parame-
ters. This indicates that the particles spend relatively more
time near the walls. In the simulation, assuming fully
elastic, perfectly smooth collisions the occupancy is almost
the same at each position in the system. In other words, the
residence time of the particles is evenly distributed
throughout the whole system. This is due to the absence of
bubbles in the latter case, which causes a very homoge-
neous type of fluidisation.

It should be noted that the occupancy plot obtained
from the PEPT data is not as smooth as the ones obtained
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Ž .Fig. 5. Velocity map obtained from the PEPT data left compared with the velocity maps of the simulation using the measured collision parameters
Ž . Ž .centre and the simulation assuming fully elastic, perfectly smooth collision right .

from the simulations. This is obviously due to statistical
limitations. For the simulation results, all the particles in
the system were taken into account which renders a far
smoother picture since the whole of the bed was sampled.

In Fig. 7 the speed histogram obtained from the PEPT
experiment is presented together with the speed histograms
obtained from the two simulations. Where the velocity
map and the occupancy plot provide a basis for a more
qualitative comparison between simulation and experi-
ment, the speed histogram offers the possibility for a
quantitative comparison.

In Fig. 7 it can be observed that the results of the
simulation using the measured collision parameters com-
pare rather well with the results of the PEPT experiment.
Although the simulation results show a somewhat higher

Žaverage speed than the PEPT data about 0.25 mrs in the
.simulation and 0.15 mrs in the experiment the shape of

the distribution is rather similar. The higher average speed

is most probably due to the two-dimensional nature of the
simulation. The absence of the front and back walls in the
simulation implies that the particles in the simulation
experience a lower amount of wall friction that effectively
results in a higher average speed. It is important to note
that in both the experiment and the simulation particle
speeds above 0.4 mrs are observed. Since these higher
speeds are closely related to the bubbling behaviour in the
bed, it is important that good agreement between simula-
tion and experiment is achieved on this matter. Although
the speeds observed in the simulation are somewhat higher
than the ones observed in the experiment for reasons
discussed above, the agreement is encouraging.

The agreement between the results of the PEPT experi-
ment and the simulation assuming fully elastic, perfectly
smooth collisions is much worse in this respect. In the

Ž .latter simulation, the average speed about 0.1 mrs is
actually closer to the average speed observed in the experi-

Ž . Ž .Fig. 6. Occupancy plots obtained from the PEPT data above , the simulation using the measured collision parameters left and the simulation assuming
Ž .fully elastic, perfectly smooth collisions right .
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Ž .Fig. 7. Speed histogram obtained from the PEPT experiment top
compared with the speed histograms obtained from the simulation using

Ž .the measured collision parameters middle and the simulation assuming
Ž .perfectly smooth, fully elastic collisions bottom .

ment but more importantly however, the distribution of
speeds in the histogram is far narrower: no speeds above
0.4 mrs were observed. The reason for this is the absence
of bubbles in the simulation with ideal collision parame-
ters, since the particles attain their maximum speeds when
they are accelerated into the wake of a bubble. This once
again emphasises the profound influence that these colli-
sion parameters have on the dynamics of a gas-fluidised
bed.

6. Conclusions

Granular dynamics simulations of gas-fluidised beds
with homogeneous in-flow conditions were experimentally

validated using the Positron Emission Particle Tracking
facility at the University of Birmingham. A quasi two-di-
mensional bed of 0.185-m width and 0.4 m height with
homogenous inflow conditions at 1.5 u was chosen as amf

Ž 3.test case. Glass particles r s2435 kgrm with diame-p

ters ranging from 1.25 to 1.5 mm were used as the bed
material. In the PEPT experiment the motion of a single
tracer particle in the bed was tracked for 1 h. In the
simulation, the motion of 15,000 particles was tracked for
45 s. The simulation data were time-averaged over 45 s for
each particle and subsequently ensemble-averaged over all
the particles in the simulation. The results showed good
agreement between experiment and simulation when mea-
sured values for the collision parameters were used. The
particle speeds observed in the simulation were somewhat
higher than those observed in the experiment which is
most probably due to the absence of the front and back
wall in the simulation. When collisions were assumed to
be fully elastic and perfectly smooth the agreement was
worse. No speeds higher than 0.4 mrs were observed
whereas in the experiment as well as in the simulation with
the measured collision parameters speeds up to 0.8 mrs
were found. This demonstrates the profound influence of
the collision parameters on the bed hydrodynamics since
these higher speeds are closely related to the presence of
bubbles in the bed. From a direct comparison with an
experiment, it was therefore shown that the assumption of
fully elastic, perfectly smooth collisions is not valid for
fluidised bed simulations.

From this first comparison between granular dynamics
simulations and a PEPT experiment it can be concluded
that PEPT is a powerful tool for the experimental valida-
tion of these simulations. Future work will include valida-

Ž w x.tion on a more detailed level see for example Ref. 21 .

Notation
Cd w xdrag coefficient, y
e w xcoefficient of restitution, y
Dp particle diameter, m
DT time step, s
DX horizontal computational cell dimension, m
DY vertical computational cell dimension, m
g gravitational acceleration, mrs2

mp particle mass, kg
Np w xnumber of particles, y
NX w xnumber of computational cells in x-direction, y
NY w xnumber of computational cells in y-direction, y
p pressure, Pa
r position vector, m
Sp momentum source term Nrm3

T temperature, K
t time, s
u gas velocity vector, mrs
zp particle velocity vector, mrs
Vp particle volume, m3
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Greek symbols
b volumetric interphase momentum transfer coeffi-

cient, kgrm3 s
b0 w xcoefficient of tangential restitution, y
´ w xvoid fraction, y
m w xcoefficient of friction, y
mg gas viscosity, kgrms
t gas phase stress tensor, kgrms2

r density, kgrm3

Subscripts
c contact point
g gas phase
mf minimum fluidisation
p particle
w wall
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