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A brief history of FSL

It all began in 1998 when the FMRIB Centre was officially opened,
bringing Functional MRI to Oxford. Not only was the lab itself young,
but so were the researchers in it, with almost everyone, and certainly
all those in the Analysis Group, under 30; sadly, this is no longer true!
Wewere all academic children, or grand-children, of Mike Brady, who
was an instrumental player in setting up FMRIB alongside the original
founders: Alan Cowey, George Radda and John Newsom-Davis. FMRIB
consisted of three groups — Analysis (headed by Steve Smith), Physics
(Peter Jezzard) and neuroscience Applications (Irene Tracey). The
FMRIB Director was Paul Matthews, with Irene taking over as Director
in 2005. Everyone was squashed into the same building, allowing us
to interact in seminars, over coffee, at each other's desks, and down
the pub. These inter-disciplinary interactions were, and are, crucial for
much of the success of the lab.

http://dx.doi.org/10.1016/j.neuroimage.2011.09.015
http://dx.doi.org/10.1016/j.neuroimage.2011.09.015
http://www.sciencedirect.com/science/journal/10538119
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The enduring core of the Analysis Group from the earliest days has
been the five “boys” (as we were known). We were all quite junior,
this being Steve's second postdoc position, MJ's first, and with Tim,
Christian and Wooly all being DPhil students. Steve wants to make
it clear that although he might have provided the occasional vague
idea about which area each of the boys might work in, he provided
virtually no useful supervision to their research, being more ignorant
about medical imaging, statistics and general mathematics than any
of the others — hence, for example, Christian's description of his
own DPhil1 as being “an exercise in unsupervised learning”. So each
member of the fledgling Analysis Group pursued an individual research
topic: MJ (registration); Wooly (model-based FMRI2 statistics);
Christian (model-free FMRI using ICA); Tim (diffusion tractography);
Yongyue Zhang (tissue segmentation); Peter Bannister (head motion
correction); Steve (miscellaneous things, including brain extraction
and atrophy). There was no overarching strategy besides the goal of
developing better methodology for use within the lab, but, of course,
the stated purpose of the group was to support the rest of the FMRIB
lab in the analysis of their data.

There was a good deal of debate regarding fundamental questions
such as “theory vs. results” – would you rather be known for doing
novel and interesting theoretical work, or for developing methods
that produced the best results in practice – often assuming you
couldn't optimise for both. Our views varied widely on this issue,
with some more motivated by theory and others more by results.
This is an important question as it has significant implications for
both the academic output of the group and on its ability to produce
and maintain a software package. A purely theoretical bent tends to
lead to novel papers and good engineering-oriented grant funding,
but is unlikely to lead to general, robust, and well supported software
tools. On the other hand, a strongly results-oriented approach tends
to lead to good software but is often less good at producing novel pa-
pers or getting talks at conferences, and can have less opportunities
for funding. Overall we were able to pursue both theory and results
because we had a critical mass of people that “spanned this space”,
rather than each and every one of us having to compromise and live
in the middle-ground. One side-effect of distributing and supporting
a (fairly) self-complete software package is that we needed to create
practical algorithms that (mostly) work robustly on a wide variety of
real data; but, at the same time, we have also strived extremely hard
to generate leading-edge mathematical theory to feed into our soft-
ware. It is likely that things would have turned out very differently
without this range of people, topics and motivation.
3 This is really just the same motivation as wanting to publish good work, have it
Early software

How did people in FMRIB analyse data before FSL? What is the
lineage of FSL? The answers to these questions start with MEDx,
whose influence still lingers on, for good and bad. MEDx had already
been identified as the primary software that FMRIB would use, even
before the lab had been built, and for reasons that none of us ever
knew! (In those early days, before most of us joined the lab, there
was little or no general discussion about other alternatives, like using
SPM instead, although a version of SPM was available in MEDx; and
there was certainly no assumption early on that we would produce
our own software package). MEDx (see the article by Geoff Aguirre in
this issue) was commercial software that integrated display and pro-
cessing via a single GUI (Graphical User Interface), and could be easily
extended with plugins. It was this ability to very easily incorporate our
plugins that was initially attractive, and is responsible for us using
1 PhD in Oxford-speak.
2 We always preferred to capitalise the “F” in FMRI, partly because we didn't want to

be prejudiced against “functional”, which is a perfectly good word, and also because
the lab name “FMRIB” is already unexciting and unpronounceable enough without de-
meaning its first letter!
TCL/TK (for scripting and GUIs), as this was the scripting language
required for these plugins — although for us these quickly became
just wrappers for our C and C++ programs.

Our research work took the form of implementing algorithms in
C/C++, or sometimes directly in TCL, and then linking these into
MEDx once we thought they were working well. These modules
were then “released” to the rest of the lab and had various people
from the different groups use them and give feedback. This turned
out to be a very two-way street, as not only would others in the lab
get to use our algorithms early on, but we would learn a lot from
how they would perform on a wide range of data, as well as how peo-
ple could misinterpret or misuse what we wrote. It should not be
underestimated how much we benefitted, and still do, from this pro-
cess, as there were often considerable changes made to the algorithms,
in order to make them work in a reliable and robust way. The range of
different datasets is crucial here.We certainly feel that softwarewritten
without this immediate feedback about when it does and does not
work, is highly likely to fail onmanydatasetswhen released to the com-
munity at large, as people are much less likely to give good feedback if
they don't know you and can't just wander down the corridor, or chat
to you in the pub. People outside a given lab will often give up on
using tools from that labwithout ever contacting the authors. In addition,
we also learnt that people using the tools can't actually read theminds of
the people writing the tools, and that if we don't explain when and how
to use the tools properly, then they don't get used well.

One of the strengths of MEDx was that the integration of running
the analysis and visualising it encouraged the users to look at their
data throughout the different stages of the analysis pipeline, which
is something that we feel is really important. As FSL eventually
moved away from MEDx and became stand-alone, we have to an
extent lost some of that mid-analysis “data-interactiveness” (primarily
in order to allow more advanced users to carry out complete analyses
very efficiently), but we have at least tried (e.g., through web-page
results reporting, that includes lots of snapshots of intermediate results)
to maintain (albeit more “static”) visualisation of the intermediate
analysis stages, such as the registration results forming part of a
FEAT FMRI analysis.

Our own software

So, within a year or two, we got to the stage where we had a set of
our own tools that performed most of the steps in the FMRI analysis
pipeline (brain extraction, smoothing, statistics, registration). At
some point (no-one quite remembers), we decided to release the
software, as MEDx plugins, to the outside world, not knowing how
many other users beyond our lab would have any interest. We
thought that if we were starting to develop some tools of novel func-
tionality and scientific value, then it would be very rewarding3 if
other labs started using them widely. It has been!

It was around the time of our first public releases of FSL4 that we
realised that there were relatively few steps in the pipeline where
we relied on MEDx, and that we could implement these ourselves
and obtain a complete, self-contained analysis pipeline for FMRI. Al-
though it was clearer at this time that there existed a reasonable out-
side interest in the tools, the decision to fully support a package that
was independent of MEDx was still a more difficult one than for the
original release. Even coding themissing toolswasn't a simple decision,
as it required us to write, revise and revise again, implementations of
certain existing algorithms that took time to do but would not count
highly cited, and help push science forwards.
4 Initially these were late-night and poorly coordinated efforts; e.g., at one point

Christian was doing some last-minute bug fixes (at 3am) in his code only to discover
that it had been released “into the wild” prematurely (by an over-enthusiastic Steve)
and that an industrious user had already downloaded, installed and tested it, and
was now reporting the bugs that Christian had fixed minutes ago!
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towards publications or grants — at least not directly or immediately.
This effort was over and above the inevitable efforts that go intowriting
underlying library code (for images and mathematical operations), and
often implementing these additional tools was intellectually more de-
manding and required more careful and intensive testing. A particular
example of this was the implementation of cluster-based inference
using Gaussian Random Field Theory (the computationally efficient
thresholding approach originally developed for SPM). It was nothing
more than an implementation of publishedmethods for smoothness es-
timation and the random field theory mathematics, but required time
and care. Looking back on it now, although this was a difficult decision,
it was a worthwhile investment, being necessary to reach the wider
community, in accordance with the results-oriented drive to develop
methods that were not only of intellectual merit but were used in real
analyses of real data from real experiments.
Other matters

Once the various missing pieces in the FMRI pipeline had been
implemented and tested we finally had a complete, stand-alone
piece of software. Then came some really important and difficult de-
cisions: (i) what colour should the GUIs be? (ii) what name do we
use? (iii) how do we pronounce the name? and (iv) what logo should
we have? OK, so these may not seem quite as important as what sta-
tistical thresholding technique should we implement, but these deci-
sions definitely took longer to come to an agreement on, and in some
cases there is still no agreement.

We followed the lead of Henry Ford when making the GUIs
and decided that the users could have them in any colour they
liked, as long as it was grey. However, if you modify the file
$FSLDIR/tcl/fslstart.tcl then you can have whatever colours
you like (but don't tell anyone else or it will spoil the secret). It may
not help your analysis, but at least it's a change of scenery.

The next vexed issue was that of a name. A consensus on this was
relatively quickly reached and the result was, of course, FSL (standing
for “FMRIB Software Library”, and not the GNU-inspired “FSL Soft-
ware Library”, as a certain recursionist in the group preferred). Fol-
lowing this there was a protracted debate about how it should be
pronounced. One camp favoured “Fossil” and one favoured “Eff Ess
Ell”. At the same time a logo was developed, based on a trilobite
(see Fig. 1), which brought together two things: the love of grey
and the pronunciation “Fossil”. As time passed the logo was accepted
but the pronunciation chosen was “Eff Ess Ell” — so much for
consistency.
Fig. 1. The FSL logo in all its glory, courtesy of “Little Dave” Homfray.
Some philosophy behind the software

We have discussed some aspects of the way that we program but
not why we made these decisions. For instance, why did we choose to
use C++ and scripts within a Unix-like environment? Although there
are many factors, including the fact that we were already familiar
with these, the principal reasonswere speed, modularity, and portability.
We wanted the software to be accessible to all, run quickly, and be
powerful, by allowing maximum flexibility and adaptability.

It was (and arguably still is) the case that C++ offers the best
combination of speed and portability for programming. There are
compilers for all platforms and it produces fast running code with
pretty low memory overheads when written carefully. What it is
not good at is string and file manipulation, but these things are han-
dled very well by Unix shell scripts, and so this was the combination
we went for. It was the case that most scientific labs, including ours,
were based around Unix machines (many different variants were
common back then such as SGI, Sun, Dec Alpha), and we wanted
the code to be usable on all of them, making C++/Unix the best
way to have code that worked well in the majority of labs without re-
quiring additional commercial software such as MATLAB. It also
pushed us to adopt /bin/sh for the shell scripts rather than bash,
as the latter's syntax varied too much over different platforms (and,
unfortunately, still does). The only othermajor platformwasMicrosoft
Windows and it was initially quite easy for us to get FSL to run natively
on Windows by using the freeware “Cygwin” program. Alas, this is no
longer a possibility due to changes in Cygwin over the years, and we
now skirt the issue completely by recommending that people run FSL
in a virtual Linux machine within Windows.

Apart from issues of speed and portability, modularity was an
important factor for the science and usability. Part of the Unix philos-
ophy that we liked was the fact that it is built from small components
(tools/programs/executables/scripts — call them what you like) that
do individual jobs but can be put together in a very large variety of
ways to accomplish a huge range of tasks. This was exactly what we
wanted to be able to do with our tools, and so this was the approach
we took. It can be seen most strongly with tools such as fslmaths5

and fslstats that, just on their own, can be put together to do all
sorts of things. It was also this desire to be modular, flexible and
hence powerful, that drove the decision to separate the processing
from the GUIs and viewing tools. The GUIs provide a default and user-
friendly pipeline, that simply organises the execution of the individual
command line tools. Similarly, FSLView is only a tool for viewing and
interacting with images, but not for modifying them, besides manual
drawing. In fact, to start with we had no viewing tool within FSL at all
and relied totally on other packages for this, such as MEDx and AFNI
(which we used, with great gratitude to Bob Cox, in one or two early
FSL courses).

Another major tenet of the philosophy of FSL was that it should
not require a master's degree in computer science and the patience
of a saint to install it. We learnt a lot from another major brain im-
aging package that we had worked with, where it was a long and
painful process to install all the necessary third-party packages
(and then the other packages that they depended on, etc.) and
then get the compilationworking. At the time theUnixworld did accept
this as more or less normal, which has thankfully changed. Hence for
FSL, we always tried to provide pre-compiled self-contained downloads
for the most common operating systems, but always had source code
available for those who needed to compile it for more unusual systems
(or just because they secretly liked running the compiler…).
5 American friends might like to: cp $FSLDIR/bin/fslmaths $FSLDIR/bin/

fslmath.
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Names

Putting together a complete software package also brought unex-
pected challenges, like what names to give to each tool. It might have
been easier (on users' hippocampi) to follow the SPM lead and go
with generic names (FSL-segment, FSL-register, etc.), but, we didn't,
and can't quite remember why, or even whether we ever really dis-
cussed it… We spent a disproportionate amount of time discussing
the names; and for those who are unfamiliar with FSL, it is a haven
for acronyms: BET, FLIRT, FEAT, FILM, PRELUDE & FUGUE, MCFLIRT,
FLAME, FNIRT, MELODIC, FAST, SIENA, FDT, BEDPOST, TBSS, and the
list goes on. Most of these, we must admit, do not stand for something
that is easy to remember, but they are all easy to pronounce… except
for TBSS and FNIRT.

Although there are some quite good acronyms in the above list (if
we do say so ourselves, although we admit they are not the best ever;
Yang et al., 2007) there are some acronyms that have never properly
seen the light of day. For example, part of the FLAME process is in-
volved in approximating Bayesian probability distributions or, more
simply speaking, cleaning up the posterior, and is accurately de-
scribed by: Bayesian Inference with Distribution Estimation using a
T-fit. Another example, long forgotten, is a symmetry estimation
tool, for finding the inter-hemispheric plane, prior to the days of high-
ly reliable registration, called: Automatic Robust Symmetry Extrac-
tion. A final example is a near miss, rather than a hidden or
forgotten one, and that is the original name for “FNIRT”: FMRIB's
Optimised Nonlinear Deformation tool with Levenberg–marquardt
Estimation (FONDLE), which naturally follows after FLIRTing with
the data!

Programming

Although certain aspects of programming can be enjoyable (such
as folding mode, virtual functions, and using the word “grot” as
much as possible) it is really the research that drives us on. As it is
not possible to do as much of both as we would like, a good balance
is needed between planning, coding, testing, documenting and the
non-software-related activities of methodology research, publica-
tions, grants, etc. Although we have found no perfect solution to
this problem, we have adopted, on the programming side, a mixture
of third-party libraries for standard functionality (such as matrix
mathematics via the NEWMAT package which we have very happily
used now for many years now — thank you Robert Davies!) and
some general in-house libraries for image- and timeseries-related
storage and processing. Most of the code in FSL is specific application
code (e.g., FEAT or FDT or SIENA) that sits on top of these libraries.
Non-research-related coding (e.g., FSLView, randomise, etc.) and
more extensive testing is something that we have only relatively re-
cently managed to fund a pure (and non-virtual) programming posi-
tion for, due to the difficulty of getting funding for non-research staff.

Whilst we are in the programming section we have two confes-
sions we ought to make. The first is that we know that some of the
error messages from FSL are about as easy to understand as hiero-
glyphics. Although it is possible to make this better, finding all the in-
stances would require a lot of time that we have been investing
instead in newmethodology, support and documentation. The second
confession is that we have a love affair with Macs.6 We won't try and
justify this in a gushing display of public affection, but instead will ex-
plain how we first met. It all began with a very generous gesture from
Robert Coghill who wanted a port of FSL to run on his Mac very badly.
However, we didn't know how the new Macs worked and so he
solved that by just sending us a laptop, free of charge. This was the
first time that we had seen the new range of Macs, running the
6 We have no financial links with Apple, although we encourage Apple executives to
contact us at the above address!
unix-style OSX. In fact the port of FSL to Mac was finished the day
after the laptop arrived. It was just so much easier to set-up and
maintain than the linux laptops we were used to — it was lovely
and a thing of beauty!7 We even got to use PowerPoint, and more re-
cently Keynote, without giving up on using Emacs and the command
line in a terminal — something that I don't think we could live with-
out. Within 2 years the entire FMRIB lab was almost totally dominated
by Mac desktops and laptops.

Licensing

Universities at present push for all research outputs to be com-
mercially marketed when possible, and the University of Oxford is
no exception. We have been very grateful that the University has
taken our wishes on these issues onboard, and we have adopted a
nearly freeware strategy so that only profit-making use of FSL, such
as work by or for pharmaceutical companies, requires a paid licence,
with pure academic enterprises using it for free. This has led to
many more people making good use of FSL than would otherwise
have been the case. The researchers who create FSL receive a fraction
of the income generated, which is nice (if modest), but we don't con-
sider this to be a “conflict of interest” in terms of wanting people to
use FSL, because even without money involved we would be enthusi-
astic about them doing so! We are committed to continuing to pro-
vide the main FSL software package freely to academia.

Past to present

It was June 2000 when we first released FSL, which at that time
only contained a very small subset of the tools it contains today.
Over time we have developed new methodology, and improved
existing methodology, but also put significant efforts into support,
documentation, publications and data formats. It now contains
about 200,000 lines of code!

Software structure

FSL divides into three main areas, related to functional, diffusion
and structural image analysis. There are over 230 individual com-
mand line tools (approximately 140 scripts and 90 compiled C++
programs — including 50 small/flexible tools in the “fslutils” set)
plus 23 GUIs, making it very flexible but rather formidable to the
first-time user. However, there are only a handful of major tools
that most people use directly, as shown in Table 1, which gives a
rough idea of the current scope of FSL.

As mentioned above, the GUIs provide a simple interface and pipe-
line for the various underlying command-line tools. It is always pos-
sible to replicate an analysis that was done with a GUI using only
command-line tools, and this is made easier by the existence of a
command log file that is output by the GUI. Thismakes custom-scripting
relatively easy, including parallelising tasks on a computing cluster,
although distributing jobs over a cluster is already automatically
handled by some of the “larger” FSL GUIs (e.g., FEAT, FDT).

Some of these tools have existed for a long time (e.g., FEAT, BET,
FLIRT) while others are relatively new (e.g., FABBER, TBSS, FSLVBM).
At times there have been “delays” before including certain functional-
ity that might arguably have appeared earlier, for example nonlinear
registration and VBM-like functionality; we now describe a little of
the relevant history.

Initially FSL contained only linear registration and our belief was,
based on our experience of using different tools, that (for FMRI), using a
robust linear registrationmethodwas superior in consistency to relative-
ly low degree-of-freedom (DOF) non-linear registration alternatives.
7 Sorry, we gushed…



Table 1
The major tools within FSL.

Use Tool name

FMRI: task-based, using GLM FEAT
FMRI: resting-state or task-based, using ICA and no
temporal model

MELODIC

ASL (perfusion imaging of flow) FABBER
Diffusion: probabilistic tractography FDT
Diffusion: multisubject voxelwise analysis TBSS
Brain extraction BET
Tissue-type segmentation (GM/WM/CSF) FAST
Subcortical segmentation FIRST
Linear and Non-Linear Registration FLIRT and FNIRT
Voxel-wise analysis of grey matter density FSL-VBM
Whole brain atrophy (longitudinal and cross-sectional) SIENA and SIENAX
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This was especially true when the data quality from the scanners was
relatively poor by today's standards, and the only available standard-
space template was the linearly-registered-and-averaged MNI152
(or avg305 before that). Since the template image had relatively lit-
tle detail in the cortical folds and distortions in the functional EPI
scans was substantial, then there seemed little advantage in using
non-linear registration. A more consistent linear registration, which
was less affected by artefacts, should produce better results, although
there would be some systematic mis-locations of activations. However,
other developments, such as registering diffusion-based skeletons in
TBSS (for which we initially used the IRTK non-linear registration
(Rueckert et al., 1999) for approximate alignment), the improvement
in data quality, the ability to correct EPI distortions, and the advances
in non-linear registration methodology, meant that we (finally) did de-
velop our own non-linear registration method (FNIRT). This method is
capable of very high-DOF registrations between images or to the (now
non-linear— thanks Andrew Janke!) standard MNI152 template.

At the outset we were a little skeptical of the usefulness of VBM
(Ashburner and Friston, 2000; Good et al., 2001), due to the standard
criticisms of non-linear registration error and sub-optimal data and
templates, as discussed above. We also believed, and still do, in the
potential of surface-based analysis (e.g., using FreeSurfer) to quantify
more meaningful physiological parameters such as cortical thickness.
However, we received many requests for a VBM tool and had several
discussions with internal and external users about the relative
strengths and weaknesses of the two methods (VBM and surface-
based cortical thickness analysis). We also conducted our own com-
parison study (Voets et al., 2008), showing that there were both
similarities and differences in the biologically-plausible results
generated, making it impossible to tell, without knowing the ground
truth, which method was superior. The upshot was that it became
clear that there was role for VBM within FSL as it has high sensitivity
for change, even though the quantity being measured is hard to inter-
pret and the user must be very careful to minimise segmentation and
registration errors. Consequently we have a VBM implementation,
FSL-VBM (Douaud et al., 2007), which is routinely used for looking at
grey matter changes, although white matter microstructure change is
dealt with entirely differently — using TBSS.
Publications and tools

Most of the major tools in FSL have accompanying papers (including
the overviews Smith et al., 2004; Woolrich et al., 2009) that explain the
scientific principles behind the software and show some of the validation
and test results. However, not all pieces ofwork are suited to publication,
as some tools are just implementations of existing ideas (e.g., FUGUE).
Thus the coverage of the FSL toolset in the literature it is a little patchy.
In order to partially rectify this we will now discuss some of the tools
which are not supported by specific publications.
FUGUE
One tool in this category is FUGUE, which is a tool for performing

EPI distortion correction based on an acquired fieldmap. The princi-
ples are derived from a combination of work in Jezzard and Balaban
(1995) and Cusack et al. (2003). That is, it takes an undistorted field-
map (acquired using two gradient-echo or spin-echo scans with dif-
ferent TEs) and scales the values to calculate the voxel-wise shift (a
non-linear spatial distortion) along the phase encode direction (Jezzard
and Balaban, 1995). Furthermore, it calculates an estimate of the signal
loss (caused by dephasing of spins within a voxel induced by the B0-
inhomogeneities) which is used as a weighting function for registra-
tion of the undistorted EPI. Getting the fieldmap and EPI into correct
alignment, to account for any motion that occurred between the ac-
quisitions, is done by creating a distorted version of the fieldmap
magnitude image as a registration target for the EPI (Cusack et al.,
2003). The remainder of the required functionality is implemented
with our existing tools, such as FLIRT for the linear registrations,
and the overall pipeline for distortion correction is built into our gen-
eral FMRI analysis tool, FEAT.

Inference
A more general area for FSL that has patchy coverage in the lit-

erature is thresholding and inference. As mentioned earlier, we
started with an initial implementation of Gaussian Random Field
Theory (Friston et al., 1994; Worsley et al., 1992) for cluster-
based thresholding and inference. This is computationally very
fast, and the use of cluster extent as the test statistic can have con-
siderable sensitivity advantages over voxelwise testing. It is still
the most commonly used thresholding and inference method ap-
plied in FMRI analysis within FSL. Since then we have implemen-
ted other thresholding and inference methods such as spatial
mixture modelling (Woolrich et al., 2005), FDR (Benjamini and
Hochberg, 1995) and randomise (permutation-based inference;
Nichols and Holmes, 2001). In situations where parametric (i.e.,
Gaussian) assumptions about the data no longer hold, such as in
FSLVBM or TBSS, we use randomise. The choice does not stop
here though, as randomise is capable of producing either uncor-
rected voxel-wise p-values or a variety of p-values that are cor-
rected for multiple comparisons. For instance, it can reproduce
the non-parametric equivalent to the cluster-based method in ran-
dom field theory, or it can weight the cluster by the statistic values
(cluster-mass thresholding), or use TFCE-based values (Smith and
Nichols, 2009). As this form of non-parametric analysis is based
on very few assumptions, especially compared to random field the-
ory, we foresee that these techniques will be used more and more
in the future. This is already happening within our lab, especially
when more complicated analyses are being done, e.g., using ICA-
based de-noising, voxel-wise regressors, and corrections for non-
stationarity (Salimi-Khorshidi et al., 2011).

Display tools
Another topic that is difficult to publish on is the development of

display or viewing tools; although they are important for the soft-
ware, they rarely represent new science. As we said before, FSLView
was not created immediately and FSL existed for several years with-
out it. However, a good viewing tool is crucial as it is the way that
you can look at your data, which is an absolutely essential activity
for everyone. It is only by inspecting raw data and the different stages
of results in an analysis pipeline thoroughly that you can have confi-
dence in the final outcomes and interpretations. With FSLView, hero-
ically honed over the years by Dave Flitney, we were able to more
easily interact with various images from FEAT (functional analysis)
outputs and get closer to the data and results — see Fig. 2. We always
have more ideas about desirable functionality in the viewer than we
have time and resources to pursue, butwe are hoping to continue to im-
prove the ability of FSLView to get closer to the data and results,



Fig. 2. Top panel: screenshot of FSLView showing two overlayed activation maps (coloured in reds and blues) together with raw time-series, GLM model fits and clustering results.
Bottom Panel: screenshot of a 3D rendering of diffusion-based tractography results in FSLView.
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implementing the ability to viewMELODIC (ICA) and FDT (tractography
and connectivity) outputs in a faster,more intuitivemanner.Watch this
space.

In addition to viewing data and results, FSLView also has several
built-in atlases, some of which are bundled with permission from ex-
ternal efforts (MNI structural atlas, Jülich histological atlas, Talairach
Daemon labels, JHU white-matter atlases, Cerebellar atlas) and
some of which were developed in-house (Harvard–Oxford structural
atlases, using manual labels kindly (and painfully!) provided by
David Kennedy, and the Oxford Thalamic Connectivity Probability
Atlas). These allowusers to get a feeling for population averages/variation
at specific points in the brain, as well as where the “standard” regional
boundaries would be in their subject or group average. It is important to
stress that this does not, and should never, replace the user looking care-
fully at their data and using their own understanding of the anatomy to
interpret their results. However, it can add extra information on top of
this, especially when considering how the population varies and how dif-
ferent modalities (e.g., histology from the Jülich atlas) compare with the
visible gross anatomy.

Teaching and documentation

Providing teaching material is crucial for any package, FSL included.
There was always some documentation provided on the FSL website

image of Fig.�2
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and bundled with the package itself. However, following the OHBM
conference in 2001, we took the next steps and started providing
more personal support via an email list and through an annual hands-
on taught course. In the near future we will be replacing all of the doc-
umentation with a Wiki, combining the current web documentation,
FAQ, email list search and course material.

Email list
FSL has been supported by an active email list since mid 2001. The

initial decision to start this list was, let's say, not universally popular
among the members of our group. It is safe to say that within our
group the tradeoff between research time and support time has al-
ways been fraught with opposing opinions. However, it has certainly
been popular with the community (often reported as one of the best
features), with an average of about 10 emails per day (over 40,000 in
total) since it started.

In practice the email list has allowed us to get some incredibly
valuable feedback on how tools perform in situations both similar
and very different to how they were used in our lab. The consequence
of this is that we have been able to improve the tools and increase our
confidence in the accuracy and robustness of the algorithms. Such in-
teractions, although not the commonest types of email on the list,
have certainly led to quicker bug fixes and generally have enhanced
the quality and even scope of FSL. Often they require looking at data-
sets which are uploaded, by invitation only, to our secure site, and
then deleted afterwards.

FSL and FreeSurfer course
The email support list is useful for people who have specific ques-

tions to ask, but does not really get people up to speed on FSL when
they are new to it. In 2002 we decided to hold the inaugural FSL
and FreeSurfer course in Melbourne, Australia where we would not
only give some lectures, but get people to use the software with
hands-on practicals and a maximum of two people per computer
(see Fig. 3). Since then we have had one per year, with up to 160 at-
tendees each time, holding them around the time of the OHBM con-
ference and in a city that is “close”. Some examples will probably
give you an idea of what we mean by “close” or, alternatively, how
good our geography is. For instance, pairs of cities have included:
Florence–Siena; Los Angeles–New York; and Sendai–Melbourne.

We have always held the course jointly with the FreeSurfer devel-
opers (starting in Melbourne with our good friend Doug “throw the
Fig. 3. Panel (a): photo demonstrating the existence of the FSL and FreeSurfer course and the
(simulated!) example dataset in 2001, so that it could be analysed in less than 10 min on the
cigar over the wall” Greve) as this is a case of a positive, long-
standing relationship due to both the fact that the two packages are
very complementary and the people very complimentary. This linkup
has also been excellent for advertising the course; in Marina del Rey,
Los Angeles, we gained an extra attendee who had seen the sign for
the “Free Surfer” course and decided to come along to check it out,
surfboard and all dude!

The course has always been very popular with the attendees and
so we have left the format pretty much unaltered: a 90 minute lecture
followed by a 90 minute hands-on practical (with plenty of demon-
strators around to answer questions), repeated each morning and af-
ternoon. It is not without some pain though, and this was never more
extreme than with the first course, where the typical day involved
teaching the course from 9 to 5, going for dinner, then back to the
lab to finish creating the lectures and practicals for the next day
(such as the “FSL” activation — see Fig. 3b), until about 3 am. One
morning we were even fixing bugs in the software during the lecture,
up to 15 min before the practical started. Thankfully, since that first
time, things become less and less fraught every year!
Data formats

Due to our formative years being dependent on MEDx, we initially
started by supporting the Analyze data format. Right at the beginning
we decided not to support DICOMas a native format since there already
existed several perfectly good conversion tools fromDICOM to Analyze,
and we were not keen on reinventing that particular wheel. Also,
DICOM is an ever-changing target, and converters need to be constantly
updated, so we are happy with the decision to leave DICOM conversion
to others—many thanks are owed to thosewho do provide these tools,
including Doug Greve (mri_convert in FreeSurfer), Chris Rorden
(dcm2nii in mricron) and Jolinda Smith (MRIConvert).

Unfortunately, as many readers will know, Analyze was far from a
perfect format and there came to be several distinct and incompatible
flavours of it. This problem was recognised by the NIH and a commit-
tee was formed, chaired by Stephen Strother and filled with represen-
tatives from major functional neuroimaging software packages, in
order to thrash out a standard data format that would be understand-
able and accessible for all and would facilitate exchange of data be-
tween packages. The result was, after a couple of years, the NIfTI1
format, and we began supporting this in FSL in 2004. This has been
very successful in allowing data to be exchanged between packages
fact that we really do love Macs. Panel (b): the “FSL” brain activation created as a simple
computers of the day, and that is still going strong and used in our courses to this day.

image of Fig.�3
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and therefore increases the scope of what can be done scientifically,
since each package has unique capabilities. Recent innovations such
as NIPY (nipy.sourceforge.net) or CBRAIN (cbrain.mcgill.ca)
are further increasing the range of possibilities for cross-package
analysis.

A big difference between NIfTI and Analyze was that NIfTI images
could store the anatomical orientation of the different axes. Previously,
all Analyze images were being treated as the “same way around” as the
template images:MNI152, or avg305 before that. These had come, some-
what strangely, with a negative voxel dimension in the x-direction and
so we always wrote our images out that way, but realised early on that
we could not trust that this would be consistent in the input images —
and so we ignored the sign of the voxel dimensions when reading im-
ages. We had taken these things on board as strong assumptions and
they ran through everything in FSL, so that we then needed to undo
them everywhere in order to get things to work for both orders of stor-
age (or handedness, or radiological/neurological storage, all of which
roughly boils down to whether the list of intensities in the file starts at
the left or the right hand side of the image). At the beginning this caused
some problems for users and developers alike, but has now been re-
solved for several years and FSL can happily cope with either storage
order and can tell

Future directions — XMI
The future for FSL is all about integration (see Fig. 4). We want to
integrate more with tools like FreeSurfer, trying to make interopera-
tion as seamless as possible. We also intend to add support for extra
formats/dimensionalities: GIFTI (allowing surfaces to be repre-
sented), NIFTI2 (allowing 64-bit dimensions and storage), CIFTI
(combining surface and volumetric components of GIFTI and NIFTI to-
gether, being developed within the NIH Human Connectome Project).

Scientifically, in the immediate future, much of our research will
relate to our part in the Human Connectome Project (HCP); this will
combine advanced acquisition techniques for structural, functional
and diffusion data with a very large cohort of subjects. We will be
Fig. 4. Our XMI future res
working on methods for exploring the connectome based on diffusion
data, task FMRI and resting-state FMRI. Much of this will be looking at
the relationships between the modalities, which is part of our longer
term plans to push forward with much more cross-modal integration
(XMI) research (Fig. 4). We feel that cross-modality methodology
needs to become more integrated at a low-level and be able to simul-
taneously and coherently analyse data from the different modalities
(structure/function/diffusion). One of the biggest strengths of FSL in
our view is the ability to analyse images overmany differentmodalities,
and a main goal for us is to bring these analyses closer together, both
scientifically and in the software. Analysing modalities together, in a
truly joint manner, is where we see the future of MRI and analysis re-
search going. An early example of such integration work is the cross-
modal ICA work of Groves et al. (2011), where we have developed a
Bayesian framework for starting to address some of the major chal-
lenges when combining very different types of data in one big analysis.

FSL, as for all packages, has its strengths and weaknesses, fans and
critics. It has the capability for great flexibility by virtue of its array of
command-line utilities, it can analyse a wide range of MR modalities
(task FMRI, resting FMRI, ASL, diffusion, structure), and can be easily
scripted and run over computing clusters. It is particularly suitable
for multi-modal MRI neuroimaging investigations and will increas-
ingly support a wide-range of connectivity-based analyses.
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