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Ion sputtering yields for Ru, Mo, and Si under Ar+ ion bombardment in the near-threshold energy
range have been studied using an in situ weight-loss method with a Kaufman ion source, Faraday
cup, and quartz crystal microbalance. The results are compared to theoretical models. The accuracy
of the in situ weight-loss method was verified by thickness-decrease measurements using grazing
incidence x-ray reflectometry, and results from both methods are in good agreement. These results
provide accurate data sets for theoretical modeling in the near-threshold sputter regime and are of
relevance for �optical� surfaces exposed to plasmas, as, for instance, in extreme ultraviolet
photolithography. © 2009 American Institute of Physics. �doi:10.1063/1.3149777�

I. INTRODUCTION

The lifetime of multilayer coated reflective optics is one
of the most important issues for the next generation of pho-
tolithography equipment utilizing extreme ultraviolet �EUV�
wavelengths.1 This is particularly crucial and challenging in
the case of so-called collector optics, which directly face a
high-power plasma light source to capture the EUV light.
Srivastava et al.2 recently reported measurements and calcu-
lations of the collector lifetime relevant to erosion of the
topmost surface by bombardment with energetic Xe or Sn
debris from EUV light sources. Erosion of the collector sur-
face can also be caused by the secondary plasma produced
by the interaction of EUV light and buffer gasses used in the
EUV source. Recently, van der Velden et al.3,4 and Wieggers
et al.5 extensively modeled this secondary plasma induced
damage using an analytical technique and particle-in-cell
Monte Carlo simulations. So far, these theoretical predictions
are lacking recent and accurate sputtering yield data for low
energy ion ��100 eV� bombardment of thin films.

Sputtering is the erosion of a solid surface by energetic
particle bombardment.6 Sputtering yield is defined as aver-
age number of ejected target atoms per incident ion. For a
simple physical sputtering system, the yield is described in
terms of Y�E ,� ,M1 ,Z1 ,M2 ,Z2�, which is dependent on the
incident ion energy E, incident angle � relative to the target
surface normal, and the mass M and atomic number Z with
indices 1 and 2 standing for incident ions and target atoms,
respectively. The yield is generally described based on the
effects of mass ratios A�M2 /M1, surface binding energies
Us, and the nuclear stopping power Sn�E�.7–9 Analytical mod-
els of the sputtering yield at normal incidence ��=0�, includ-
ing models of Bohdansky7 and Yamamura and Tawara,8 are
used to describe the sputtering experiments presented in this
paper, and a brief description will be given in Sec. III.

At ion energies near the sputter threshold regime it is
challenging to accurately determine sputtering yields be-

cause of the low yields and the difficulty in preparation of a
high flux and monoenergetic low energy ion beam. Previous
measurements of sputtering yields of metals for Ar+ and Ne+

ions with energies from 50 to 600 eV were done by Laegreid
and Wehner10 in 1961, though not for near-threshold ener-
gies. In addition, the yields were determined by ex situ
weight-loss measurements of spherical targets immersed like
large negative Langmuir probes in a dense low-pressure
plasma. In this paper, we discuss sputtering yield experi-
ments on Ru, Mo, and Si, materials commonly considered
for use in optical coatings for the EUV wavelength
range.11,12 We present in situ weight-loss measurements in an
ultrahigh vacuum system, resulting in accurate sputtering
yield determination notably for low to near-threshold sputter
energies.

II. EXPERIMENT

In situ weight-loss measurements were carried out to
measure the sputtering yields using a Kaufman type ion
source, a retarding field analyzer/Faraday cup �RFA/FC�, and
a quartz crystal microbalance �QCM�. Comparing to previ-
ous similar experiments in literature,13 the broad and homo-
geneous ion beam used in this study makes simultaneous
measurements of the ion flux and the weight loss possible.

The ion source used in this study is a three-grid broad
beam �15 cm diameter� ion source with a thermionic cathode
filament and permanent magnet confinement elements. The
flow rate of Ar was 10 SCCM �SCCM denotes standard cu-
bic centimeter per minute at STP�, and the chamber pressure
was 8�10−5 mbar �with less than 1% residual gases� during
the ion exposure. The double ionization energy of Ar atom is
43.4 eV, and the discharge potential was set to be 35 V to
prevent formation of doubly charged ions. The three-grid
system, composed by screen, accelerator and ground grids,
extracts the ions and serves as an ion lens. The screen poten-
tial is floating, while the accelerator potential is set to extract
ions. In our ion source, the aperture size of the accelerator
grid is designed to be less than the aperture size of the screen
grid to enhance the ion flux. In this study, the ion flux was
maximized by tuning the accelerator potential, and the ion
current to the accelerator was minimized ��10 mA� to re-
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duce sputtering of the accelerator grid material. The RFA/FC
�CEA3, CCR GmbH� and the QCM �XTM/2, Inficon� were
mounted 6.5 cm in front of the Kaufman ion source at a 4.5
cm radius off the ion beam center axis to ensure equal ion
doses on both devices.

The sputter targets consisted of 100 nm thin films of Ru,
Mo, or Si precoated on the QCM using physical vapor depo-
sition �PVD� with electron beam evaporation technology.
The RFA/FC consists of a front cover with an aperture of 0.5
mm diameter, a retarding field electrode for electron repul-
sion, and a retarding field cup electrode for ion repulsion.
During the experiment, the RFA/FC ran in two modes: one in
which the RFA mode was employed before and after each
experiment to measure the ion energy distributions and an-
other in which the FC mode was used to monitor the ion flux
for the in situ sputtering yield measurement �without ion
retarding field�. The ion flux and weight loss were simulta-
neously measured during sputtering using FC and QCM, re-
spectively, and the control and signal acquisition was done
using LABVIEW software �National Instruments� in a personal
computer. Further pre- and postsputtering analyses were per-
formed using angle resolved x-ray photoelectron spectros-
copy �Theta probe AR-XPS, Thermal Scientific� and scan-
ning electron microscopy �SEM� to check the chemical
components of the coated layer as well as the amount of
implanted Ar+ ion and the topography of the quartz, respec-
tively.

In order to confirm the accuracy of the weight-loss mea-
surements, a separate experiment was carried out where a
sample with a �10 nm Ru layer was added near the
RFA/FC and QCM and in the same radius off the center of
ion beam axis. The Ru layer was PVD coated on a superpol-
ished Si wafer �25�25 mm2, rms�0.2 Å, and native oxide
of �2 nm SiO2�. The thickness change resulting from the
sputter experiment was obtained in situ using the RFA/FC
and QCM and ex situ by means of grazing incidence x-ray
reflectometry �GIXR� using a Philips X’Pert double crystal
x-ray diffractometer at Cu K� line radiation �0.154 nm�. The
software package IMD �Ref. 14� was used to fit reflectivity
simulations to the experimental data, primarily yielding Ru
layer thickness, density, and roughness.

III. ANALYTICAL EXPRESSIONS

Empirical expressions derived by Bohdansky7 and
Yamamura and Tawara8 were used to interpret the experi-
mental results obtained in this study. These analytical expres-
sions of sputtering yield at normal incidence ��=0� are based
on Sigmund’s results: Y�E�= �0.042� /Us�Sn�E�,15 in which
the sputtering yield Y�E� is inversely proportional to the sur-
face binding energy Us �generally approximated by the heat
of sublimation, in eV� and proportional to the deposited en-
ergy at the surface. The deposited energy is proportional to
�Sn�E� in which Sn�E� is the nuclear stopping cross section
and ��M2 /M1� is a best-fit parameter. Sigmund’s equation
however generally fails to describe experimental data sput-
tering yields either in the lower incident energy range or for
light incident ions. To solve these problems, Bohdansky pro-
posed a universal relation as follows:7

Y�E� = 0.042
�RP/R��
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TF�E��1 − �Eth

E
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E
	2
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�1�

In this equation, the sputtering yield in lower incident energy
range �near sputtering threshold energy Eth� is corrected by
two factors: one, the effectively deposited energy, which is
�Sn�E� multiplied by a factor of 1− �Eth /E�2/3, and the other,
the momentum distribution of the recoiling target atoms by a
factor of �1−Eth /E�2. The sputtering yield for light projectile
ions is corrected by a factor of RP /R in which Rp is the
projected range of the average path length R. Nuclear stop-
ping power for the Thomas–Fermi potential Sn

TF�E� is used.
In order to improve the accuracy of the universal expression,
Yamamura and Tawara8 derived a new universal equation as
follows:

Y�E� = 0.042
Q��
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where ke is the Lindhard electronic stopping coefficient, � is
the reduced energy, and �=W / �1+ �M1 /7�3� is a dimension-
less factor. Q�Z2�, typically a factor around unity, comes
from the energy loss of the sputtered particles between the
point of origin and the surface. W�Z2� may reflect the elec-
tronic stopping power �typically W=0.35Us�, and s�Z2� is
used to fine-tune the sputtering yield in the near-threshold
range �typically s=2.5�. The parameters Eth /Us�M2 /M1�
used in Yamamura–Tawara’s and Bohdansky’s equations are
plotted in Fig. 1, and an evaluation of both equations to
describe experimental sputtering yields in the near-threshold
energy regime will be presented in Sec. V.

IV. RESULTS

Before and after each sputtering experiment, the ion en-
ergy distributions of the Kaufman ion source were measured
using the RFA and fitted by Gaussian distributions. For the
range of energies used in the current studies, the average ion
beam energy agrees well with the Kaufman anode potential

FIG. 1. �Color online� The empirical curves of Eth /Us as functions of mass
ratios A�M2 /M1 used in Bohdansky’s model �Ref. 7� �Eq. �1�� and Yama-
mura and Tawara’s model �Ref. 8� �Eq. �2��. The solid and open squares are
the new-fit parameters determined from the current study �see Table II�.
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�within 1 V�, and the ion beam energy spread was typically 6
eV �Gaussian widths�, sufficiently small compared to the en-
ergies used in this study.

As an example, two representative data sets of in situ
sputtering measurements on a 100 nm Ru layer are shown in
Fig. 2. The thickness of the coated layer on top of the quartz
during sputtering was calculated using the Sauerbrey
equation16

d =
NQ�Q

	�fZ
tan−1�Z tan�	

f0 − f

f0
	
 � 0.1 nm, �3�

where NQ is the frequency constant for an AT-cut quartz
crystal �1.668�1013 Hz Å�, �Q is the density of quartz
�2.648 g /cm3�, � is the density of the deposited material, f is
the frequency of the loaded crystal, f0 is the frequency of the
unloaded crystal �6 MHz�, and Z is the acoustic impedance
ratio. Due to external influences, such as ion impact and
QCM temperature, the thickness signal is distorted directly
after switching the ion gun on and off. The distortion is
clearly larger for lower energy ions due to the lower sputter-
ing rates �see also Fig. 2�a��. Due to these artifacts, two
methods were chosen to extract the sputtering yields. In the
first case, the sputtering yield Y1 was calculated using the
constant thickness change rate and ion flux in region A, in-
dicated in Fig. 2. In the second case, the sputtering yield Y2

was calculated using the total thickness change and total ion
fluence in region B, indicated in Fig. 2. The distortion effect
is relatively less significant for higher ion energies because
the sputtering yields increase nonlinearly near the threshold
energy. For higher energies such as 200 eV, as shown in Fig.
2�c�, the first method is not used because a steady rate of the
quartz frequency change could not be reached in timeframe
of the experiment due to the high sputtering rate and limited
amount of coated Ru on the QCM.

The maximum ion flux decreased when the ion energy
decreased; e.g., for an ion energy of 40 eV, the maximum ion
flux was limited to 0.45 mA cm−2 �i.e., 2.8
�1015 ions cm−2 s−1� �see also Fig. 2�b��. To investigate the

dependence of sputtering yield on ion flux, several different
ion fluxes were used, and the resulting sputtering yields were
consistent, showing no significant flux dependence. For each
experimental run, different ion energies were used in an ar-
bitrary sequence to eliminate systematic errors. The same
energy was repeated several times and the results were re-
producible, indicating that the effects of surface modifica-
tion, temperature difference, ion implantation, etc. were neg-
ligible. The sputtering yield results are averaged and plotted
in Fig. 3. We can see that the yields Y1 and Y2 extracted by
the above two methods are consistent. Two data sets, circles
and squares, which resulted from different QCMs, confirm
the reproducibility of this method. Sputtering experiments
were repeated for Mo and Si, and the results are shown in
Fig. 4 and listed in Table I. More discussions on the sputter-
ing yield results will be given in the following section.

An XPS analysis of the Ru thin film shows approxi-
mately 1 nm of ruthenium oxide on top of the Ru layer,
which was removed by ion sputtering before initiating the
sputtering yield measurements. No Ar was observed by XPS
analysis after sputtering experiments, which shows that less
than 1% of Ar was implanted during sputtering. The rough-
ness of the QCM surface was of the order of a micrometer,
and the SEM images show that the roughness did not change
before and after the ion exposure.

To investigate the effect of surface roughness and vali-
date the sputtering yield data obtained using a QCM, addi-
tional experiments were carried out on Ru thin films. Two
superpolished Si substrates with a 10 nm coated Ru layer on
top were exposed to 50 eV ions for 30 min and 200 eV for 1
min, respectively, while simultaneously exposing the
RFA/FC and QCM. Figure 5 shows the Cu K� GIXR spectra
of the Ru film before and after 50 eV Ar+ ion irradiation, as
well as model simulations performed using IMD. The analysis
shows that the thickness of the Ru layer decreased from 11.6
to 8.4 and 6.2 nm after exposure to energies of 50 and 200
eV, respectively. The density parameter of the Ru film before
and after low energy ion bombardment was
11.2
0.2 g /cm3, slightly less than the bulk value of

FIG. 2. �Color online� Two representative sets of in situ signals �Ar+

→Ru� of thickness and ion flux measured using QCM �top panels� and FC
�bottom panels�, respectively. The ion energies for ��a� and �b�� left panels
and ��c� and �d�� right panels are 40 and 200 eV, respectively. Regions A and
B are selected for extracting the sputtering yields Y1 and Y2, respectively.

FIG. 3. �Color online� Comparison of the experimental near-threshold
�Ar+→Ru� sputtering yield to empirical curves. The experimental data
points Y1 and Y2 are extracted by two different methods due to the QCM
distortion effects �see Fig. 2�, while circles and squares represent two data
sets that resulted from different QCMs. The empirical curves are calculated
using the original parameters described in Refs. 7 and 8.
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12.3 g /cm3, and is typical for polycrystalline thin films de-
posited using low adatom energy deposition techniques. The
Ru surface became smoother �roughness parameter reduces
from 8.5 to 5 and 3 Å, respectively� after ion bombardment
at 50 and 200 eV. From the thickness change and film den-
sity, the amount of sputtered atoms was determined, provid-
ing an alternative determination of sputtering yield. The re-
sults were in good agreement with those obtained using in
situ weight-loss measurements. These data further confirm
the accuracy of the results from the in situ QCM signals as

well as show that the sputtering yields on a film deposited on
a rough QCM surface are comparable with those of a film
deposited on a smooth Si wafer.

V. DISCUSSION

To describe the near-threshold sputtering yields obtained
in this work, we compare curves calculated from the expres-
sions of Bohdansky and Yamamura–Tawara with our experi-
mental data. Figure 3 shows that our experimental sputtering
yields near-threshold energies for Ru are between the two
predictions such that Bohdansky’s formula predicts a too
high threshold energy, while Yamamura’s formula predicts a
too low threshold energy. It should be noted that the formu-
las used in both calculations are empirical and threshold en-
ergies are based on data taken at considerably higher ener-
gies �typically�100 eV�. Similar discrepancies between
experimental data and model simulations based on these two
formulas were observed for Mo and Si.

To improve the agreement between the theoretical mod-
els and the near-threshold data presented here, fits to the data

FIG. 4. �Color online� Sputtering yields of Si, Mo, and Ru under low energy
Ar+ ion irradiation. See the caption of Fig. 3 for the description of the
experimental data points. The calculated curves are fitted using Bohdansky’s
and Yamamura and Tawara’s expressions �Eqs. �1� and �2�, respectively�
with the new-fit parameters listed in Table II.

TABLE I. Sputtering yields for Si, Mo, and Ru under Ar+ ion bombardment. See text for more details regarding
the two different methods of extracting sputtering yields Y1 and Y2.

E
�eV�

Si Mo Ru

Y1 Y2 Y1 Y2 Y1 Y2 Y1 Y2

35 0.034 0.016
40 0.058 0.030 0.0016 0.0011 0.0016 0.0013
45 0.0069 0.0062 0.0065 0.0058
50 0.079 0.067 0.0096 0.0091 0.013 0.010 0.012 0.012
60 0.15 0.089 0.023 0.022 0.027 0.025 0.028 0.027
70 0.16 0.11 0.047 0.044 0.052 0.050
80 0.15 0.060 0.055 0.075 0.070
90 0.19 0.056 0.070 0.11 0.10

100 0.36 0.20 0.090 0.10 0.16 0.14 0.14 0.13
150 0.27 0.31
200 0.47 0.35 0.52 0.45 0.45
300 0.65
400 0.66 0.87 0.78
600 1.0

FIG. 5. �Color online� GIXR spectra from a thin Ru film taken before and
after Ar+ ion sputtering at 50 eV. The solid and dashed curves are the
experimental data and simulations, respectively. The curves “before sputter-
ing” are offset by a factor of 0.01 for display purposes.
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were made while optimizing Eth for Bohdansky’s formula
and Q, W, s, and Eth for Yamamura’s formula. The results
together with the best-fit curves and the best-fit parameters
are shown in Fig. 4 and listed in Table II, respectively. As a
reference, Table II also lists the original parameters that were
used to calculate the curves shown in Fig. 3. When compar-
ing the parameters from Bohdansky and Yamamura–Tawara
with those obtained in this work, especially for Si, a large
discrepancy is found in the sputter threshold Eth. We pose
that the thresholds presented here are more accurate than
those presented in Refs. 7 and 8 due to the extension of
experimental data to the threshold region. Although data on
the heavy elements Mo and Ru are well reproduced by the
equations assuming only a different Eth, a large discrepancy
remains for the lighter element Si, where experimental sput-
tering yields are generally much higher than predicted ones.
Only by adjusting the value of Q, good agreement with the
experimental data can be achieved. An increased sputtering
yield efficiency for Si may also be recognized in Ref. 17,
although it was not remarked upon at the time.

Further improvement in the modeling of sputtering
yields near the threshold energy has been carried out using a
Monte Carlo program TRIM.SP.18,19 However, it is still diffi-
cult to find physical basis to generalize the calculated yields
at such low energy due to the multiple scattering processes.
The accurate experimental data and methods presented in
this work may be used as a basis for an improved theoretical
description of physical sputtering at energies close to the
sputtering threshold. In addition, these experiments, together
with a high flux plasma and ion beam facility �Pilot-PSI
�Ref. 20�� will enable accelerated lifetime experiments at
conditions relevant to plasma-facing optics used in EUV li-
thography.

VI. CONCLUSION

Sputtering yields of Ru, Mo, and Si at low incident ion
energies have been measured by means of in situ weight-loss
measurements using a QCM and FC, as well as a thickness-
decrease measurement using GIXR. The analysis and com-
parisons show that these experimental results on the sputter-
ing yield at “near-threshold energy” are between the
predictions of Bohdansky’s and Yamamura and Tawara’s cal-

culations with their empirical parameters. In order to inter-
pret the experimental data given in this paper, improved fit
parameters are provided and discussed. The data presented
here can be used as a basis for further theoretical studies on
near-threshold sputtering and enables lifetime studies of
plasma-facing optics such as those used in EUV lithography.
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