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a b s t r a c t

Traditionally, the means of describing anatomical and physiological structures of the autonomic nervous
system is natural language, drawings and images as represented in the scientific literature. In behavioral
studies of this system, mathematical and electrical models and computer simulation tools are in use. In
this article, we propose the use of the Unified Modeling Language to describe and specify the anatomical
eywords:
agus nerve
euron models
ardiac pathways
aroreceptor reflex

and physiological structures and indicate how these can be enriched to capture the behavioral view as
well. Using the metamodel facilities of the language, we propose a domain specific language that captures
the domain concepts, their relationships and constraints. Application of the language is demonstrated by
modeling the vagus nerve in part.

© 2010 Elsevier B.V. All rights reserved.

nified modeling language
eta-modeling

. Introduction

For centuries the anatomy of man has been studied, first at a
acroscopic level and later, following technical advances, enriched
ith microscopic and ultrastructural details. Considerable atten-

ion has been given to the nervous system of man, particularly the
utonomic nervous system. An enormous volume of knowledge
as been accumulated and made accessible mainly by traditional
cientific methods. Studying the (autonomic) nervous system has
redominantly been the field of expertise of the clinical field, neu-
oanatomy and neurophysiology. However, lasting recent decades,
new field has emerged, namely neural engineering. Here profound
nowledge of the nervous system is to be acquired by the engi-
eering scientist and used to analyze, design and test new ways of
eurostimulation (for an overview see Prodanov et al., 2003), e.g.,
agus nerve stimulation (Matheny and Shaar, 1997; Rozman and
unc, 2004; Groves and Brown, 2005). The need for a framework
o unify experimental and theoretical results in neuroscience has
een advocated by, for instance, Eliasmith and Anderson (2003) in
hich a computational framework for modeling neural behavior

nd dynamics is presented. Two research efforts in this direction
re neuroScholar (Burns, 2001), and the Neural Open Mark-up Lan-

uage (NeuroML, Goddard et al., 2001). The neuroScholar system is
“computational knowledge management system with the objec-

ive of providing non-computational neuroscientist with a method
o manipulate the published literature”. The scope of the system

∗ Corresponding author. Tel.: +31 53 4892834; fax: +31 53 4892287.
E-mail address: beijnum@ewi.utwente.nl (B.-J.F. van Beijnum).

165-0270/$ – see front matter © 2010 Elsevier B.V. All rights reserved.
oi:10.1016/j.jneumeth.2010.08.015
is “to fully delineate the neural circuitry involved in a particular
behavior” Burns (2001). The NeuroML is an open standard that
consists of a set of XML based specifications for describing neu-
ral system models (neurons and neuronal networks). The purpose
of NeuroML is to define a common format of these models so
that these can be communicated between neuroscientific applica-
tion components, such as databases, simulators and visualization
applications. Simulators that use this open standard are NEU-
RON (Carnevale and Hines, 2006), GENESIS (Bower and Beeman,
1998), NeuroSim (Revest, 1995) and JSim (JSim, 2009). Hence,
NeuroML is not a neuroscientific application or application compo-
nent itself. Also, because NeuroML is based on XML, it is intended
for computer systems and not for communication between
neuroscientists.

In this article, we propose a new framework for the modeling
of the autonomic nervous system, using the Unified Modeling Lan-
guage (UML). The UML is an object oriented language intended to
be used to model complex systems. It supports a graphical nota-
tion, but has a firm semantic underpinning. The UML is not a
programming language, but resides at a higher conceptual level.
UML modeling environments usually give support for software
development and for automatic and guided translations to pro-
gramming languages such as Java, C or C++. The UML (version 2.0)
supports thirteen diagram styles, roughly clustered in three classifi-
cations: structural diagrams (including class diagrams), behavioral
diagrams and interaction diagrams. There are three main reasons

for adopting UML instead of XML:

• With UML we can define neuroscientific languages (metamodels).
That is, generic neuroscientific rules and domain knowledge can

dx.doi.org/10.1016/j.jneumeth.2010.08.015
http://www.sciencedirect.com/science/journal/01650270
http://www.elsevier.com/locate/jneumeth
mailto:beijnum@ewi.utwente.nl
dx.doi.org/10.1016/j.jneumeth.2010.08.015
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be captured and enforce application of these rules and knowledge
to neuroscientific models. This is not possible in XML.
With UML conceptual neuroscientific models are created as
apposed to the logical and data models in XML based approaches
(Wand and Weber, 2002; Parsons and Cole, 2005).
XML schemata are easily generated from UML using model trans-
formations (Routledge et al., 2002; Bruhn, 2006).
In software development environments there is a broader sup-
port for application component design using UML than there is
using XML. This support constitutes model transformations, such
transformation exist for UML to generate databases (web-based)
user interfaces (including model navigation) and skeleton code
for application logic. A good example of such a software devel-
opment environment is IBM’s Rational Systems Developer (RSD,
2008).

Finally, UML models are graphical and better suited as means of
ommunication between neuroscientists. Compared to other con-
eptual modeling languages, such as Entity-Relationship Diagrams,
he UML is the better choice because it is semantically richer.

A disadvantage is however, that yet another language is to be
earned by those that are to use it. However, although a deep under-
tanding of the semantics of the UML may cause some problems,
he language is quite intuitive and relatively easy to learn. Another
oint of concern is that the UML supports many different types of
odels, however as will be demonstrated the class diagram is a type

f UML model with which the most essential conceptualizations
an already be captured.

In this article, the focus is entirely on conceptual modeling. The
bjectives are to extend the UML to a language for the modeling
f the autonomic nervous system in man and to demonstrate its
pplicability. The scope of the language extension is twofold as it
pecifies the concepts, relationships and constraints of:

the macroscopic anatomical view: in this view the autonomic
nervous system comprises the nerves that connect the various
nuclei in the brainstem and the organs such as smooth muscles,
glands and viscera, and
the microscopic physiological view: in this view neurons struc-
tures and their synaptic interconnections are modeled, with
suggestions made regarding the physiological aspects.

In addition, the relationship between these two views is speci-
ed, thus allowing the construction of integrated neuroanatomic-
hysiological models. The application of this approach is
emonstrated by modeling (parts of) the vagus nerve.

Models built in this way can be checked for conformity with the
etamodel automatically when a proper UML development tool is

sed, e.g., the IBM Rational Systems Developer (RSD, 2008).
So, in this article we do not consider the design of neurosci-

ntific application components, such as databases (web-based)
odel construction interface design, or simulator design. Nor do
e discuss how existing application components can be integrated.
owever, with reference to IBM’s Rational Systems Developer, it is
vident that the languages proposed in this article can be realized
s a UML profile and thus made available and used in modeling.
n addition, integrated software design environments also support
ML based application component design through model transfor-
ations. Today’s state of the art in software engineering makes it

ossible to generate databases (using, e.g., the Java Persistence API),
eb-based interfaces (e.g., using Java Server Faces) and application
ogic skeletons (Session Beans) based on UML models.
In neuroscientific collaborations, developed models and also

heir corresponding metamodels, for example as proposed in this
rticle, may need to be exchanged between the collaborating sites.
or this purpose the OMG has specified the XML Metadata Inter-
cience Methods 193 (2010) 307–320

change (OMG XMI) standard. Using XMI, UML profiles and UML
models can be serialized to sequences of characters or bit strings
such that they can be transferred over network connections and
reconstructed in a meaning preserving way at the receiving sites.
When those models have been implemented in a particular neuro-
scientific database, the export and import facilities of the database
may also be used to exchange those models. Remote export and
import facilities typically use a serialization technique similar to the
one mentioned previously, for example on Java platforms using Java
objects and Remote Method Invocations (RMI), JavaScript Object
Notation (JSON) or on SQL oriented databases using the available
SQL – XML mappings.

With a UML metamodel for the autonomic nervous system,
the domain knowledge is made explicit and is therefore eas-
ier to share. In addition to the traditional approach, a modeling
language aids in more precise and accurate models. A common
language promotes communication among experts in the field,
but also among different disciplines. In this way, it can facilitate
multidisciplinary research. The models developed may serve as
schemata for the development of a database that captures the
knowledge developed in neuroscience and can be maintained and
shared among researchers in the field. With a metamodel and
models proposed in this article a basis is defined that can be
further extended as required, for instance to support morpho-
metric analysis studies, or neuronal network simulation studies.
Models developed using a common metamodel promotes and
enables the exchange between existing analysis and simulation
tools and using a metamodel to check models for correctness is
easily automated and thus assists in the modeling process. Because
integrative neuroanatomic-physiological models can be built, auto-
mated methods to analyze the potential effects and side-effects
of nerve stimulation (as function of the location of stimulation)
become possible.

In this article, we propose UML metamodels that capture con-
cepts in neuroanatomy and neurophysiology at nerve level and
neuronal level. This way, we are able to construct models that are
correct by construction, that is only syntactically and semantically
meaningful models can be built from this language. Moreover, these
models are conceptual and thus technology independent (unlike,
e.g., NeuroML). Technology specific models are easily generated
using existing transformation tools. The models discussed consider
parts of the autonomic nervous system, as apposed to models con-
sidered by Goddard et al. (2001) and Burns (2001) who focus on the
central nervous system.

2. The Unified Modeling Language

We apply the Unified Modeling Language (UML) (Booch et al.,
1999) to model the autonomic nervous system. The visual represen-
tation of the UML notation makes the models more accessible for
both neuroscientists and ICT engineers. The modeling elements are
sufficiently clear to enable both groups to work with the specified
models and to provide modeling input in their domains of exper-
tise. The basic UML modeling constructs are illustrated in Fig. 1 and
explained in the following.

A class is a set of objects that has features in common, such
as attributes, operations and relationships. Fig. 1(a) shows how a
UML class is represented; in this case the class is named “A” and all
members of the set represented by it have the attribute “name” and
“description” and have the operations “getName”, “setDescription”

and “create”. An association defines a relationship between classes;
hence it defines a subset of the Cartesian product of these classes. A
UML association can relate two or more classes. In Fig. 1(b), a binary
association is shown. An association has a name (“BinaryAssocia-
tionAB” in this case), at the association ends (i.e., near the classes



B.-J.F. van Beijnum et al. / Journal of Neuroscience Methods 193 (2010) 307–320 309

n clas

a
t
r
p
t
“
t
l

i
p

a
g
e
r
o
(
c

t
r
w
a
t
T
t
p
i
a
a
i
c
“
o
a

U
q
T
T
U

Fig. 1. Basic UML constructs: (a) class; (b) binary association; (c) associatio

ssociated) a name may be specified so as to describe the role of
he class in the association (hence “endA” and “endB” in this case
espectively). Finally, at each association end, the allowed multi-
licities are specified (“0..*” and “2..4” respectively). This means
hat for each object in set “B” zero or more objects (denoted as
0..*”) in set “A” may be linked. Similarly, for each object in set “A”,
wo, three or four objects (denoted as “2..4”) from set “B” must be
inked.

An association class has the features of an association and a class,
ts graphical notation is given in Fig. 1(c). Using an association class,
roperties and methods can be defined for the association.

In Fig. 1(d) generalization is illustrated (the line with the open
rrow head). The class “A” is (relative to the generalization) the
eneral class, and the classes “B” and “C” are (relative to the gen-
ralization) the specific classes. A generalization is a taxonomic
elationship, meaning that instances of a specific class (i.e., an
bject) are also an instance of the general class. The specific class
“B”, “C” respectively) also has the features defined for the general
lass (this is often called inheritance).

Fig. 1(e) and (f) shows examples of special kinds of associations;
hese are called composite aggregation and (shared) aggregation
espectively. In the composite aggregation example, class “A” is the
hole and the classes “B” and “C” are the parts. At the composite

ggregation ends, names may be included to describe the roles of
he classes in the association (e.g., “wholeA” and “partB” in Fig. 1(e)).
he composite aggregation is to be understood in the following
erms: the parts cannot exist without the whole; furthermore the
arts can only be part of one whole. Hence, the existence of a part

s bound to the existence of the whole. The (shared) aggregation is
weaker form, where parts may exist independent of the whole;
part may also be part of more than one whole. For example, an

nstance of class “C” is a shared part of two or three instances of
lass “A” and it may be a shared part of at most one instance of class
D”. At the (shared) aggregation ends, names describing the roles
f the classes in the association may be included (e.g., “sharedA”
nd “partC” in Fig. 1(f)).

In the above review, the basic language constructs to design

ML models are discussed by example UML models. However, the
uestion arises as to how these language constructs are defined.
he specification of the UML language is at the metamodel level.
he full specification of the UML version 2 can be found in OMG
ML Superstructures (2007) and OMG UML Infrastructure (2007).
s; (d) generalization; (e) composite aggregation; (f) (shared) aggregation.

As part of the UML language specification several language exten-
sion mechanisms are included, this allows new modeling concepts
to be introduced that are specific for the problem or application to
which the UML is applied. One extension mechanism consists of
specializing existing language concepts and extending these with
additional constraints and relationships.

The UML metamodel is the specification of the UML language, a
UML model is a model expressed in this language. The UML meta-
model is important for this article because the approach followed
is to define a dedicated language for the modeling of nerves (and
nerve networks) and neurons (and neuronal networks). However,
the formal specification of these extensions is beyond the scope of
this article. Instead, we will turn to an intuitive presentation. All
concepts illustrated in Fig. 1, and in fact many more, are defined in
terms of metaclasses and their relationships and constraints. Thus,
there are the metaclasses “Class”, “Association”, “AssociationClass”,
“Generalization” and so on. We may extend the UML language by
specifying new concepts (i.e., new metaclasses) as specializations
of existing UML metaclasses. An example of defining new con-
cepts from the metaclass “Class” is given in Fig. 2(a), it defines the
concepts “MyConceptA” and “MyConceptB”. Such language exten-
sions are useful because they allow the specification of additional
or new constraints that do not hold for the generalized concepts.
As an example, when specifying the metaclass Neuron as a spe-
cialization of “Class”, we can establish the constraint that it must
contain several neuron parts, one of which must be an input part
(via which inhibition or excitation can occur) and one of which
must be an output part (which can cause inhibition or excitation).
Input parts and output parts form junctions or synapses; this is
yet another concept specific for the problem domain. Junction will
be specified as a specialization of the metaclass “AssociationClass”.
In the nerve and nerve network language that is specified in the
next section, a similar approach is followed. Specializations of the
metaclass “Association” may be specified too. As shown in Fig. 1,
an association (possibly with some form of aggregation) involves
specific notations and modeling options (such as the multiplicities
and role names at the ends). In order to overcome complexities of

the UML metamodel, we introduce a simple notational convention
to define new types of association. The new associations that will
be defined in the next section are all binary associations; hence,
they constrain the number of ends of an association to two. A new
binary association is defined by specializing the “BinaryAssocia-
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Fig. 2. Defining new language constructs by special

ion” as shown in Fig. 2(b). The definition of a new association,
uch as “MyConceptC”, may further constrain the ends of the asso-
iation. The constraints may include the metaclasses to which the
ssociation can be applied, and the multiplicities at the ends of the
ssociation. Examples of such constraints are shown in Fig. 2(b).
he same holds for specializations of association classes as shown
n Fig. 2(c).

. Modeling language for the autonomic nervous system

The autonomic nervous system is in many aspects a complex
ystem. At a course grained level, the physical level, it is complex
ue to the nerve structures connecting the various end points such
s the numerous nuclei of the brain stem and the viscera. It is com-
lex also due to the huge number of neurons involved and the
uge number of fibers carried by the nerves of the autonomic ner-
ous system. For the vagus nerve alone 40,000 myelinated fibers
ave been estimated (Kobus, 2008, see also Pick, 1970), as well
s many unmyelinated ones. Another dimension of complexity is
ound when considering the signals propagated and “processed” by
ndividual neurons and neuronal networks as to exert autonomic
ontrol of the viscera. In the context of this article, we will often
se the generic term behavior to refer to this aspect of neurons and
euronal networks.

Inspired by ICT system development and working practices (e.g.,
he OSI and ITU-T Reference Model of Open Distributed Processing:
.901-X.904, 1996), two distinct modeling languages have been
eveloped: one is suited for the modeling of nerves and nerve net-
orks, the other is suited for the modeling of neurons and neuronal
etworks. These two languages focus on different aspects of the
utonomic nervous system (thus, providing different viewpoints of
he same system). The modeling language for nerves and nerve net-
orks enables us to express the nervous system in terms of nerves,
erve branches, plexuses, nuclei and the viscera to which these
onnect. On the other hand, the modeling language for neurons
nd neuronal networks takes the viewpoint of the neurons and
euronal junctions that are responsible for the visceral, efferent
nd afferent behavior of the autonomic nervous system. Conse-
uently, models can be constructed for each of these viewpoints.
he relationship between models in these different viewpoints and
pplication of the languages proposed for the vagus nerve are pre-
ented and discussed below.

.1. Nerves and nerve networks
In this section, a language to model the nerves of the auto-
omic nervous system in man is presented. This language must
nable us to model precisely the anatomy of nerves in the auto-
omic nerve system. Devising such a modeling language is not
(a) Class; (b) Association; and (c) AssociationClass.

trivial, as illustrated by the following. Consider the vagus nerve
(either the left or right vagus nerve) which arises from nuclei in
the medulla oblongata and “wanders” through the body eventu-
ally reaching the abdominal cavity. Along its course, the jugular
and nodose ganglia are encountered. Furthermore, the number of
axons varies along the path of the vagus nerve as nerves branch
from the vagus to innervate various viscera. In conclusion, it must
be possible to model the vagus nerve at macroscopic level as a net-
work of nerve parts so that ganglia that are part of a nerve and the
path followed by axons can be modeled explicitly.

For this reason a language is proposed that allows nerves to be
modeled in a way that is independent of the anatomical naming
conventions, although the relationship with these conventions is
easily included. Furthermore, the language is based on the intrin-
sic characteristics of the nerves themselves and uses a more fine
grained set of concepts that is rich enough to model the rela-
tionships with the neuron and neuronal network level (see next
section), and to model the relation with the traditional anatomi-
cal naming conventions. The language proposed is also relevant for
clinical applications and neurostimulation research. For instance,
when considering course grained neural stimulation, such as vagus
nerve stimulation, the location of stimulation can be precisely pin-
pointed. In addition, in case a sufficiently detailed model of the
vagus nerve is available, the effects and potential side-effects can be
analyzed and understood by both clinical and non-clinical experts.

The basic idea for modeling nerves and nerve networks is to
consider these as a system of tube-like components that are used
as a carrier for neurons and their parts (e.g., axons). Hence, a nerve
network connects functional bodily parts (such as nuclei of the
brain stem and viscera). The language proposed considers nerve
networks in a constructive way being composed of various types
of tube-like components. The language defines the various nerve
network component types and the rules for modeling a nerve net-
work.

Note that in the following, we are concerned with a metamodel
(i.e., a language) with which models of nerves and nerve networks
can be constructed. The different types of components needed in
the modeling of a nerve or nerve network include the following:
segment, bifurcation, plexus, ganglion, nucleus, organ, viscus and
muscle. These component types (shown in Fig. 3) and their rela-
tionship (shown in Fig. 4) are defined as follows:

• Segment («segment»): a segment is a tube-like part of a nerve
network that can carry axon fibers. A segment must have two

connections to different segment endpoints. Relative to the seg-
ment, one segment endpoint may be designated a direction, such
as cranial (i.e., superior) or caudal (i.e., inferior), lateral or medial.

• Segment Endpoint («endpoint»): a segment endpoint is an abstract
metaclass used to specify entities that may be connected to a seg-
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Fig. 3. The metaclass hierar

ment and are part of a nerve network. Concrete sub-metaclasses
are Bifurcation, Plexus and Ganglion.
Bifurcation («bifurcation»): a bifurcation is a nerve network part
where the network splits into two different directions, axons car-
ried may go either direction. A Bifurcation is connected to exactly
three different segments. One of these segments carries the full
bundle of axons and this bundle bifurcates, i.e., splits, towards
the other two segments. It must be noted that a single axon fiber
may split in collaterals and then bifurcate at other segments.
Plexus («plexus»): a plexus is a part of a nerve network with
multiple segments connected to it. For example, two could be
designated as incoming, and two as outgoing. A plexus provides
a means for axons to be routed flexibly. Regarding the naming
of the nerve segments connected to the plexus, these are usually
all given different anatomical names. In some cases, a plexus is
a composite; as an example, the cardiac plexus consists of the
superficial part and the deep part. In other cases, a plexus may
contain a ganglion, for example the pelvic plexus. For reasons of
brevity, this detailing of plexus will not be considered further in
this article.
Ganglion («ganglion»): a ganglion is part of a nerve network
with one or more incoming segments and one or more outgo-
ing segments. A ganglion hosts somas, and it may host synaptic
junctions. Different subtypes may be distinguished: ganglion that
hosts the soma’s of pseudounipolar neurons and that carries
axons (a dorsal root ganglion); and a (visceral) ganglion where
axon fibers terminate (i.e., it hosts axon terminals) and synapse
with dendrites of neurons whose somata are hosted by the gan-
glion. In the following, for brevity we will not explicitly model
different subtypes.
Nerve network terminal («terminal”): a nerve network terminal
is a metaclass representing an endpoint of the nerve network,
it is a point (one out of possibly many) from which the nerve
network arises or terminates. Concrete nerve network terminals

are Nucleus, Muscle and Viscus.
Nucleus («nucleus»): a nucleus is an anatomically delineated
structure in the central nervous system, usually functioning as
a hub. In the context of this article, we deal with several nuclei in
the brainstem as these are afferent or efferent terminal points of

Fig. 4. Nerve networ
r modeling nerve networks.

the vagus nerve. A nucleus may be the terminal point of one or
more segments.

• Viscus («viscus»): a viscus is an organ in the body to which seg-
ments are connected. A viscus may be the terminal point of one
or more segments.

• Gland («gland»): a gland synthesizes a substance, e.g., a hormone,
for release.

• Muscle («muscle»): a muscle is a body tissue that can contract;
in the context of the autonomic nervous system only smooth
muscles are controlled. Multiple segments may be connected to
a muscle.

• Connection («connection»): a connection specifies the relations
between NerveNetParts and NerveNetTerminals to build nerve
networks. A connection is a binary association. A connection
always connects a segment and segment end point or nerve net-
work terminal. Furthermore, the metamodel specifies (though
not shown in the figures) constraints on the number of connec-
tions for each nerve network part and nerve network terminal.
These are: a nerve network terminal may have arbitrary number
of connections (hence multiplicity *); a bifurcation has exactly
three connections (hence multiplicity 3); a ganglion has at least
2 connections (hence multiplicity 2..*); a plexus has at least four
connections (hence multiplicity 4..*) and a segment has exactly
two connections (hence multiplicity 2).

• Nerve («nerve»): a nerve is a subnet of a nerve network consisting
of segments, bifurcations and ganglia and to which an anatomical
name is given. A nerve comprises at least one segment, and may
comprise multiple bifurcations and ganglia (cranial or dorsal root
ganglia). Furthermore, any segment and any bifurcation must be
part of a nerve (assuming that anatomical nomenclature takes
care of giving names to all sub structures of a nerve network).
A ganglion may be part of a nerve. This “part of” relationship is
modeled using the standard UML composite aggregation.
3.2. Neurons and neuronal networks

The human autonomic nervous system contains many different
types of neurons. The differences exist in terms of the structure of
the neuron (efferent and afferent neurons), the way in which neu-

k connections.
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ons interact (chemical synapse and electrical synapse), the context
n which they perform their function (pre- and postganglionic neu-
ons), and the role played by a neuron in the nervous system
sympathetic and parasympathetic neuron). The neuron meta-

odel defines the concepts and their relationships on the basis
f which different neurons and neuronal networks can be mod-
led. In general, neurons have a specific structure. Specific parts
f a neuron are involved in the interactions. Furthermore, some
euron parts function as neuron input and other parts function as
utputs of the neuron. When modeling neurons or a neuronal net-
ork, it will depend on the purpose of these models what details

re to be included. For instance, in more detailed studies it may be
ecessary to model the full dendritic tree structure (Heldoorn et al.,
003), while in other cases a dendrite is considered to be comprised
f a collection of dendritic terminals functioning as neuron input
Heldoorn et al., 2001). The intention of the metamodel shown in
ig. 5 is to accommodate this modeling flexibility. In the follow-
ng, the concepts and their relationship are explained further in
erms of various neuron and neuronal network models that use
hese concepts as discussed in Section 4.

Neuron («neuron»): Neuron is a metaclass that represents a neu-
ron as a whole; a neuron may contain neuron parts, using the
neuron composition association. Neurons have at least two parts
for neuron interactions, which are named input part and output
parts respectively. Neuron parts may themselves be composites
of parts, modeled using the neuron part composition, and may be
used to further refine the internal structure of a neuron part such
as the dendritic tree structure. The Neuron concept we introduce
here supports the neuron compartment modeling as reported
by Rall (1962, 1964) and those encountered in, e.g., NEURON
(Carnevale and Hines, 2006), GENESIS (Bower and Beeman, 1998).
Although not considered in the sequel, membrane specification
can be included as well.
Neuron part («part»): a neuron part is a part of a neuron modeled
using neuron composition; the neuron is the whole and the neu-

ron part is the part. A neuron part may be a composite of neuron
parts, modeled using the neuron part composition (specialized
from composite aggregation) and may be used to further refine
the internal structure of a neuron part such as the dendritic tree
structure.
metamodel.

• Atomic part («atomic»): an atomic part is an indivisible neuron
part. This means that the model under consideration does not
decompose the neuron part.

• Composite part («composite»): a composite part is a neuron part
that is a (aggregate) composition of neuron parts (hence it is not
an atomic part).

• Input part («input»): an input part is a neuronal atomic part
through which the neuron interacts with (parts of) other neu-
rons (via a junction). In this interaction the neuron part takes on
the role of input (hence the part that is triggered externally).

• Output part («output»): an output part is a neuronal atomic part
through which the neuron interacts with (parts of) other neurons
(via a junction). In this interaction the neuron part takes on the
role of input (hence the part that triggers externally).

• Internal part («internal»): an internal part is a atomic part, it is a
part used to build a neuron or neuron part and does not have the
ability to interact with other neurons.

• Junction («junction»): a junction is a specialization of Association-
Class; it models the synaptic relation between input parts and
output parts. A junction may have properties that play a role in
characterizing general excitation or inhibition and modulation.

• Neuron composition («n»): A neuron may be composed of neu-
ron parts. Neuron composition is a specialization of composite
aggregation.

• Part composition («p»): A neuron part may be composed of other
neuron parts. Part composition is a specialization of composite
aggregation.

A neuron must have at least two neuron compositions; this is to
enable neuron models to have interaction capabilities. Though not
shown in Fig. 5, one neuron composition must have an input part,
and one must have an output part. As shown in Fig. 5, a junction
must have an input part and an output part.

The metamodel does not specify specific constructs for the
modeling of relationships between neuron parts belonging to

the same neuron (e.g., domain specific associations). Because a
neuron part is a specialization of the metaclass Class, these rela-
tionships can simply be modeled using the standard concepts of
the UML. Examples of neuron models are discussed in Section
4.2.
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.3. Language relationships

In the previous sections, a modeling language has been defined
or the modeling of nerves and nerve networks, and for neurons
nd neuronal networks respectively. The nerve–nerve network lan-
uage enables the modeling of the macroscopic anatomy of the
utonomic nervous system, while the neuron–neuronal network
anguage allows the detailed physiological modeling of the auto-
omic nervous system. The obvious issue now is to further detail
he relationship between these two. With this relationship we are
ble to model neurons, or parts of a neuron that are spread out over
nerve network. This spreading out satisfies a number of specific

ules captured by this relationship.
At least two different approaches can be thought of to define this

elationship: a direct relationship and an indirect relationship. In
direct relationship, relations between the constructs of the two

anguages are defined (e.g., a hosting relationship defining that a
egment can host axons). In an indirect relationship, intermediary
oncepts are used to relate the concepts of the two languages. An
xample of such an intermediary concept is NeuronBundle; a Neu-
onBundle is a collection of neurons with the same types of neurons,
ith their respective components at the same location in the nerve
etwork or following the same path through the nerve network
such as the axons of these neurons). In the following the focus is
n a direct relationship. An overview of the language relationship
s shown in Fig. 6.

In the autonomic nervous system, a neuron may have parts that
re hosted by a nerve part (for instance a soma can be hosted by a
anglion). Other parts of a neuron may be carried by multiple nerve
arts (for instance an axon may be carried by many segments, bifur-
ations, plexus and ganglia). Some neurons may be fully hosted by a
erve part (for instance inter-neurons in a sympathetic ganglion).

t is exactly this kind of relationship between nerve models and
euron models that can be modeled using the HostAssociation and
arryAssociation.

. The vagus nerve and neurons

The autonomic nervous system includes the left and right vagus
erves (or left and right cranial nerve X). The vagus nerve carries
bers that innervate various structures in the head, neck, thorax
nd abdomen. In reality, each of the two vagus nerves is part of a
erve network in the sense as discussed in Section 3.1. An exten-
ive description of the vagus nerves and the vagus nerve networks is
ound in von Lanz and Wachsmuth (1955, Man) and Kobus (2008,
uantification pig). In Section 4.1 the left and right vagus nerve
etworks will be modeled using the nerve network language intro-
uced and discussed above. The model proposed is detailed and
ecause we have adopted the UML, it serves as a schema for the
esign of a database supporting many areas such as qualitative and
uantitative anatomical research, neural engineering and knowl-
dge sharing. The model built here is based on the information
ources previously referenced and is accurate with regard to these.

The left and right vagus nerve networks have somatic, parasym-
athetic and sensory pathways. In Section 4.2 we model different
ypes of neurons using the language specified in Section 3.2. Path-
ays, comprised of neurons, and their relationship to the nerve
etwork are considered in Section 4.3. The latter is far from
omplete, although it demonstrates how the languages and their
elationships allow these to be modeled.
.1. Model of the vagus nerve

Using the language introduced, we can apply it to model the
agus nerves (i.e., the left and right vagus nerves). We start out
cience Methods 193 (2010) 307–320 313

with modeling that part of the autonomic nervous system in which
the left and right vagus nerves are involved and, in effect, we model
two nerve networks of the autonomic nervous system. The scope
of the model presented includes the nuclei, viscera and muscles as
they appear as endpoints of the nerve network under study. The
model developed is based on the extensive and detailed anatomic
description and supported by von Lanz and Wachsmuth (1955) and
Kobus (2008).

Recall from Section 3.1 that a nerve, such as the left or right
vagus nerve, is modeled in terms of nerve segments, bifurcations
and ganglia. Often, but not always, a ganglion has been given an
anatomical name. However, a nerve segment and a bifurcation are
part of the proposed modeling language and do not have a unique
name in the anatomic nomenclature. Therefore, we introduce one
here. The UML supports so called namespaces. Informally, a names-
pace can be seen as a folder where a class. Assume that we have
two folders X and Y, and assume that we have a class “A” defined in
folder X, and a class “A” defined in folder Y, then these two classes
“A” are different. The way in which a class is identified, is by its
“fully qualified name”, which consists of, in this simple case, the
folder name and the class name: X::A and Y::A respectively. In
the case where we define a class for a specific nerve segment or
bifurcation, we introduce a class name comprised of the first let-
ter (S, B respectively) followed by a number (for instance S3, B2).
A tree of folders is introduced for the two vagus nerve networks.
A nerve network is named after its main nerve, so at the highest
level we have the folder named CN.X referring to the tenth cra-
nial nerve. This name is used instead of vagus nerve for brevity.
This folder has two sub folders L and R respectively referring to the
left and right vagus nerve network. Because the classes appear in
the left and right vagus nerve, they can be distinguished by their
fully qualified names. So, S3 of the left vagus nerve is denoted
: CN.X::L::S3, and S3 of the right vagus nerve is denoted CN.X::R::S3.

A nerve network, although named after its main nerve, also
includes other nerves that are usually given (sometimes) unique
names. Acronyms for these names will be used for naming the var-
ious components from which it is comprised. Nerve networks have
connections to nuclei, ganglia, muscles and viscera. Recall from Sec-
tion 3.1 that their original names will be used (preferably following
the anatomic nomenclature).

The model of the vagus nerve is relatively large. Therefore, we
present a part of it only, namely down to the level where branches
to the cardiac plexus exist. The model is shown in Fig. 7. The model
captures the vagus nerves (i.e., left and right vagus nerve) of an
individual and their branching structures to the viscera.

According to Hopkins and Armour (1982, 1998), Hopkins et
al. (1984, 1996) and Hopkins and Ellenberger (1994), the vagus
nerves arise from three nuclei, the nucleus ambiguus, the dor-
sal motor nucleus of the vagus nerve (both efferent) and the
nucleus of the tractus solitarius (afferent). At the jugular ganglion
two branches split off, one ultimately connecting to the auricu-
lar area, the other connecting to the dura mater. Note that the
model does not yet include a nerve segment between the jugu-
lar ganglion and the petrosal ganglion (which is part of cranial
nerve IX). The vagus nerve continues to the nodose ganglion, where
a branch splits off the pharyngeal nerve. Further caudally the
superior laryngeal nerve branches off and splits into internal and
external branches, both which innervate the larynx. On the left
superior laryngeal nerve the aortic depressor nerve, which inner-
vates the aortic arch, splits off. The aortic arch is modeled as a
part of the aorta using the UML’s composite aggregation. Regarding

the aortic depressor nerve, which equals the cranial cardiac nerves
in Man (De Ribet, 1955), the scientific literature is not conclusive
about the presence of this nerve in man (von Lanz and Wachsmuth,
1955). However, it has been observed in other vertebrates (Kobus,
2008).
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Fig. 6. Relationship between the nerve netw

Further caudally, cardiac branches split off the vagus nerve.
ccording to Kobus (2008), there can be multiple branches (and
resumably their number may vary per individual, hence per model

nstance). According to Gray (2000) there are two or three superior
ardiac branches, and there is one inferior cardiac branch. In the
odel shown, Gray’s description is followed, with two superior car-

iac branches (named upper and lower superior cardiac branches).
t must be noted, however, that according to Pick (1970, p. 305):
. . . a classification of separate superior, middle and inferior cervi-
al vagal and sympathetic nerves appeared to be entirely arbitrary
nd meaningless because of the admixture of vagal and sympa-
hetic fibers in the same nerve bundle and their variability in origin,
isposition and anastomoses with adjacent nerves”.

Continuing caudally, the recurrent laryngeal nerve branches off
nd gives branches to the cardiac plexuses, followed by branches
hat innervate the trachea and esophagus. Note that in the model no
urther detailing of the cardiac plexus is shown, such as its decom-
osition into superficial and deep parts, nor have the segments, the
lexuses (for instance the left anterior pulmonary plexus, anterior
ulmonary plexus, anterior coronary plexus, posterior coronary
lexus) and viscera (i.e., left and right lungs, and left and right atria)
hat are innervated, been included.

Note that the model shown does not include communicating
ranches such as between the vagus nerve and the sympathetic
erves. These more accurate details can be modeled using the
roposed nerve–nerve network language. Another challenge is to
onstruct a model that accommodates individual variability.

.2. Neuron models

The peripheral nervous system can be divided into afferent
sensory) and efferent (motor) parts. The peripheral nervous sys-
em brings sensations and processed data in the form of electrical
ulses, called action potentials or spikes to the central nervous
ystem. With respect to the autonomic nervous system, afferent
eurons sense, for example, the state of blood vessels and viscera.
he efferent neurons, on the other hand, transfer electrical pulses
rom the brainstem or spinal cord to the smooth muscles, heart and
lands. The efferent limb of the autonomic nervous system can also
e divided into the sympathetic and parasympathetic parts, which
o some extent are antagonistic in function or in balance. That is,
he action of the one limits or reduces the action of the other. A bal-
nced coordination of these antagonistic excitatory and inhibitory
ctions ensures a bodily homeostasis.
The afferent part of the vagus nerve typically consists of pseu-
ounipolar neurons. These neurons have or connect to sensory
eceptors at the periphery, but unlike other neurons have a “periph-
ral” axon starting from the periphery conveying the electrical
ulses to the spinal cord directly but also reach the soma. The axon
anguage and the neuron network language.

ends at axon terminals located in a specific area (nucleus) of the
brain stem where they synapse with local neurons.

The sensory receptors in the viscera are generally silent
mechano (presso) or chemo nociceptors, similar to the type of
receptors in the skin. However, these receptors normally are
not activated by noxious stimuli. Besides chemical stimuli, they
respond to mechanical distortion, pressure or stretching. These
receptors can be free nerve endings, i.e., have simple structure
and are unmyelinated, and typically are small diameter C-fibers.
A generic, detailed model of the pseudounipolar neuron is given in
Fig. 8.

An efferent path from a central nervous system nucleus to
a viscus typically consists of two neurons: a preganglionic neu-
ron and a postganglionic neuron. The preganglionic nerve fibers
are myelinated and the postganglionic nerve fibers are, as a
rule, unmyelinated. Furthermore, sympathetic preganglionic nerve
fibers are short compared to the sympathetic postganglionic fibers,
while parasympathetic preganglionic nerve fibers are long and the
postganglionic nerve fiber are short with branches terminating in
a small area of the viscera to be innervated. The type of neurons
in efferent paths are typically multipolar neurons, hence neurons
with multiple dendrites, one soma, one axon and multiple axon ter-
minals. A dendrite usually has a tree like structure, and may have
many points at which axon terminals of other neurons synapse.
Complex dendritic tree structures can be modeled with the pro-
posed metamodel using PartComposition and InputPart. A synapse
not only can occur at some location in a dendritic tree, but also at
the boundary of the soma, and even at the axon (usually close to the
axon hillock). All these are chemical synapses. Electrical synapses
can also exist in those cases where somata are directly adjacent. All
these different forms of synapses can be modeled using the meta-
model. However, in the following a simple model of a multipolar
neuron will be used. In this model, as shown in Fig. 9, the multipolar
neuron consists of one soma, one axon and one or more dendrites.
The axon is composed of one fiber and one or more axon terminals.
In this model, the fiber is the part of the axon that may be myeli-
nated. The axon terminals are the neuron’s output and therefore
presynaptic. Each dendrite contains one or more dendrite termi-
nals, which are the neuron’s inputs and are post-synaptic. Note that
the soma and fiber are internal and therefore do not synapse.

Observe that the dendrites and soma are associated; which
reflects that these are structurally and behaviorally connected. Sim-
ilarly, Soma and Fiber are associated, and Fiber and AxonTerminal.
Hence, the neuron is considered as a system consisting of inter-

related components, these relationships are important in further
detailing the behavior of the multipolar neuron.

Neurons interact via chemical or electrical synapses. For brevity,
only chemical synapses will be addressed in the context of motor
paths in the autonomic nervous system. In Fig. 10, the three basic
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ynapses are shown. The motor path: (a) between nucleus neuron
nd premultipolarneuron; (b) between premultipolarneuron and
ostmultipolarneuron; and (c) between postmultipolarneuron and
ffector cell.
vagus nerve network.
A fiber conveys electrical pulses generally unidirectionally to
axon terminals. Propagation speed of these electrical pulses cor-
responds to the diameter of the fiber. As a rule: the larger the
diameter, the thicker the myelin sheath and the faster the propaga-
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Fig. 8. A model of the pseudounipolar neuron.

Fig. 9. A model of a multipolar neuron.
Fig. 10. Three bas

Fig. 11. Various class attrib
ic synapses.

utes and their type.
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ion. Therefore, electrical pulses not only propagate faster in fibers
ith large diameters, but also travel with less distortion. Fibers are

haracterized by physiological speed, with values “Ia”, “Ib”, “IIa”,
IIb” “III”, and “IV” (Kandel et al., 2000, Table 36-1, p. 720) and
y diameter, using the values “A-alpha”, “A-beta”, “A-gamma”, “A-
elta”, “B” and “C” (Kandel et al., 2000, p. 474). An “A-alpha” fiber is
hickly myelinated and found in somatic motor neurons. The fiber
ttributes and their value types are shown in Fig. 11.

When considered necessary, one may extend the class Axon
ith methods and attributes to specify the conversion or the rela-

ion between the two attributes discussed earlier. One may further
nclude the date and time of the conversion and also the actor
esponsible for the conversion. For example, if the diameter of a
pecific axon of a specific subject is known to be “A-alpha”, the
alue “Ia” can be assigned to the speed attribute. If this conver-
ion uses a conversion table, a reference to this table may also be
pecified, for example, for auditing purposes. In this way, a com-
utational neural model which requires the axon’s speed as input
alue instead of the diameter can benefit from the proposed UML
odel.
An AxonTerminal is characterized by the neurotransmitter (rep-

esented by the attribute neuroTransmitter in Fig. 11). With few
xceptions, for sympathetic multipolar post-neurons the value of
his attribute is “noradrenaline”, and for parasympathetic multipo-
ar neurons the value of this attribute is “acetylcholine” as is for
reganglionic sympathetic neurons.

The post-synaptic end of a synapse, such as a dendrite terminal,
ontains “alpha” or “beta” receptors for the sympathetic neurons
nd “nicotine” or “muscarine” receptors for the parasympathetic
eurons. These receptors determine in part the excitatory or

nhibitory effect of the neurotransmitter. Therefore, DendriteTer-
inal has the attributes receptor and postSynapticPotential as

hown in Fig. 11.
Note that the discussion on the structure of neurons and their

ttributes is limited. Other neuron models can be constructed
ncluding models that take into account more detail such as the
xon hillock, or a more detailed tree model of a dendrite. For the
atter one can introduce attributes to model the capacitive step
esponse constant and the propagation decay of the membrane
otential along dendrite branches.

.3. Efferent and afferent pathways

In the previous sections a (partial) model of the vagus nerve
etwork is discussed and the main parts to model the efferent and
fferent pathways are described. In this section these models are
ombined into an anatomical-physiological model. Such a model
ses the (meta-) relationships as specified in Section 3.3.

As an example, an afferent portion of the arterial barorecep-
or reflex is modeled in further detail. This, of course, does not
ive a complete model of the baroreceptor reflex, but it demon-
trates the modeling principles applied. The arterial baroreceptor
eflex controls the cardiovascular system by regulating, for exam-
le, the heart rate and the strength of cardiac muscle contractions
nd, thereby, also the arterial blood pressure.

The control involves afferent and efferent sympathetic and
arasympathetic pathways of neurons and processing at the level
f the nucleus of the tractus solitarius in the medulla. The afferent
art consists of the following six parts.

Baroreceptor path from the left and right carotid bodies to the

nucleus of the tractus solitarius.
Chemoreceptor path from the carotid sinus (left and right) to the
nucleus of the tractus solitarius.
Baroreceptor path from the aortic body to the nucleus of the
tractus solitarius.
cience Methods 193 (2010) 307–320 317

• Chemoreceptor path from the aortic body to the nucleus of the
tractus solitarius.

In contrast to Scher (1977) we do not consider a further sub-
division of the nucleus of the tractus solitarius. In case that
it would be desired, such a refined model can be included
easily.

The pseudounipolar neurons of these paths have their somata
located in the nodose ganglion. On the left, the peripheral fibers
are carried by the aortic depressor nerve and from there on there is
only one path to reach ultimately the nucleus of the tractus solitar-
ius. Because this path is realized by a number of pseudounipolar
neurons, multiple axons are carried by the various nerve parts.
The model that integrates the vagus nerve network and the neu-
ronal network is shown in Fig. 12 (note that only the left vagus
nerve is considered). The model demonstrates the use of the host-
and carry-associations (Fig. 6). In a similar way, the other afferent
pathways can be modeled. As well, the efferent parasympathetic
pathway (whose neuron parts are also carried and hosted by the
vagus nerve network) and sympathetic pathways (whose neuron
parts are carried and hosted by the sympathetic trunks) can be
modeled.

4.4. Computational models and simulation

So far structural aspects of nerve network and neuronal network
models have been addressed. To put these models into effect, neu-
roscientific applications are needed. Examples of such applications
include visualization of nerve networks and neuronal networks,
graphical interfaces for the design of these models, simulation of
neuronal networks, and databases for storing, retrieving and ana-
lyzing experimental results. A high-level plug-in based architecture
for such a system has already been proposed for NeuroML (Goddard
et al., 2001).

The models discussed so far capture the structural aspects
of neuronal networks, which make anatomic visualization and
modeling possible. Behavioral aspects have not been considered
yet. Two main areas of interest here are results for neuronal
measurement and computational models. In the following we
give directions on how computational models can be included
for simulations. To keep the discussion within limits, we restrict
it to the pseudounipolar neuron (for anatomy see Matsuda and
Uehara, 1981; Devor, 1999; Feirabend and Marani, 2003; for phys-
iology see Wang et al., 1992, 1994, 1995, 1997).

For the behavior of a particular type of neuron, such as the
pseudounipolar neuron, different simulation models exist, roughly
classified into single compartment models and multi-compartment
models (Dayan and Abbott, 2001). The way in which the behav-
ior is represented is a design decision choice out of the following
two. Firstly, the behavior can be modeled using one of the UML’s
diagramming techniques especially designed for this purpose;
good candidates are sequence diagrams and state diagrams (Booch
et al., 1999). The second approach is a descriptive approach in
which knowledge about a computational model is captured. The
interfaces of the model are made available, the internals of the
implementation of the model are hidden; and the description
of the behavioral model is captured using a system of mathe-
matical equations. Given the fact that real simulations are to be
executed using a general purpose or dedicated simulation engine,
and that many simulation model implementations already exist,
it is obvious that this second descriptive approach is most suit-

able to promote reusability of the considerable effort and results
that have already been accomplished and produced in neuro-
science. In neuroML (Goddard et al., 2001), the same approach is
followed. In conclusion and relative to the pseudounipolar neu-
ron, we model its (potentially multiple) computational model



318 B.-J.F. van Beijnum et al. / Journal of Neuroscience Methods 193 (2010) 307–320

fferen

a
t
m
m
e
(

Fig. 12. The aortic body chemoreceptor and baroreceptor a

s a separate class, named ComputationalModel, associated with

his neuron (see Fig. 13). The attributes of the computational

odel typically include the following: name, for the name of the
odel; description, for a textual description of the model; refer-

nces, for the scientific publication on which this model is based
best using the document object identifier, DOI); location, giv-

Fig. 13. Extension of the pseudounipolar n
t pathways (only relative to the left vagus nerve is shown).

ing the URL where the model is permanently stored; simulator,

for the simulator to be used for the model, and modelParame-
ters that specify the parameters of the computational model that
need to be set for simulation. As an example, NEURON has a
database with computational neuroscience models. This database
includes the DRG neuronal model proposed by Amir and Devor

euron with computational models.
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2003), i.e., including the code to run the model in the NEURON
imulator.1

In addition, results from simulation runs may be associated
ith a computational model. These results must a least capture

he parameter settings used in the simulation run(s) and the sim-
lation input data and output data resulting from the simulation
un(s).

. Discussion

In Section 1 it was stated that the proposed metamodel and
odels are useful for a number of reasons. In the following, these

re reiterated in the context of the metamodel and the models
reviously proposed.

The metamodel and models based on it, may be drawn on arti-
le and discussed among researchers. These may also be designed
sing a UML design environment. In the latter case, publishing
hese models is easy as these environments usually have automated
upport for generating web-pages. In a more integrated approach,
ub-models and model extensions can be designed, submitted, val-
dated and published to a shared knowledge base. Furthermore, a
irtual community can be created and whose members collectively
uild up, extend and share this knowledge.

The metamodel and models presented are claimed to promote
he communication among experts in the field. Discussion among
he authors of this article in the course of the modeling effort gives
n early indication on the validity of this claim, further larger scale
xperimentation where domain experts apply the proposed lan-
uage and communicate models are required for further qualitative
nd quantitative underpinnings.

The nerve network models may serve as schemata for database
esign. Although not detailed further in Section 4.1, it is obvious
hat the various parts may have various attributes as to character-
ze the part’s macroscopic anatomical appearance, such as length,
iameter and the like. Also, to characterize the relative location
f a part, associations to other body parts can be included (such
s relative position and distance to these body part). The way
n which nerve networks are modeled may also prove relevant
n (large scale) morphometric studies in which many researchers
re involved from possibly different laboratories. First of all the
chemata may help in specifying the part(s) of interest in the study,
nd in specifying adjunct classes for these part(s) that capture the
ttributes of interest to be analyzed with respect to each subject.
hese attributes include such things as fiber counts (myelinated,
nmyelinated) and fiber diameter distributions. Data collected
ould then be further analyzed to generate relevant statistics.

In this article, the details of neuron behavior have been con-
idered to some elementary level and it has been shown how
omputational models and simulation results can be associated
ith a neuron. Further rising to computational models at the neu-

onal network level is to be considered in the future, important
ork in this area has already been done by Burns (2001).

In the field of neural engineering and neural stimulation, poten-
ial desired impact and possible side-effects can be analyzed
ualitatively simply by model navigation techniques. Given the
erve segment to be stimulated, the nerve networks and the fibers
arried and affected by the stimulation can be analyzed as to deter-
ine the affected nerve network terminals. Quantitative analysis
equires behavioral models of neurons and a sufficiently complete
natomical model, the model of the vagus nerve discussed in this
rticle does not satisfy this latter requirement. Relative to the nerve
etwork language, an important observation to be made is that

1 For details see http://senselab.med.yale.edu/ModelDB/ShowModel.asp?model=
1022.
cience Methods 193 (2010) 307–320 319

the models built from it are structurally static. As an example, for
the vagus nerve it has been assumed that there are three cardiac
branches that split of the vagus nerve. However, there may be vari-
ations at the individual level: one individual could have two cardiac
branches, another may have three. Inclusion of these variations into
our model requires further investigation.

In this article a new direction to capture knowledge about
the autonomic nervous system has been set out. The separation
between metamodel and model is important, as the former spec-
ifies the concepts, relationships and constraints specific for this
knowledge domain. The latter specifies concrete neuroanatomic-
physiological parts of the autonomic nervous system. The focus in
this article has been on the conceptual modeling of the autonomic
nervous system. These conceptual models serve as a starting point
for software tool design. Therefore, the proposed modeling lan-
guage will be made operational as UML Profiles, designed models
like the vagus nerve model can then be combined with implemen-
tation profiles such as for Java Persistence API to create the database
and to generate the database logic to create, retrieve, modify and
delete database content. The logic of the software tools to be devel-
oped can be designed using the same UML model and combine it
with technology profiles such as Java Beans. Design of web-based
user interfaces can also be generated automatically in part when
combining the UML model with the Java Server Faces profile.

Transfer of the proposed UML metamodels and models between
UML supporting tools and applications is supported using XMI
(OMG XMI). Hence, these metamodels and models can be made
available at some central or distributed repository for reuse by
others. However, many ways to transfer these models or their
representations in databases can be considered, for example via
serialization of the Java objects or XML schema and data, which are
easily generated (automatically) by the same approach mentioned
earlier. Preferences of the users or designers, the need for reuse
of results of past efforts in the field and the availability of tools at
the collaborating laboratories determine the way to transfer these
models. Development of neuroscientific application components
applying the proposed metamodels and integration of existing tools
(for instance simulators) is the next step we need to make.
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