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Abstract 
 

Text Categorization (classification) is the process of classifying documents into a predefined set of categories based on 
their content. Text categorization algorithms usually represent documents as bags of words and consequently have to deal 
with huge number of features. Feature selection tries to find a set of relevant terms to improve both efficiency and 
generalization. There are two main approaches for feature selection, local and global. In Arabic text categorization it was 
found that using global feature selection gives higher results but may affect some documents in a way so that they do not 
show any terms in the set of selected features. On the other hand local feature selection is used to overcome this problem but 
gives lower classification rate. In this paper a hybrid approach of global and local feature selection technique is proposed and 
compared with both local and global feature selection techniques. Results are reported on a set of 1132 document of six 
different topics showing that the proposed hybrid feature selection overcome the disadvantages of both of feature selection 
approaches. 
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1. Introduction 
 

Text categorization (classification) is the process of classifying documents into a predefined set of categories 
based on their content. This assignment can be used for classification, filtering, and retrieval purposes. Machine 
learning approaches are applied to build an automatic text classifier by learning from a set of previously 
classified documents [1]. Documents are represented used ‘bag-of-words’ [2] scheme (vector space model), in 
which the structure of a document and the order of words in the document are ignored. The feature vectors 
represent the words observed in the documents. The document in text categorization system must pass through a 
set of steps: document conversion which converts different types of documents into plain text, stop word 
removal to remove insignificant words, stemming to group words sharing the same root, feature 
selection/extraction, construction of super vector which is the vector containing all terms that appears in all the 
documents in the corpus, feature weighting, classifier construction, classification, and evaluation of the classifier 
[3].  In this paper we focused on the document indexing phase which involves construction of the super vector 
and term selection which can be seen as a form of dimensionality reduction (DR) by selecting a subset of terms 
from the full original set of terms in the super vector according to some criteria, this subset is expected to yield 
the best effectiveness, or the best compromise between effectiveness and efficiency. 

There are two quite distinct ways of viewing DR, depending on whether the task is approached locally (i.e. 
for each individual category, in isolation of the others) or globally: 
• Local feature selection: for each category ci, features are chosen in terms of which the classifier for category 

ci will operate [4, 5, 6, 7]. Conceptually, this would mean that each document dj has a different 
representation for each category ci; in practice, though, this means that different subsets of dj’s original 
representation are used when categorizing under the different categories; 

• Global feature selection: features are chosen in terms of which the classifier for all categories C = {c1, . . . , 
cm} will operate [7, 8, 9]. 

In our previous work in Arabic text categorization we used global dimensionality reduction [3], there was a 
problem that some documents when being represented as vectors, all their terms weight is zero (i.e. it contains 
no term from the super vector). This problem leads to think about using local term selection which solves this 
problem but with low classification rate that of global feature selection. 



Egyptian Computer Science Journal Vol.28 No3 September 2006 

 2

This paper proposes a hybrid feature selection approach and compares it versus both local and global feature 
selection. Results reported on a set of 1132 documents of six different topics show that the proposed hybrid 
feature selection surpass the local and global feature selection in selecting effective terms and improves the 
Arabic documents categorization efficiency. 

This paper is organized as follows. Section 2 describes our previous work in Arabic text categorization. 
Feature selection approaches and the proposed hybrid feature selection approach are discussed in section 3. In 
section 4 the achieved experimental results are presented .Finally, the conclusion is presented in section 5. 
 
2. Previous work 
 

Many text categorization systems have been developed for English and other European languages, however 
few researchers work on text categorization for Arabic language. In a previous work, Arabic text categorization 
systems have been proposed [3]. 

Figure 1 shows the different phases of the system. The document in text categorization system must pass 
through a set of steps: document conversion which converts different types of documents into plain text, stop 
word removal to remove insignificant words, stemming to group words sharing the same root, feature 
selection/extraction, super vector construction, feature weighting, classifier construction, classification and 
evaluation of the classifier. 

 
2.1. Stop words removal and stemming 
 
2.1.1. Stop words removal 
 

Stop words like prepositions and particles are considered insignificant words and must be removed. A list of 
165 word was prepared to be eliminated from all the documents. 
 

2.1.2. Stemming 
 

Stemming is the process of removing all affixes from a word to extract its root. It is essential to improve 
performance in information retrieval tasks especially with highly inflected language like Arabic language. There 
are three different approaches for stemming: the root-based stemmer; the light stemmer; and the statistical 
stemmer.  

Root-based stemmer [10] uses morphological analysis to extract the root of a given Arabic word, while the 
aim of the light stemming approach [11] is not to produce the root of a given Arabic word, rather is to remove 
the most frequent suffixes and prefixes. In statistical stemmer [12], related words are grouped based on various 
string similarities measures; such approach often involves n-gram which is a set of n consecutive characters 
extracted from a word. The main idea behind this approach is that, similar words will have a high proportion of 
n-grams in common. 
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Figure 1. Arabic text categorization system. 
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An improvement has been performed to statistical stemmer by applying light stemmer before performing 
similarity measure in order to maximize the performance of the statistical stemmer.  Results show that the hybrid 
approach of light and trigram stemming with is the most suitable stemming approach for Arabic text 
categorization. 
 
2.2. Document indexing 
 

After stop words removal and words stemming, documents are indexed and represented as a vector of 
weighted terms. In true information retrieval style, each document is usually represented by a vector of n 
weighted terms; this is often referred to as the bag of words approach to document representation [2]. In this 
approach the structure of a document and the order of words in the document are ignored. A global super vector 
is constructed. It consists of all the distinct words (also called terms) that appear in all training samples of all 
classes after removing the stop words and words stemming.  
 

2.2.1 Term selection 
 

Typically, there can be thousands of features in document classification. Hence, a major characteristic, or 
difficulty of text categorization problems is the high dimensionality of the feature space. For this, term selection 
techniques are used to select from the super vector terms a subset of terms that are deemed most useful for 
compactly representing the meaning of the documents. Term selection is also beneficial in that it tends to reduce 
over fitting, (i.e. the phenomenon by which a classifier tends to be better at classifying the data it has been 
trained on than at classifying other data). Usually, term selection techniques consist of scoring each term in the 
super vector by means of a term evaluation function f (TEF) and then selecting a set of terms that maximize f. 
Many term evaluation functions have been introduced for term selection for English text categorization [13, 14, 
15]. These functions are Document Frequency Thresholding, Information Gain, CHI Square, Odds Ratio, NGL 
Coefficient and GSS Score. 

A hybrid approach between document frequency thresholding and information gain is used. Document 
frequency is used to remove rare terms and information gain to select most informative terms from the 
remaining list. 
 

2.2.2 Term weighting 
 

After selecting the most significant terms in the super vector, each document is represented as a weighted 
vector of the terms found in the super vector. Every word is given a weight in each document. There are many 
suggested weighting schemes [15] such as Boolean weighting, Term Frequency (TF) weighting, Term 
Frequency Inverse Document Frequency (TFIDF) weighting, and Normalized-TFIDF weighting. Normalized-
TFIDF schema is chosen as the best schema for term weighting. 
 
2.3 Classification 
 

Two different non-parametric classifiers have been used; k-NN and Rocchio classifiers.  Results show that 
Rocchio classifier is superior over k-NN classifier in both time and accuracy.  
 
3. Feature selection approaches 
 

There are two approaches for feature selection: local and global selection [1]. Let a set of training examples 
D={d1, d2, …, dn}, where each document belongs to one of a set of categories C={c1, c2, …, cm}. 
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3.1 Local feature selection 
 
In local feature selection, feature set f is extracted from each category of interest (positive class) of which the 

specific classifier will operate. Feature set extracted from c1 thus will be differed from feature set derived from 
category other than c1.   This would mean that each document dj has a different representation for each category 
ci; in practice, though, this means that different subsets of dj ’s original representation are used when 
categorizing under the different categories. 

The feature set f can be harvested in two ways: Selecting terms that belongs only to the interested class using 
relevant documents only (local dictionary); or combining features of both the positive and negative classes using 
relevant and irrelevant documents (universal dictionary) [16]. In this study, universal dictionary is used as 
suggested in [16]. 

There are many feature selection measures used in literatures of text categorization. These measures are 
Document Frequency Thresholding, Information Gain, CHI Square, Odds Ratio, NGL Coefficient and GSS 
Score.  
 
3.2 Global feature selection 
 

In global feature selection a feature set f, is extracted from all the classes C={ c1, c2, …, cm }. Selected set 
must preserve and obtain if possible every category-specific significant feature that may be important to 
classification task and can only safely removes features that will not be relevant to classification task. In this 
approach all documents have the same representation for all classes. 
 
3.3 Hybrid feature selection 
 
3.3.1 Problem description 
 

In a past proposed [3] Arabic text categorization system we faced a problem in the feature selection phase. 
When global feature selection approach was used, most of the documents did not contain any term in the list of 
the selected terms (empty documents). In other words, term evaluation functions select terms with rare 
appearance in the data set (i.e. terms with very low document frequency). This problem motivated the use of a 
hybrid approach between document frequency thresholding information gain. Document frequency is used to 
remove rare terms and information gain to select most informative terms from the remaining list. It was 
suggested also to use local feature selection. 

In this study local feature selection is used. It was noticed that the number of empty documents is reduced 
but still it gives classification rate less than that of global feature selection. 

 

3.3.2 Combining local and global feature selection 
 

As discussed before, each of local and global feature selection has an advantage and disadvantage. Global 
feature selection gives high performance but generates a large number of empty documents, and local feature 
selection gives less performance but reduces the number of empty documents dramatically. The two approaches 
are combined to gain their advantages and discard their disadvantages. Figure 2 shows the proposed hybrid 
feature selection algorithm. 
  

The proposed algorithm combines the two feature selection approaches. It selects set of global features and 
sets of local features for each class and represents the documents with the two representations. In classification 
phase the global vector of the document is used first if it is not one of the empty documents, if the documents in 
an empty one then the local feature vectors are used. By this way we gain the advantages of the two approaches: 
the high classification rate of global approach the low number of empty documents of the local approach. A 
result in the coming section illustrates this conclusion.4 Experimental results and analysis 
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4. Experimental results and analysis 
 
4.1 Text Collection 

 
We have collected our own text collection which consists of 1,132 documents and contains 39,468 word 

collected from the three main Egyptian newspapers El Ahram, El Akhbar, and El Gomhoria during the period 
August 1998 to September 2004. These documents cover 6 topics. Table 1 shows the number of documents for 
each topic. Documents have average size of about 117 words before stemming and stop words removal. 
Documents chosen represent the first paragraph of an article. This choice was preferred because it usually 
contains an abstract to the whole article. 
 
Table 1. Number of documents for each topic in the text collection. 
 

Topic No. of 
documents 

Arts 233 
Economics 233 
Politics 280 
Sports 231 
Woman 121 
Information Technology 102 

 
4.2 Experimental Results 

 
The system discussed in section 2 is used for classifying the documents. Stemming is performed using 

combination of light and n-gram statistical stemmers. Global and local features are selected using document 
frequency thresholding and information gain measures. Different thresholds for document frequency are used. 
Rocchio classifier is used for classification and evaluation performed using commonly used MacroAverageF1 
evaluation criterion. Rocchio classifier is used for its simplicity and because it takes into consideration positive 
and negative exemplars which is equally to using the universal dictionary in feature selection. In the 
classification phase we consider the empty document as a misclassified document.  

Experiments performed on our data set show that the proposed hybrid feature selection gives a high 
classification rate equivalent to that of global feature selection besides reducing the number of empty 
documents. 

 
Figures 3 and 4 show the macroAverageF1 measure of the three feature selection techniques with different 

document frequency threshold. Terms with document frequency below the threshold are removed. It is clear that 
hybrid approach gives high classification rate. 

 

Step0: Perform preprocessing routines for the documents. This routines includes stop 
word removal and stemming. 
 
Step1: Select a global set of features for all classes. 
 
Step2: For each class ci Select a local set of features. 
 
Step3: Represent each document di of the training documents as a weighted vector of 
the global feature set and as a weighted vector for each of the m classes local 
feature set. 
 
Step 4: In classification phase: 
For each document di 

If(di is not empty according to the global vector) 
Then Classify di using its global vector 
Else Classify di using its local vectors 

Figure 2. Hybrid feature selection approach 
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Figure 3. Macroaverage F1 values for the 
three feature selection approaches using 
Document frequency threshold=2 combined 
with information gain 

 
 

 

Figures 5 and 6 show the number of empty documents of the three feature selection techniques with different 
document frequency threshold. It can be observed that hybrid approach reduces the number of empty documents 
and thus approaching those of local approach. 

 
5. Conclusion 
 

This paper proposed a hybrid approach for feature selection. This approach combines local and global 
feature selection to select effective features to improve efficiency. This approach gives a high classification rate 
comparativelly with global feature selection and, in the same time, reduces the number of empty documents. 
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