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Computing the apparent permeability of an array of staggered square rods
using volume-penalization
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a b s t r a c t

In the present paper we uncover through numerical simulation the velocity and pressure fields inside a
model porous medium composed of an infinitely extending array of staggered square rods. These micro-
transport simulations allow for the prediction of macrotransport parameters that are of value to the vol-
ume-averaged description of fluid motion in porous media. We focus on computing the macroscopic
apparent permeability and investigate its dependence on the Reynolds number, the porosity, and the flow
direction. For the microtransport simulations a volume-penalizing immersed boundary method is pre-
sented that facilitates the computation of fluid transport in porous media, accounting for the full geomet-
rical complexity of the porous medium. We represent porous media on uniform Cartesian grids and
separate solid from fluid domains using a binary phase-indicator function. The effect of solid bodies on
the fluid motion is modeled using a source term in the momentum equation. This source term approxi-
mates the no-slip condition at the solid–fluid interface.

� 2011 Elsevier Ltd. All rights reserved.

1. Introduction

Understanding transport phenomena in fibrous porous media is
of key importance to many technological processes, e.g., combus-
tion [1], particle filtration [2], and textile production [3]. Consider-
ing the wide range of length scales and complex pore geometries
encountered in such media, computational predictions of transport
phenomena that incorporate all geometrical complexities are very
expensive. In this multiscale problem the macroscopic description
is obtained using a ‘‘filtering’’ strategy, e.g., through volume-aver-
aging the governing equations [4]. While filtering reduces the com-
plexity of the problem it also creates a closure problem regarding
the physical effects of sub-filter scales on the larger macroscopic
scales. Our interest in this paper is the parameterization and quan-
tification, through pore-scale simulations, of the so-called apparent
permeability [5], i.e., a transport parameter that characterizes sub-
filter scale fluid resistance. The apparent permeability takes into
account both the geometrical complexity of the porous medium
(i.e., pore size, shape and porosity) as well as the flow in it [5]; this
in contrast to the permeability based on Darcy’s law, which is a
strict material property [6,7]. We will compute the apparent per-
meability for a porous medium composed of an infinitely extend-

ing array of staggered square rods. The effects of Reynolds
number, porosity and flow direction on the apparent permeability
will be investigated. The study of this model porous medium con-
stitutes the first step toward characterizing the permeable nature
of real fibrous porous media, which may be highly disordered
and have arbitrarily shaped pore geometries.

To compute the apparent permeability we propose a numerical
simulation strategy for solving the incompressible Navier–Stokes
equations within a representative elementary volume of pore pat-
terns. This strategy integrates a symmetry-preserving finite-vol-
ume method [8] with a 3D volume-penalizing immersed
boundary method [9] to reliably simulate fluid transport in porous
media. By preserving the symmetry properties of the differential
operators (i.e., convective and diffusive) in the discretization al-
lows the method to be stable on any grid resolution [8]. The incor-
poration of volume-penalization (also known as Brinkman
penalization [10]) provides the ability to perform simulations in
geometrically complex flow domains without having to construct
body-conforming grids. Instead, a uniform Cartesian grid is used
that spans the entire physical domain, including both the fluid
and solid domains. By projecting the physical domain onto the
Cartesian grid a ‘‘staircase’’ representation of the original (fluid
and solid) domain is constructed. We then extend the equations
of fluid motion into the solid parts of the physical domain and im-
pose a vanishing velocity field by adding a forcing function to the
momentum equation [9].
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The projection of the physical domain onto a Cartesian grid will
almost always result in a slight deformation of the original solid
domain. Exceptions can be made for very special cases where the
solid body geometry is aligned with the grid. Compared to stan-
dard body-conforming gridding strategies the solution obtained
using volume-penalization will be directly affected by the grid-
scale representation of the solid domains. However, this method
will excel in applications where the geometry of the solid domains
is not exactly known. These applications are typically concerned
with geometrical data sets obtained from digital imaging tech-
niques, e.g., computer tomography [11]. Depending on the proper-
ties of the image (e.g., noise levels and resolution) the perimeter of
the solid domain is never really ‘‘sharp’’, it is usually only known to
lie within a width of a few pixels. The projection of the digital im-
age into a staircase representation then becomes a natural way of
treating the physical domain as it closely resembles the pixel-
structure of its original source. In general, the volume-penalizing
immersed boundary method presented here is very well suited
to address flows in very complex domains for which it is challeng-
ing to employ conventional gridding techniques to represent the
domain. Particularly, at low to moderate flow complexity in the
open domains, i.e., at sufficiently low Reynolds numbers, this
method provides reliable predictions already at rather coarse
resolutions.

Transport phenomena in porous media can be described in dif-
ferent forms. We distinguish between: (i) microtransport, in which
a detailed description is given at every point in space [12] and (ii)
macrotransport, where a spatially filtered description is adopted
[13]. Each approach aims to predict the same phenomenon, but in-
cludes different physical length scales. The microtransport descrip-
tion offers access to all scales of transport, right down to the level
of the individual pores. However, most engineering transport mod-
els are based on a macrotransport description, as this allows for a
system that is computationally much less expensive. The main dif-
ficulty with the macrotransport description is the closure problem
that arises from filtering the small scale flow structures. For the
case of modeling fluid transport using a volume-averaged descrip-
tion [4], the filtered momentum equation contains a drag force
which needs closing [14]. A well established closure model for
the drag force [14] correlates flow effects arising at pore-scales
with the averaged fluid velocity in a relation involving two trans-
port parameters: the Darcy’s law permeability tensor [6,7] and
the Forchheimer tensor [14]. By incorporating both parameters
into a single phenomenological dependency, quantifying the per-
meable nature of a porous medium, we form the apparent perme-
ability [5]. Accurate macroscale flow predictions in porous media
require an accurate parameterization of the apparent permeability.
Performing detailed computations of the flow in a representative
volume of the porous medium gives direct access to this quantity,
and is the basis for the engineering closure of any macroscale
transport parameter. Changes in the permeability due to changes
in the local flow behavior and pore structure become evident
through simulation.

Using simulation to close the drag force is a strategy widely
adopted throughout literature. Many authors have studied the
influence of fluid flow on the drag force for a large range of pore
patterns. A large part of this research has concentrated on porous
media composed of cylinders or spheres [5,15–20]. Others have
considered porous media composed of rectangular shapes
[21,22]. A feature common to all of these studies is the use of a
body-conforming grid. This standard gridding technique is limit-
ing when it is applied to highly complex bodies, as the design
of a qualitative grid is a cumbersome task. Avoiding the use of
conforming grids, the immersed boundary method is a viable
alternative for simulating fluid transport in porous media. It al-
lows for realistic geometrical complexities while maintaining an

acceptable accuracy close to the solid–fluid interface. We restrict
ourselves in this work to laminar flow in the pores, thereby
avoiding the very high spatial resolutions that would be required
to treat turbulent flow.

The proposed simulation strategy will be validated using
two test cases. The first test case considers laminar, fully-
developed flow between two parallel planes. Numerical results
for the streamwise velocity profile will be compared with their
analytical counterparts. The second test case considers flow in
a model porous medium composed of an infinitely extending
array of inline square rods [21,22]. A ‘‘measure’’ for the quality
of the computed flow will be the macroscopic pressure gradient,
i.e., the gradient of the intrinsically-averaged pressure. We will
identify that the overall method is first-order accurate in
space.

By means of a systematic numerical study, we will present re-
sults on the apparent permeability of the staggered arrangement
of square rods by direct solution of the incompressible Navier–
Stokes equations for a range of flow conditions. We concentrate
on: A Reynolds number range 1 6 Re 6 600 (based on the vertical
distance between two consecutive rods and the absolute value of
the volume-averaged velocity); a fluid volume fraction (or poros-
ity) of approximately 25%, 50% and 75%; and a direction of flow
along each of the three coordinate axes.

Contents of this paper are organized as follows: Section 2 will
discuss the closure problem encountered in the macroscopic (i.e.,
volume-averaged) description of fluid transport in porous media
and the numerical simulation strategy used for its closure; the sim-
ulation details are discussed in Section 3 alongside reference re-
sults to validate the proposed numerical method; in Section 4
the apparent permeability is computed for the staggered arrange-
ment of square rods as a function of the Reynolds number, the
porosity, and the flow direction; and finally, a summary of the re-
sults and the conclusions is provided in Section 5.

2. Modeling fluid transport in porous media

Many problems involving fluid transport in porous media adopt
a macroscopic or filtered description of the flow. Depending on the
complexity of the flow problem several macrotransport models can
be utilized. For example, for Newtonian flows at low Reynolds
numbers (‘‘creeping’’ flows) the well-known Darcy’s law is valid.
For problems involving a stronger contribution from inertial forces,
a non-linear extension to Darcy’s law might be more appropriate
[14,23]. Much of the developments on macrotransport models for
porous media have seen contributions from mainly two ap-
proaches to up-scaling the microtransport equations: the method
of volume-averaging [4] and the method of homogenization [24].
In the first approach, one performs a convolution of the Navier–
Stokes equations and a weighting function. A closing hypothesis
is then added for the sub-filter scale source terms. The second ap-
proach uses multiscale asymptotic expansion techniques to obtain
homogenized equations. As an example, the homogenized Stokes
equation is Darcy’s law [24].

Volume-averaging methods are widely utilized in engineering
practice, especially for complex phenomena like multiphase flows
with heat and mass transfer [25]. We will use volume averaging as
the preferential up-scaling strategy. In this section we briefly
sketch (for the purpose of completeness) the derivation of the vol-
ume-averaged Navier–Stokes equations for incompressible fluid
transport in porous media (see, e.g., Ref. [14]). We will identify
the macroscale transport parameters and propose a closing strat-
egy. To handle complex porous media we will introduce the vol-
ume-penalizing immersed boundary method for simulating
microtransport in arbitrary pore geometries.
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2.1. Macrotransport of fluid

We consider the motion of an incompressible, Newtonian fluid
in a rigid porous medium, as illustrated in Fig. 1. At the microscale,
this motion is governed by the Navier–Stokes equations [12] and
the accompanying boundary conditions:

r � u ¼ 0; ð1aÞ
@u
@t
þ u � ru ¼ � 1

q
rpþ mr2u; ð1bÞ

u ¼ 0 for x 2 Asf ; ð1cÞ

where x = (x1, x2, x3)T is the spatial coordinate vector and Asf is the
solid–fluid interface contained within the macroscopic system.
The variables in the equations represent: fluid velocity
u = (u1, u2, u3)T, fluid mass-density q, pressure p, and kinematic vis-
cosity m � l/q; with l the dynamic viscosity. The vector differential
operator is given by the symbol r� (@/@x1, @/@x2, @/@x3)T, and the
corresponding Laplace operator by r2 �r � r. If we assume, as
sketched in Fig. 1, that the pore scale ‘ and the macroscopic scale
L satisfy ‘� L, and we wish to simulate the system on the scale
of L, we must resort to averaging the equations of motion to reduce
the number of degrees-of-freedom in the computational model.

To derive the macroscale description of fluid motion we follow
the work in Refs. [14,26]. This derivation requires the definition of
two averaging operators. The first, is the superficial volume average
(see, e.g., Refs. [27,28] for a generalized averaging procedure):

hwiðxÞ � 1
V

Z
Vf ðxÞ

wdV ; ð2Þ

where V is the local averaging volume (see Fig. 1), V f is the fluid vol-
ume contained inside V, and w is any spatial field associated with
the fluid. The coordinate x represents the centroid of the averaging
volume V, and we assume the averaged quantity hwi is associated
with this centroid. The size of the averaging volume must, on the
one hand, be small enough such that hwi is characteristic of local
properties around x and, on the other hand, be large enough to con-
tain a representative sample of the pore topology. This size can be
quantified in terms of ‘ and L for a specific porous medium. A sec-
ond averaging operator is the intrinsic volume average, an averaging
performed over the fluid volume Vf :

hwif ðxÞ � 1
V f ðxÞ

Z
Vf ðxÞ

wdV : ð3Þ

Its relation with the superficial average is

hwi ¼ /hwif ; ð4Þ

where / denotes the fluid volume fraction (or porosity):

/ðxÞ � h1i ¼ V f

V : ð5Þ

We can now proceed with the averaging of the equations of mo-
tion. The superficial volume average of the Navier–Stokes equa-
tions are:

hr � ui ¼ 0; ð6aÞ
@u
@t

� �
þ hu � rui ¼ � 1

q
hrpi þ mhr2ui: ð6bÞ

Using the decomposition of w into its volume average hwif and
fluctuation ~w [26]:

w ¼ hwif þ ~w; ð7Þ

our goal is to rewrite each term in Eq. (6) as a function of these vari-
ables, i.e., fhwif ; ~wg. We will start with the continuity equation.
Using the spatial averaging theorem [29]:

hrwi ¼ rhwi þ 1
V

Z
Asf

nsf wdA; ð8Þ

the left hand side in Eq. (6a) is expressed as

hr � ui ¼ r � hui þ 1
V

Z
Asf

nsf � udA; ð9Þ

where Asf is the solid–fluid interface contained inside V and nsf is
the unit surface-normal vector in the direction away from the fluid.
As the velocity field vanishes on Asf (no-slip condition), Eq. (9) re-
duces to

hr � ui ¼ r � hui ¼ r � ð/huif Þ ¼ 0; ð10Þ

where we made use of Eq. (4).
In the momentum equation, Eq. (6b), the average of the time

derivative can be rewritten as

@u
@t

� �
¼ @hui

@t
¼ /

@huif

@t
; ð11Þ

where spatial integration and time differentiation are interchange-
able because V f is assumed to be independent of time [see expres-

Fig. 1. Fluid transport in a rigid porous medium driven by a pressure gradient rP. The pressure gradient induces a flow rate Q. Left: the macroscale system of characteristic
length L. Right: the spherical averaging volume V with its centroid located at x, and Asf the solid–fluid interface contained inside V. The characteristic pore length is ‘.
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sion (2)]. Applying the spatial averaging theorem to the convective
term and utilizing the no-slip boundary condition yields

hu � rui ¼ hr � ðuuÞi ¼ r � huui þ 1
V

Z
Asf

nsf � ðuuÞdA

¼ r � huui: ð12Þ

By substituting Eq. (7) into the above expression and assuming
a negligible variation of the averaged velocity within V, i.e.,
hhuifi � hui and h~ui � 0 [14,26], Eq. (12) simplifies to

r � huui � /huifr � huif þr � h~u~ui: ð13Þ

A similar treatment can be given to the terms on the right hand
side of the momentum equation. For the average of the pressure
gradient [30]:

� 1
q
hrpi ¼ � 1

q
rð/hpif Þ � 1

V

Z
Asf

nsf
ðhpif þ ~pÞ

q
dA

� � 1
q

/rhpif � 1
V

Z
Asf

nsf
~p
q

dA; ð14Þ

where we have assumed a negligible variation of the averaged pres-
sure within the averaging volume V (thereby taking it out of the
surface integral), and we have made use of the relation

� 1
V

Z
Asf

nsf dA � r/; ð15Þ

which can easily be derived from the substitution of w = 1 into Eq.
(8) and using the equality h1i = / [see expression (5)]. The average
of the viscous stress term can be rewritten as [30]:

mhr2ui ¼ mr2ð/huif Þ þ 1
V

Z
Asf

nsf � mrðhuif þ ~uÞdA

� m/r2huif þ 1
V

Z
Asf

nsf � mr~udAþ n; ð16Þ

where the term denoted by n is given by

n ¼ mr/ � rhuif þ mhuifr2/; ð17Þ

and arises from expanding r2(/huif) and taking the term rhuif out
of the surface integral. The contribution of n to Eq. (16) can be ne-
glected by assuming a constant or (spatially) slowly varying poros-
ity, for which n � 0. Collecting all intermediate results [Eqs. (10)–
(17)] into Eq. (6) yields the intrinsically averaged Navier–Stokes
equations [14]:

r � ð/huif Þ ¼ 0; ð18aÞ

@huif

@t
þ huifr � huif þ 1

/
r � h~u~ui

¼ � 1
q
rhpif þ mr2huif þ 1

V f

Z
Asf

nsf � �
~p
q

Iþ mr~u
� �

dA: ð18bÞ

Solving the above system of equations for the variables
{huif, hpif} requires information from the microscale, namely infor-
mation on the velocity and pressure fluctuations f~u; ~pg:

1
/
r � h~u~ui; ð19Þ

and

1
V f

Z
Asf

nsf � �
~p
q

Iþ mr~u
� �

dA: ð20Þ

As a consequence, we require approximate closing models for
these terms expressed in averaged variables {huif, hpif}.

There is a close similarity between macrotransport simulations
of fluid in porous media and large-eddy simulations (LES) of turbu-
lence [31]. In LES of high-Reynolds number flows, as with macro-
transport in porous media, the aim is to predict the behavior of
large-scale structures in the flow; those that influence the system
on a global scale [32]. The filtering strategy in LES is very much
similar to volume averaging. In fact, the volume-averaging opera-
tor in its most general form [27,28] can be regarded as a general-
ization of the filter operator in LES. The major difference between
the two operators is that in LES modeling the filter is only applied
over the fluid domain, whereas in the more general volume-aver-
aging approach both solid and fluid domains are included in the
averaging volume. In the end, the volume-averaged Navier–Stokes
equations [Eq. (18)] reduce to the LES equations for a domain with
constant porosity / = 1, i.e., in the absence of a solid phase; where
consequently no contribution is made from the integral quantity in
expression (20) (cf. Ref. [33]). As with volume averaging, in LES
suitable closing models must also be sought for terms containing
sub-filter (or sub-grid) scale fluctuations [32].

2.2. Transport parameters and closing strategy

The averaging process of the Navier–Stokes equations has intro-
duced two new terms that contribute to the transport of volume-
averaged momentum. The first is given by the expression (19),
for which h~u~ui is referred to as the sub-filter scale stress. The sec-
ond is expression (20), referred to as the drag force. The sub-filter
scale stress can contribute to the transport of volume-averaged
momentum in a twofold process: turbulent and mechanical disper-
sion [33]. Here, we restrict ourselves to laminar fluid flow and
ignore turbulent dispersion phenomena. Mechanical dispersion is
a transport augmenting effect caused by the microscale fluid hav-
ing to move around solid bodies [33]. The drag force of expression
(20) is a resistance term arising from solid–fluid interaction and
has its contribution attributed to a pressure and a viscous compo-
nent. In Ref. [33] the authors argue that for low-Reynolds number
flows the relative contribution of mechanical dispersion to the vol-
ume-averaged flow is negligible as compared to the drag force. In
our description of macroscopic fluid transport we will assume that
the drag force is more important than mechanical dispersion, and
therefore assume a low-Reynolds number flow in the pores. To
close Eq. (18), what remains is expressing the drag force in terms
of the volume-averaged velocity huif.

A closure hypothesis for the drag force has been proposed in
Ref. [14], such that:

1
V f

Z
Asf

nsf � �
~p
q

Iþ mr~u
� �

dA ¼ �mK�1/huif � mK�1F/huif ; ð21Þ

where the drag has been parameterized using the tensors K and F, re-
ferred to as the permeability tensor and the Forchheimer tensor,
respectively. These parameters are dependent on the type of porous
medium that is being considered (i.e., the pore structure), and F may
also be dependent on the Reynolds number of the flow in the pores.

In this work, our goal is to quantify the permeable nature of a
porous medium using a numerical simulation strategy. Generally
speaking, this means quantifying the drag force and its dependency
on the Reynolds number and the direction of flow by computing its
tensor parameters K and F. These tensor values are ordinarily com-
puted (cf. Ref. [22]) using the well-known Forchheimer extended
Darcy’s law [14]. This law can be derived from Eq. (18b) by assum-
ing the macroscopic flow in the porous medium is stationary and
uniform [and neglecting expression (19)]:

0 ¼ � 1
q
rhpif � mK�1/huif � mK�1F/huif : ð22Þ
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Estimates for K and F are now computed using Eq. (22) and the
results of microtransport simulations within a representative ele-
mentary volume (REV)1 of the porous medium (cf. Refs. [21,22]).
Our approach to quantifying the permeable nature of a porous med-
ium closely follows the work in Ref. [5], where the concept of an
apparent permeability was introduced. The apparent permeability
tensor is a single phenomenological parameter that characterizes
the drag force, and is a unification of K and F. This parameter is eas-
ier to compute as it simplifies Eq. (22). By rewriting the drag force,
Eq. (22) reduces to:

0 ¼ � 1
q
rhpif � mK�1ðIþ FÞ/huif ¼ � 1

q
rhpif � mk�1/huif ; ð23Þ

where k�1 � K�1(I + F) is the inverse of the apparent permeability
tensor; with I the identity tensor. Eq. (23) would be equivalent to
Darcy’s law [6,7] if k were not dependent on the Reynolds number.
We will compute the apparent permeability k using the results of
microtransport simulations within a REV. We solve the incompress-
ible Navier–Stokes equations in the REV under the requirements of
spatial periodicity and macroscopically uniform flow (i.e., u aver-
aged over the REV is a constant). By averaging the microscale vari-
ables {u, p}, k is computed through the substitution of {huif, hpif}
into Eq. (23).

Important to the quality of any numerical simulation strategy is
the quality of its underlying spatial grid. This holds especially for
simulation strategies that adopt structured body-conforming grids,
as highly-skewed grid cells near strongly-curved boundaries can
adversely affect the solution accuracy [34]. Porous media often
have complex interconnected channels that can vary in their size
and shape considerably. Producing practicable grids, whether
structured or even unstructured, for such geometries is a daunting
task.

To be able to deal with realistic porous media, we propose a
simulation strategy that utilizes a uniform Cartesian grid. This grid
will in general not be aligned with solid boundaries and the impo-
sition of the no-slip boundary condition will proceed with the
introduction of a source term in the momentum equation. This
methodology is referred to as the immersed boundary method [9].
Specifically, we set out to solve the incompressible Navier–Stokes
equations with the following modification to the momentum
equations:

r � u ¼ 0; ð24aÞ
@u
@t
þ u � ru ¼ � 1

q
rpþ mr2uþ f; ð24bÞ

where the source term f is given by:

f ¼ �1
�
CðxÞu: ð25Þ

The parameter �� 1, and C is known as the phase-indicator
function:

CðxÞ �
0; for x 2 V f

1; for x 2 Vs

�
; ð26Þ

with Vs representing the solid volume, i.e., the set difference be-
tween the REV V and the fluid volume V f it contains. The source
term acts as a ‘‘stiff spring,’’ pushing fluid parcels that occupy the
solid domain to their equilibrium positions: u = 0 (the no-slip con-
dition). Further details on the methodology will follow in the next
section.

3. Computing fluid transport in porous media

In the previous section we introduced the drag force in the vol-
ume-averaged Navier–Stokes equations and its unknown transport
parameter the apparent permeability. We also proposed a strategy
for obtaining this parameter using the microscale solution in a rep-
resentative elementary volume. In this section we discuss the
numerical simulation strategy for the incompressible Navier–
Stokes equations in detail. The numerical method is validated
against a spatially periodic model of a porous medium: an inline
arrangement of square rods. We conclude with simulation results
on a second spatially periodic model composed of a staggered
arrangement of square rods. These basic geometries are also cen-
tral to the work reported in Refs. [21,22,35].

3.1. The numerical simulation strategy

Computing the apparent permeability of a porous medium re-
quires solving for the velocity and pressure fields in a REV, as illus-
trated in Fig. 2a. We denote the computational REV by V and solve
the dimensionless form of Eq. (24) using periodic boundary condi-
tions. The immersed boundary method with its source term f is
used to approximate the no-slip boundary condition within V;
where V is the union of the fluid volume V f and the solid volume Vs.

Imposing periodicity conditions on the perimeter of V while
retaining a non-trivial flow requires the decomposition of pressure
into a periodic pressure field and a linearly varying pressure field:

pðx; tÞ ¼ p̂ðx; tÞ þ rP � x; ð27Þ

where the symbol (^) denotes a spatially periodic variable. The sec-
ond term on the right of Eq. (27) is required to maintain a continu-
ous flow of fluid; with rP the prescribed global pressure gradient.
Substituting the above pressure decomposition into the dimension-
less form of Eq. (24) yields a boundary value problem for the flow
variables û; p̂ð Þ [5]:

r � û ¼ 0; ð28aÞ
@û
@t
þ û � rû ¼ �rp̂þ 1

Re
r2ûþ f �rP; ð28bÞ

where Re is the Reynolds number based on a reference velocity and
length scale. We are interested in modeling macroscopically uni-
form flow, i.e., hûi ¼ njhûij is constant in the flow direction n; where

jhûij ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiP

ihûii2
q

and i 2 {1, 2, 3}. We wish to maintain a constant

flow rate Q = (Q1, Q2, Q3)T through V such that for i 2 {1, 2, 3}:

Qi ¼ hûiiAi; ð29Þ

whereAi is the area of a cross-sectional plane of V with its normal in
the direction of the coordinate axis xi. As a general consequence, the
global pressure gradientrP is time and Reynolds number dependent.
Under a predefined and constant Q = njQj, we adapt the global pres-
sure gradient rP necessary to maintain this rate of flow at each in-
stant in time in our algorithm. The computed global pressure
gradient will function as a correction to the periodic pressure field
p̂. We illustrate the algorithm using a fractional step method [36]
and a simple Euler-forward integrator for the temporal derivative.
In a single time-step we distinguish a number of key operations:

1. Solve for the intermediate velocity û�:

û� � ûn

Dt
¼ �û � rûþ 1

Re
r2û

� 	n

þ f�; ð30aÞ

where Dt is the time-step and the superscript n denotes the value at
time t = nDt. We treat the source term f of the immersed boundary
method implicitly as to avoid severe stability constraints on Dt.

1 A representative elementary volume [7] is the smallest unit of volume that, when
repeated periodically, approximates the porous medium. For disordered porous
media, a proper representative elementary volume must characterize the important
statistics of the flow.
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2. Solve for p̂ in the pressure-Poisson equation:

r2p̂ ¼ 1
Dt
r � û�: ð30bÞ

3. Update the velocity to satisfy the divergence-free constraint:

û�� ¼ û� � Dtrp̂: ð30cÞ

4. Compute the instantaneous flow rate for i 2 {1, 2, 3} (without
pressure correction):

Q ��i ¼
Z
Ai

ei � û�� dA; ð30dÞ

with ei the unit vector along the xi-axis. The pressure correctionrP
is derived from the difference between the specified flow rate and
the instantaneous flow rate:

Qi � Q ��i � DQ i ¼
Z
Ai

ei � DtrP dA; ð30eÞ

where Qi = ei � njQj. Solving for the instantaneous rP, gives:

ei � rP ¼ DQ i

DtAi
: ð30fÞ

5. Finally, compute the field variables ûnþ1 and pn+1 at the next
time-step:

pnþ1 ¼ p̂þrP � x; ð30gÞ
ûnþ1 ¼ û� � Dtrpnþ1: ð30hÞ

The superscript n + 1 denotes the value at t = (n + 1)Dt and the
velocity field ûnþ1 satisfies the divergence-free constraint.

We solve for the flow variables fû; pg in Eq. (30) using a symme-
try-preserving finite-volume method on a staggered grid [8]. This
method preserves the symmetry properties of the differential
operators (i.e., convective and diffusive) such that it is stable on
any grid resolution and conserves the total mass, momentum
and energy (the latter only for inviscid flows). We integrate in time
using an explicit time-stepping algorithm of Adams–Bashforth
type [8]. Formally, the discretized system is both second-order
accurate in space and time. However, the treatment of the no-slip
boundary condition using the immersed boundary method reduces
the spatial order of convergence to first-order. This will be demon-
strated in Section 3.2 using the simple test case of laminar plane
channel flow.

Having a first-order accurate method implies slow convergence
to the solution, and generally high spatial resolutions are required
to obtain quantitatively accurate results. As a consequence, the
computational requirements are relatively high. In the applications
considered in Sections 3.3 and 4 a typical problem of �2.6 	 105

degrees-of-freedom at a Reynolds number of Re = 1 is solved on
1 processor of an IBM Power6 machine in �6 h. For higher Rey-
nolds numbers the simulation time increases further, e.g., at
Re = 100 the simulation time increases to �110 h to reach full stea-
dy state (up to eight decimal places). Improvements on the algo-
rithm’s design and an extension to parallel processing is being
implemented.

The choice of time-step Dt is of importance for both the accu-
racy and the stability of the time integration method. Our interest
in this work lies mainly with steady flow problems and we are
therefore primarily concerned with a choice of Dt based on numer-
ical stability. For example, if the Reynolds number of the flow and/
or the spatial resolution change, the choice of Dt will be adapted
accordingly to maintain stability of the explicit scheme. We also
opt for a fixed time-step per simulation and ignore any adaptive
time-stepping strategies. Contrary to a fully explicit scheme, it is
also commonly practiced in turbulent flow simulations of incom-
pressible fluids to treat the viscous term implicitly in the time inte-
gration [37]; thus benefiting from a less restrictive time-step and
therefore possibly reducing the computational work. Such a gain
in computational efficiency might also be possible for low-Rey-
nolds number simulations of steady flows. We have, however,
not considered such an approach as our integration strategy has
a favorable extended range of stability [8] and is very suitable for
our applications.

In the following subsection we discuss in more detail the im-
mersed boundary method. We will focus on a specific type of im-
mersed boundary method: volume penalization.

3.2. The immersed boundary method: volume penalization

The immersed boundary (IB) method gets its name from its char-
acteristic feature that solid bodies are ‘‘immersed’’ in a Cartesian
grid that, generally, does not conform to their boundaries [9]. In
other words, the computational grid is constructed without much
regard for the solid bodies. On this nonbody-conforming grid the
effect of an immersed body on the flow of fluid, ordinarily repre-
sented by boundary conditions, is reproduced using a source term
(or forcing function) in the momentum equation. This forcing func-
tion is to simulate the net momentum exchange between the fluid
and solid, thereby approximating the no-slip condition at their
interface.

The advantage of the IB method is the relative ease with which
it can approximate flows in and around geometrically complex
bodies. This is most evident in the pioneering work of Ref. [38],
where the IB method was first developed to simulate cardiac
mechanics and associated blood flow. The author was able to re-
place the use of a moving, body-conforming grid with a static

Fig. 2. Macroscopically uniform flow in a porous medium with a representative elementary volume V. The uniform flow field induces a constant flow rate Q of strength jQj
and direction n in V (a). Solid bodies are approximated in V using a Cartesian grid representation, where grid cells function as units of ‘‘matter’’ (solid or fluid) (b).
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Cartesian grid; avoiding complex regridding strategies for the
heart. Even for simulations requiring static grids of complex do-
mains, the generation of a body-conforming grid of practicable
quality is a time-consuming process. The resulting grids are gener-
ally prone to various abnormalities, such as: highly-skewed grid
cells or cells with large aspect ratios; all of which can negatively
influence the solution accuracy and convergence rate of the solver.
These abnormalities are clearly not present in Cartesian grids.

In general, IB methods require more computational nodes than
their body-conforming counterparts. However, they can compen-
sate by taking advantage of efficient and fast numerical methods
[9]. The major difficulty with the IB method remains the imposi-
tion of boundary conditions, and therefore the definition of a prop-
er forcing function. The treatment of the boundary conditions will
have an obvious effect on the local and global behavior of the sys-
tem. Despite this difficulty, the IB method has steadily gained
acceptance as a very capable method for simulating flows around
geometrically complex bodies.

Various forcing strategies have been developed for the IB meth-
od. Most of the popular strategies operate in the discrete regime,
that is, their definitions arise after the governing equations have
been discretized (refer to Ref. [9] and the many references therein).
Primary advantages of this type of treatment are the robustness of
the forcing functions (no added stability constraints) and the abil-
ity to sharply represent boundaries; thereby enabling higher
ranges of the Reynolds number. On the other hand, these treat-
ments are much more difficult to implement (e.g., the cut-cell
method) and they require a detailed knowledge of the physical
interface, such as: surface normals and curvature. Also, in some
practical applications, the availability of interface data might only
be limited to imaging techniques (e.g., computer tomography),
where the amount of spatial (pixel) resolution can limit proper
interface reconstruction.

In this work we consider a continuous forcing function of the
‘‘volume penalizing’’ type [39,40]. It is continuous because its def-
inition is of physical basis, and is directly incorporated into the
continuous formulation of the equations. It is volume-penalizing
because the forcing extends throughout the entire solid body and
is not just confined to a neighborhood of the physical interface.
What makes volume-penalization an attractive method is not only
its ease of implementation, but also its use of a phase-indicator
function. This method uses the phase-indicator function to identify
regions of space occupied by the solid body, and then ‘‘forces’’ the
no-slip boundary condition through penalizing a measured differ-
ence between the actual and desired solid volume velocity. Math-
ematically, we have a very simple expression for the forcing
function:

f ¼ �1
�
CðxÞðu� usÞ; ð31Þ

where us is a prescribed solid (rigid) body velocity and C is the bin-
ary phase-indicator function:

CðxÞ ¼
0; x 2 V f

1; x 2 Vs

�
: ð32Þ

The positive parameter �� 1 controls the effectiveness of the
forcing function. By decreasing �, the magnitude of f (in the solid
and at the solid–fluid interface) will grow beyond the level of the
remaining flux terms in the momentum equation, effectively
reducing the momentum equation to the simple form: @u/@t = f.
This equation will, at an exponential rate, force the velocity differ-
ence u � us to a negligibly small value [41]. The function C allows
the forcing to be active only within the solid domain. Within the
fluid domain, the forcing vanishes completely and the governing
equations of motion are the standard incompressible Navier–

Stokes equations. To avoid stability problems with the forcing
function, its contribution to the total flux is treated implicitly in
the time-advancing scheme [see Eq. (30a)].

In the discrete space, the phase-indicator function C is approx-
imated by a discrete equivalent Ch on a uniform Cartesian grid.
But, as solid bodies are seldom aligned with this grid, imposing
boundary conditions on the ‘‘true’’ boundary location is difficult.
The volume-penalization method circumvents this difficulty by
allowing a ‘‘less refined’’ definition of the solid geometry: A Carte-
sian grid representation. By choosing a single Cartesian grid cell as
the smallest unit of physical space, a solid body is then approxi-
mated by a collection of these cells; leading to a ‘‘staircase’’
approximation of the solid and fluid domains, as illustrated in
Fig. 2b. In this way we distinguish between grid cells that are either
completely solid or completely fluid. Contrary to volume-of-fluid
methods [42], grid cells cannot be partially filled by solid. The
Cartesian grid representation greatly simplifies the definition of
Ch and the algorithmic implementation of the forcing function f.
In fact, the staircase or ‘‘pixelated’’ geometries are very similar to
the way a digital image is represented on a computer. Each image
is comprised of a series of pixels of a certain color and a fixed width
(or grid resolution); these are all properties shared by the phase-
indicator function with its ‘‘binary color palette’’. By increasing
the grid resolution of the image we improve its clarity and sharp-
ness, this also holds true for the Cartesian grid representation of a
solid body. As a direct consequence of this analogy, the volume-
penalizing IB method is well suited to approximate flows in do-
mains extracted through computer imaging techniques.

The method of volume-penalization originated from the work of
Arquis and Caltagirone [39], where they studied natural convection
in a fluid-porous cavity. The reasoning behind their forcing strat-
egy is borrowed from the field of flow in porous media, where
the added resistance experienced by the fluid is approximated by
the Darcy drag: f = �(m/K)u. Here K(x) is the space dependent per-
meability, for which K =1 in the fluid domain and K = 0 in the solid
domain. If we assume mK�1(x) = ��1C(x), we return to the original
formulation in expression (31) (for us = 0). A highly impermeable
porous medium is approximated by taking �? 0 (and thereby
K ? 0), where the velocity u reduces to a negligibly small value.

We conclude this subsection by demonstrating the order of
accuracy of the volume-penalizing IB method for laminar, fully-
developed flow between two parallel planes. This flow is a simple
yet powerful test case, as the quality of the developed velocity pro-
file, a parabola, is completely determined by the accuracy with
which the wall-friction (or velocity gradient) is approximated at
the boundaries.

3.2.1. Laminar plane channel flow
Laminar plane channel flow, also known as plane-Poiseuille

flow, is a well documented problem (see, e.g., Ref. [43]), one for
which the analytical velocity profile is a known function of the ap-
plied global pressure gradient [43]. In the numerical simulation we
will approximate the channel walls by penalizing grid cells in the
wall domain, thereby creating ‘‘fictitious walls’’ that are two grid
cells thick (see Fig. 3). The implicit treatment of the forcing func-
tion [see expression (31)] allows for very small values for the effec-
tivity parameter. Numerical experimentation has shown negligible
dependence of the solution on � for values below 10�8. Here, we
adopt � = 10�10, for which the solid–fluid interface is well localized
to within one grid cell.

By computing the streamwise velocity component (assuming
the direction of flow is along the x1-axis; x2 is the wall-normal axis)
the error relative to the analytical velocity profile can be obtained.
Theory prescribes, and the numerical results have confirmed, that
the solution profile is independent of the directions {x1, x3} [43].
Errors are therefore computed only along the x2-axis. The norm
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of the error as a function of the wall-normal grid resolution is illus-
trated in Fig. 4. The grid resolution is taken from the set
N2 2 {2mjm = 3, . . . , 8}. The ‘2-norm represents the square vector-

norm:
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1=N2

P
û1 � ûh

1


 �2
q

, with summation performed over all

computational nodes. With the ‘1-norm we indicate the maxi-
mum-norm, or the maximal computed deviation from the analyti-
cal solution: max jû1 � ûh

1j, with the maximum determined over all
computational nodes. From Fig. 4 we can conclude that the velocity
field converges at a rate that is consistent with a first-order meth-
od. This behavior is attributed to the fact that the solid–fluid inter-
face is not aligned with all the three velocity components (see
Fig. 3). As a consequence, the no-slip condition is not fully satisfied
at this location. The real interface is actually localized to within
half a grid cell. It is this slight, but unavoidable ‘‘non-alignment’’
of the interface with the underlying staggered grid arrangement
that produces the observed decay rate of error in velocity.

More general flow domains that cannot be aligned with the grid
introduce a second component to the error. The error in the com-
puted velocity field is not only affected by the error in the spatial
discretization but also by the error in the non-alignment of the

geometry with the grid. For laminar flow inside a tube of circular
cross section we have confirmed that the velocity field also con-
verges linearly [44]. Capturing of the separation region associated
with flow over a cylinder is more challenging since the line of sep-
aration is not localized at the sharp edges of the interface as in the
current Cartesian grid representation. The matter of geometrical
convergence and the quality of the accompanying flow field will
be the topic of future works.

3.3. Model porous media: flow in spatially periodic arrays of square
rods

In this subsection we compute microscale velocity and pressure
fields for two spatially periodic models of a porous medium, as
illustrated in Fig. 5. Both models are composed of infinitely extend-
ing square rods; which allows for the solid bodies to be aligned
with the underlying Cartesian grid. The solution of the first model,
an inline arrangement, is compared with reference values from lit-
erature. The second model is a staggered arrangement, and its
microscale solutions are post-processed in Section 4 to obtain the
apparent permeability. For simplicity of notation we will drop all
(^)-symbols in future references to spatially periodic velocity
fields.

3.3.1. Inline arrangement
Consider macroscopically uniform flow in a porous medium

with a REV as illustrated in Fig. 5a. The solid body in each corner
is assumed square and of length D/2 (as V is periodic, outside V
the solid body is square and of length D; cf. Refs. [21,22]). We take
V to be of area H 	 H, and maintain a fixed porosity / = 1 � (D/
H)2 = 0.75. Depth is created in V by extruding the solid content
along the x3-axis over a length H; thereby modeling infinitely
extending rods. The direction of flow is along the x1-axis (i.e.,
n = e1) and numerical simulations at various Reynolds numbers
will be compared with those in Refs. [21,22]. The grid resolution
will also be varied in order to investigate the convergence proper-
ties of the proposed IB method. A ‘‘measure’’ for the simulated flow
will be the macroscopic pressure gradient [21,22]: @hpif/@x1 (i.e., the
gradient of the intrinsic-averaged pressure along the x1-axis). This
pressure gradient is equivalent to the global pressure gradient
e1 � rP in Eq. (30f).

We assume H and the absolute value of the macroscopic veloc-
ity jhuij as our reference scales, thereby obtaining the Reynolds
number Re = Hjhuij/m. The range of Reynolds numbers is taken from
the set Re 2 {1 	 10m, 2 	 10m, 6 	 10mjm = �1, 0, 1, 2}. By requir-
ing a constant dimensionless macroscopic velocity of
jhuij = hu1i = 1, we set the flow rate Q = (1, 0, 0)T. For the porosity
/ = 0.75, the solidity or solid volume fraction [1 � / = (D/H)2] is
25% of the total volume of V. Therefore, 25% of the grid cells are
dedicated to the solid domain and 75% of the cell to the fluid do-
main. To achieve the desired porosity under a constant H, the
length D must satisfy: D ¼

ffiffiffiffiffiffiffiffiffiffiffiffi
1� /

p
H. As a solid body is represented

by a collection of grid cells, the length D can also be expressed in
terms of the number of grid cells ND across D, i.e., D = NDDx2. Here,
ND ¼

ffiffiffiffiffiffiffiffiffiffiffiffi
1� /

p
N2;N2 is the grid resolution along the x2-axis, and Dx2

is the grid spacing along the x2-axis. We require the condition that
ND/2 is an integer value in order to correctly represent the solid
bodies on the underlying grid. As an example, a grid resolution in
the (x1, x2)-plane of N1 	 N2 = 64 	 64, spans ND = 32 grid cells
across D (/ = 0.75); and resulting in 32 grid cells across the ‘‘inlet’’
at x1 = 0 [see Fig. 5a].

Results for the velocity vector field are presented in Fig. 6 for
two values of the Reynolds number Re 2 {1, 100}. The grid resolu-
tion is N1 	 N2 = 64 	 64. Along the x3-axis we maintain a constant
minimal resolution of N3 = 4, as the solid bodies are assumed of
infinite length. At Re = 1, the flow field slightly deviates from its

Fig. 3. Close up of a near interface region for flow between two parallel planes. The
solid–fluid interface is located on a grid line. The grid is of staggered arrangement,
where the velocity components {u1, u2, u3} are located on the faces of the control
volumes. Filled arrow heads are used to represent components of the velocity that
are penalized using the immersed boundary method. Empty arrow heads represent
those components that are exempt from penalization, and are governed by the
standard incompressible Navier–Stokes equations.

Fig. 4. ‘p-norm of error in velocity kû1 � ûh
1k‘p as a function of the wall-normal grid

resolution N2 for flow between two parallel planes; with p 2 {2,1}. The computed
streamwise velocity component is given by ûh

1. The ‘2-norm of the error is indicated
by the (s)-markers and the ‘1-norm by the (h)-markers. The dashed line
represents a negative slope of one.
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bulk motion and flows into, and out of, the upper and lower cavi-
ties. By increasing the Reynolds number, two counter-rotating vor-
tices or recirculation zones develop, causing the bulk flow to
resemble laminar (Poiseuille) flow between two parallel planes.
At Re = 100, these vortices remain steady in time. It is also evident
that the IB method has forced the computational nodes within the
solid bodies to have a vanishing velocity.

In Table 1, simulation results for the macroscopic pressure gra-
dient are compared with results obtained in Ref. [21] using a non-
uniform, body-conforming grid of resolution N1 	 N2 = 181 	 181.
Results are compared at three Reynolds numbers and at three grid
resolutions. We characterize differences in the two data sets using
the percentage error d(w), i.e., the relative error times 100%:

dðwÞ � wh � w
w

	 100%; ð33Þ

where w is the true solution and wh its approximation. It is evident
that doubling the grid resolution in both the x1 and x2 directions re-
duces the percentage error by about half (�0.55). This again demon-
strates that the method is first-order accurate in space. It is also
evident from the Re = 600 simulations that the percentage errors
are slightly higher as compared to the previous two Reynolds num-
bers. This difference can be attributed to the increased velocity gra-
dients near boundaries; these become increasingly difficult to
approximate using uniform grid spacings.

In Fig. 7 the macroscopic pressure gradient is plotted for the
range of Reynolds numbers Re 2 {1 	 10m, 2 	 10m, 6 	 10mjm =
�1, 0, 1, 2} (still remaining within the laminar flow regime) and
at a grid resolution of N1 	 N2 = 64 	 64. The solid line is a model
relation for the macroscopic pressure gradient [21,22]. It is the
Forchheimer extended Darcy’s law:

� @hpi
f

@x1
� a Re�1 þ c; ð34Þ

where the parameters {a, c} are approximated through numerical
simulation: a = 76 and c = 0.2 [21,22]. This model extends the appli-
cability of the linear Darcy’s law [30] to compensate for stronger
inertial effects at higher Reynolds numbers. Also plotted in Fig. 7
with (	)-markers are values for the macroscopic pressure gradient
at Re 2 {10, 100, 600}, as found in Ref. [21]. Good agreement is seen
between the numerical results and the proposed model in its linear
regime (Re 6 20). However, for larger Reynolds numbers, expres-
sion (34) overpredicts the pressure gradient and prematurely starts
to level out.

The results presented in Table 1 and Fig. 7 have made it clear
that the volume-penalizing IB method can be a reliable tool for
predicting fluid transport. Although a high resolution is required
to obtain converged results, reliable trends are already visible at
very moderate resolutions. The strength of the method, however,
remains its ‘‘gridding free’’ strategy, that is, the ability to produce
qualitative results on a Cartesian grid without the added hassle
of designing practicable grids.

3.3.2. Staggered arrangement
The staggered arrangement of square rods [see Fig. 5b], first

presented in Ref. [35] for convective heat transfer computations,
is of interest when considering models of porous media represent-
ing anisotropic ‘‘bundles’’ of solid material. Although the arrange-
ment is structured, it remains a good basic model for
approaching unstructured, rectangularly shaped, slender geome-
tries. Similar to the previous case, we will compute the local veloc-
ity and pressure fields within this staggered arrangement and
analyze the resulting flow patterns.

Once again, consider macroscopically uniform flow in a porous
medium with a REV as illustrated in Fig. 5b: V ¼ 2H 	 H 	 H. Depth
in V is created by extruding the solid content along the x3-axis over
a length H. All solid bodies are of square shape, where the central
body has a length D and the four corner bodies lengths D/2. The
porosity is given by / = 1 � (D/H)2 = 0.75, thereby D = H/2. We will
perform flow simulations along the {x1, x2}-axes (i.e., n 2 {e1, e2})
for two values of the Reynolds number Re 2 {1, 100} (we maintain
similar reference scales for the velocity and length as for the inline
geometry). Of interest are the differences in flow-structures ob-
served during the transition from a predominantly viscous regime
to a more inertial regime, i.e., Re = 1 to Re = 100. These (local) dif-
ferences will contribute to a change in the drag force experienced
by the fluid. This will also have definite consequences for the mac-
roscopic flow properties, as will become evident when we consider
the apparent permeability in Section 4.

Under the constant macroscopic flows jhuij = hu1i = 1 (i.e., Q1 =
1) and jhuij = hu2 i = 1 (i.e., Q2 = 2), we plot their respective velocity
vector fields for Re 2 {1, 100} in Fig. 8. The grid resolution in the
(x1,x2)-plane is N1 	 N2 = 128 	 64. It is immediately apparent from
a comparison between the two orthogonal flow directions that the
flow along the x1-axis experiences a larger deviation from its bulk
motion than the flow along the x2-axis. The fluid in Fig. 8a and b is
forced to move around the center body, while in Fig. 8c and d it
moves mainly between the solid bodies. This difference will result
in a larger drag force (at equal Reynolds number) along the x1-axis.

Fig. 5. Representative elementary volume V (with origin O) for two spatially periodic models of a porous medium. The solid bodies in the (x1, x2)-plane are extruded along the
x3-axis over a depth H to form a three-dimensional elementary volume. A fixed flow rate Q = njQj is imposed in the direction n. Both models include solid bodies that can be
aligned with the underlying Cartesian grid.
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Comparing the Reynolds numbers, we notice at Re = 1 the exis-
tence of two symmetry planes at x1 = 1 and x2 = 0.5 for both flow
directions. At Re = 100, there is only one plane of symmetry:
x2 = 0.5 for flow along the x1-axis, and x1 = 1 for flow along the
x2-axis. The flow patterns, however, are much more intricate at
Re = 100 than they are at Re = 1. For flow along the x1-axis we no-
tice several recirculation zones near bends in the flow field, as the
fluid has separated near the sharp edges of the obstructing solid
bodies. These recirculation zones constrict the main path of flow
and locally increase the fluid velocity. As a consequence higher
fluid resistance is experienced. For the flow along the x2-axis, pock-
ets of recirculating fluid develop inside the cavities between adja-
cent solid bodies and the bulk fluid motion resembles plane-

Poiseuille flow; with its characteristic parabolic velocity profile.
In general, the flow behavior along the x2-axis resembles the
behavior seen for the inline arrangement (see Fig. 6).

4. Apparent permeability of a staggered arrangement of square
rods

In this section the apparent permeability is computed for the
staggered arrangement of square rods at various Reynolds num-
bers (Section 4.2) and porosities (Section 4.3). We include the
directional dependency (anisotropy) of the apparent permeability
by computing its values along the three coordinate axes. To be able
to investigate this anisotropy we first require the definition of the
scalar ‘‘directional permeability’’ (Section 4.1).

4.1. Extended Darcy’s law and directional permeability

In this subsection we show how the directional permeability
can be computed from the microtransport data. Its computation re-
quires a few intermediate steps, these are discussed in detail
below.

Fig. 6. Velocity vector field in the (x1, x2)-plane at two values of the Reynolds
number Re 2 {1, 100} for the inline arrangement of square rods. The streamlines
help visualize the dynamics in the upper and lower cavities. The porosity / = 0.75
and the grid resolution in the (x1, x2)-plane is N1 	 N2 = 64 	 64.

Table 1
Effect of Reynolds number and grid resolution on the macroscopic pressure gradient
for the inline arrangement of square rods (porosity / = 0.75). The relative error in %
(relative to Ref. [21]) is denoted by d in the third column.

Re � @hpif
@x1

d� @hpif
@x1

N1 	 N2 	 N3

10 7.82 0% 181 	 181 	 1 (Ref. [21])
6.65 �15% 32 	 32 	 4
7.16 �8.4% 64 	 64 	 4
7.45 �4.7% 128 	 128 	 4

100 0.835 0% 181 	 181 	 1 (Ref. [21])
0.711 �15% 32 	 32 	 4
0.768 �8.0% 64 	 64 	 4
0.800 �4.2% 128 	 128 	 4

600 0.154 0% 181 	 181 	 1 (Ref. [21])
0.124 �20% 32 	 32 	 4
0.135 �12% 64 	 64 	 4
0.143 �7.1% 128 	 128 	 4

Fig. 7. Macroscopic pressure gradient for the inline arrangement of square rods at a
range of Reynolds numbers and at a porosity / = 0.75. The solid line represents the
Forchheimer extended Darcy’s law with parameters computed in Refs. [21,22]. The
dashed line [with (h)-markers] represents our computed results at a resolution of
N1 	 N2 = 64 	 64. The (	)-markers indicate values for the macroscopic pressure
gradient at Re 2 {10, 100, 600}, as found in Ref. [21].
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A common approach to modeling predominantly viscous flow
through a homogeneous porous medium is to assume the macro-
scale (or coarse scale) system obeys Darcy’s law [6,7]. Darcy’s
law is a proportionality relation between the average fluid velocity
hui and the macroscopic pressure gradient rhpif. The constant of
proportionality, for isotropic porous media, contains the scalar per-
meability K. For anisotropic media, a generalized form of Darcy’s
law can be proposed [6,7]:

hui ¼ �Re Krhpif : ð35Þ

Here we have expressed it in dimensionless form where Re the Rey-
nolds number and K is now the permeability tensor. In an aniso-
tropic porous medium the vectors hui and rhpif are non-colinear
except when they are in the direction of one of the principal axes
[6,7]. The permeability can generally be interpreted as the inverse
of a ‘‘resistance’’ parameter, influencing the flow of fluid inside a
porous medium. A large value of the permeability, for a given driv-
ing force rhpif, results in a large throughput of fluid. The Darcy’s
law permeability tensor K is a material property dependent only
on the geometrical structure of the porous medium [6,7]. Also, it
has been shown [6,7,24] that for all porous media the permeability
tensor is symmetric and positive definite.

The validity of Darcy’s law starts to break down as inertial
forces become more important [6,7]. This effect is clearly visible
at the microscale, where the non-linear nature of the fluid pro-
duces regions of vortical motion [5] which can drastically affect
the hydrodynamic drag. The intensity, size and stability of these
vortices depend not only on the geometrical structure of the por-
ous medium but also on the Reynolds number. Consequently, for
inertial flows the linear relation of Eq. (35) is extended into the
non-linear laminar regime [7] using the Forchheimer extended
Darcy’s law [14]:

hui ¼ �Re Krhpif � Fhui; ð36Þ

with F the Forchheimer correction tensor. In general, the Forchhei-
mer tensor F is dependent on the Reynolds number and on the geo-
metrical structure of the porous medium. Therefore, a universally
valid expression for F does not exist. Various numerical studies have
uncovered geometry-specific relations for the permeability and
Forchheimer tensor as functions of the Reynolds number and flow
angle, e.g., the work on inline-arrangements of square rods in Refs.
[21,22]. It should be pointed out that both Eqs. (35) and (36) are
subject to certain assumptions in their derivation (from the vol-
ume-averaged Navier–Stokes equations [14,30]) and therefore de-
scribe macroscopic flow behavior with a certain accuracy level
only in a range of Reynolds numbers. This range of acceptable accu-
racy is strongly dependent on the geometry of the porous medium
being considered. By a proper parameterization of the tensors K and
F this range may be enlarged. Finding suitable values for the com-
ponents of these tensors is of great importance to engineering
transport models.

We will model macroscopic flow behavior according to Ref. [5],
where the concept of an apparent permeability was introduced; that
is, a permeability not only dependent on the pore geometry but
also on the Reynolds number. We derive the apparent permeability
by simply rewriting Eq. (36):

hui ¼ �Re ðIþ FÞ�1Krhpif ¼ �Re krhpif ; ð37Þ

which introduces k � (I + F)�1K as the apparent permeability ten-
sor. Eq. (37) maintains the simple Darcy-type formulation for mac-
roscale transport [see Eq. (35)] but with an increased range of
applicability, as the apparent permeability k is now Reynolds num-
ber dependent and provides corrections in the inertial regime. The
formulation of Eq. (37) allows for a single phenomenological
parameter to quantify the permeable nature of a porous medium.

Fig. 8. Velocity vector field in the (x1, x2)-plane at two Reynolds numbers Re 2 {1, 100} for the staggered arrangement of square rods. The streamlines help visualize the
dynamics in recirculation zones. The porosity / = 0.75 and the grid resolution in the (x1, x2)-plane is N1 	 N2 = 128 	 64.
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Given the value of k for a very low Reynolds numbers (i.e., highly
viscous flow) the Darcy’s law permeability tensor K � k and F � 0.
The value of F is relevant at higher Reynolds numbers and is com-
puted by solving for it in the relation: kK�1 = (I + F)�1.

In general, the nine components kij of the apparent permeability
tensor k can be computed by simulating the microscale velocity
and pressure fields within a REV of a porous medium. When the
Reynolds number is sufficiently low the linearity between the
average fluid velocity and the macroscopic pressure gradient (i.e.,
Darcy’s law) allows for the components of k to be approximated
as constants. As k � K and symmetric, the now six components
can be computed by simulating the flow in six independent direc-
tions. More specifically, we must solve six independent flow prob-
lems involving a macroscopically one-dimensional, steady flow.
Every flow direction produces a so-called ‘‘directional’’ apparent
permeability [6,7] (or just directional permeability for short) that
can be coupled back to the tensor components kij. The directional
permeability is a specific scalar form of the apparent permeability
that characterizes flow resistance along a prescribed direction n of
the macroscopic flow. Its definition follows from a Darcy-type rela-
tion where the average velocity and macroscopic pressure gradient
are aligned along a direction n [6,7,45,46]. It is computed as fol-
lows: set a macroscopically uniform flow hui = njhuij (of strength
jhuij and direction n) and take the component of the macroscopic
pressure gradient in the direction of flow, n � rhpif, the directional
permeability then follows from

jhuij ¼ �Re knðn � rhpif Þ; ð38Þ

such that

kn ¼ �
jhuij

Re ðn � rhpif Þ
: ð39Þ

The relationship between the directional permeability kn and
the components kij of the apparent permeability tensor k can easily
be derived by noticing that:

n � rhpif ¼ n � � 1
Re

k�1hui
� �

¼ � 1
Re

n � ðk�1nÞjhuij; ð40Þ

where we made use of Eq. (37). By comparing Eqs. (38) and (40)
gives [6,7,45,46]:

kn ¼
1

n � ðk�1nÞ
: ð41Þ

We can further simplify k at low Reynolds numbers if the por-
ous medium is orthotropic (i.e., having three mutually orthogonal
principal axes [6,7]) such that k can assume a diagonal form. This
then reduces the unknown tensor components kij from six to three.

At higher Reynolds numbers, where non-linear flow effects are
present, the tensor k need not be symmetric nor constant. It must
account for potentially strong changes in dynamical flow patterns.
For steady flow, the nine components kij follow in this most general
setting from nine independent flow simulations. It is common
practice to parameterize the components in terms of the Reynolds
number. However, for strongly non-linear (e.g., turbulent) flows
this parameterization breaks down as the flow becomes time-
dependent. Also, with increasing Reynolds number the macro-
scopic properties of the flow along an arbitrary direction do not
correlate with the macroscopic properties along different flow
directions.

For the staggered arrangement of square rods we will treat its
principal axes as orthogonal and that they coincide with the coor-
dinate axes [see Fig. 5b]. We can then assume that for low to mod-
erate Reynolds numbers (i.e., for weakly-non-linear flow) the
dominant flow dynamics are along the three principal axes. We
will compute the three diagonal components in the tensor k and

parameterize them in terms of the Reynolds number. The macro-
scopic flow behavior in an arbitrary direction is now expressed
as a linear combination of the flow behavior along each of the three
coordinate axes.

In the following subsections predictions for the directional per-
meability will be made using Eq. (39), where we specify a macro-
scopically uniform flow (through a constant flow rate Q) and
compute the resulting macroscopic pressure gradient. We will
study the effects of a varying Reynolds number and porosity on
the directional permeability. Varying the Reynolds number will
illustrate the effects associated with the transition from the purely
viscous to the inertial regime. The changes in porosity will illus-
trate effects arising from a changing inner structure of the porous
medium. We consider the direction of flow along each of the three
coordinate axes. All numerical predictions are performed on a
range of grid resolutions to investigate the grid sensitivity of the
IB method.

4.2. Effect of Reynolds number on the directional permeability

The effect of the Reynolds number on the directional permeabil-
ity will be computed for the staggered arrangement of square rods,
as defined in Fig. 5b. The Reynolds number, a ratio of inertial forces
to viscous forces, quantifies the relative importance of these forces
for the transport of momentum. Increasing the Reynolds number
changes the flow pattern from a smoothly varying flow field to a
more dynamic flow field, with separation zones and other forms
of vortical structures. This increase will have an obvious effect on
the directional permeability. To quantify the behavior of the direc-
tional permeability, we need to first compute the macroscopic
pressure gradient and examine its change with an increase in the
Reynolds number. Through Eq. (39) we can then compute the
directional permeability. Also, having knowledge of the macro-
scopic pressure gradient as a function of the Reynolds number
enables us to verify whether these results actually satisfy a
Darcy-type relation. In that case, the macroscopic pressure gradi-
ent correlates with the averaged velocity according to a functional
relation similar to Eq. (38).

We will consider the flow of fluid along the three coordinate
axes {x1, x2, x3} and a porosity / = 0.75. We denote the directional
permeability along the axes {x1, x2, x3} by {k1, k2, k3}, respectively.
In Fig. 9 we plot values of the macroscopic pressure gradient
�@hpif/@xi and the directional permeability 1/ki (i 2 {1, 2, 3}) for a
range of Reynolds numbers. The macroscopic pressure gradient is
computed according to Eq. (30f). We incorporate results on three
grid resolutions N1 	 N2 	 N3, including: 64 	 32 	 4,
128 	 64 	 4, and 256 	 128 	 4. We will ignore subsequent grid
refinements along the x3-axis as numerical experiments have dem-
onstrated �@hpif/@xi to be independent of N3. The flow field is actu-
ally fully independent of x3. Therefore, a minimum grid resolution
of N3 = 4 is chosen along the x3-axis. Fig. 9a, c and e all indicate
monotonically decreasing values for the pressure gradient �@hpif/
@xi with increasing Reynolds number (at least for the steady cases).
Estimates for a functional relation between the macroscopic pres-
sure gradient and the Reynolds number can be made by assuming a
power law behavior of the kind:

� @hpi
f

@xi
� ai Re�bi þ ci; ð42Þ

with coefficients {ai, bi, ci} P 0 and i 2 {1, 2, 3}. For the case that
bi = 1 and ci = 0 the original Darcy’s law is recovered, where
ai = jhuiij/ki and ki is the constant Darcy’s law permeability. The coef-
ficient ci can be made Reynolds number dependent in order to de-
scribe a wider class of functional relations between the
macroscopic pressure gradient and the Reynolds number. Using
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Fig. 9. Macroscopic pressure gradient and directional permeability at various values of the Reynolds number and the grid resolution for the staggered arrangement of square
rods. The grid resolution is indicated by the following markers: (h)-markers, 64 	 32 	 4; (s)-markers, 128 	 64 	 4; and (e)-markers, 256 	 128 	 4. The porosity / = 0.75.
Values indicated by the (	)-marker are unsteady, and a time-averaged approximation is taken.
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Fig. 9, we can estimate values for the coefficients {bi, ci} by simply
observing the global behavior of the macroscopic pressure gradient
and the directional permeability. These estimates will help identify
in which direction and for which Reynolds numbers the Darcy’s law
holds, and for which cases corrections are required.


 For flow along the x1-axis: b1 6 1 and c1 > 0; as �@hpif/@x1

decreases linearly (with constant slope) and then flattens out
at higher Reynolds numbers (up to Re � 200), and 1/k1 increases
monotonically.

 For flow along the x2-axis: b2 6 1 and 0 < c2� 1; as �@hpif/@x2

decreases linearly and 1/k2 increases in a non-linear fashion.

 For flow along the x3-axis: b3 = 1 and c3 = 0; as �@hpif/@x3

decreases linearly and 1/k3 is constant.

From these observations it is evident that flow along the {x1,x2}-
axes (for the considered Reynolds numbers) exhibit a non-Darcy
type flow description, where the macroscopic pressure gradient
is not directly proportional to the average velocity. Inertial correc-
tions to the Darcy’s law are required for these directions. In terms
of the Forchheimer extended Darcy’s law, corrections can be incor-
porated through a Reynolds number dependent Forchheimer ten-
sor. To demonstrate this, we consider the ‘‘directional’’ form of
the Forchheimer extended Darcy’s law by expanding kn in Eq.
(38) in terms of the directional Darcy’s law permeability Kn and
the directional Forchheimer coefficient Fn. Along the three coordi-
nate axes, this yields for i 2 {1, 2, 3}:

� @hpi
f

@xi
¼ jhuiij

Ki
Re�1 þ jhuiij

Ki
Re�1Fi ¼

1
Ki
þ 1

Ki
Fi

Re
; ð43Þ

where jhuiij = 1 for all i 2 {1, 2, 3} in the simulations. By rewriting
expression (42)

ai Re�bi þ ci ¼ ai Re�1 þ ai Re�bi þ ci

� 

� ai Re�1

¼
ai þ ai �1þ Re1�bi þ ci

ai
Re

� 

Re

; ð44Þ

and comparing Eqs. (43) and (44) yields for the directional
coefficients:

Ki ¼
1
ai
; ð45aÞ

Fi ¼ �1þ Re1�bi þ ci

ai
Re: ð45bÞ

The flattening of the curve in Fig. 9a can be contributed to the
development of recirculation zones within the domain that con-
strict the primary path of fluid flow. These recirculation zones
are clearly visible in Fig. 8b. The behavior of the flow along the
x2-axis is similar to that found for the inline arrangement, as can
be seen in Figs. 6 and 8c and d.

Estimates for the directional permeability follow directly from
Eq. (39) and expression (42), where for i 2 {1, 2, 3}:

1
ki
� ai Re1�bi þ ci Re: ð46Þ

All values of ki (apart from k3 which is constant) decrease with
an increasing Reynolds number. The decrease in the directional
permeability (or increase in 1/ki) with increasing fluid inertia is di-
rectly related to the local flow field, with its vortical structures and
flow constrictions (see Fig. 8). The observed uniformity of k3 with
respect to the Reynolds number is consistent with known behavior
of laminar flows in domains of constant cross section. To motivate
this, consider laminar fully-developed flow in a channel of constant
cross section. In channel flow the friction force experienced by the
fluid, expressed using the friction factor f [12, Chapter 6], decreases

as a function of the Reynolds number (for a constant flow rate),
such that f ¼ constant=Re. As the global pressure drop is propor-
tional to the friction factor [12], rP / f, using Eq. (39) it follows
that the permeability k is independent of Re for a constant flow
rate (i.e., constant hui). As for the staggered arrangement, the cross
section of the flow domain does not change along the x3-axis, we
therefore expect that log(�@hpif/@x3) versus log(Re) decreases with
slope 1 [see Fig. 9e], and that 1/k3 is independent of Re (given that
hu3i is constant) [see Fig. 9f].

A comparison of the simulation results for various grid resolu-
tions reveals a weak dependence of the coefficients {bi, ci} on spa-
tial refinements (see Fig. 9 and Table 2). For example, in Fig. 9, we
notice that the slope of the pressure gradient curve (or the trend of
the directional permeability curve) is captured very well even at a
modest grid resolution of 64 	 32 	 4; albeit a low resolution over-
predicts the directional permeability ki for all i 2 {1, 2, 3}. The coef-
ficient ai, however, is more sensitive to the grid resolution. Table 3
contains values of the directional permeability 1/ki (i 2 {1, 2, 3}) at
three Reynolds numbers and at three grid resolutions. We observe
that the values of 1/ki are not yet fully converged at the selected
resolutions. More accurate results are expected with an improved
IB method, which is the subject of ongoing research. Also, the slight
variation of 1/k3 with the Reynolds number is contributed to the
flow field being under-resolved at the two lowest grid resolutions.
Nevertheless, the main consequences for the permeability arising
from differences in the physical domain ‘‘seen’’ when flowing along
the three coordinate axes can be reliably captured with the current
first-order accurate method.

Fig. 9 also indicates values of the Reynolds number where the
flow field becomes unsteady [indicated by the (	)-markers]. For
these cases a time-averaging of the macroscopic pressure gradient
has been performed. Along the x2-axis the onset of unsteady flow
appears earlier at higher resolutions.

Table 2
Estimates for the coefficients {ai, bi, ci} in expressions (42) and (46) at three grid
resolutions for the staggered arrangement of square rods (i 2 {1, 2, 3}). The porosity /
= 0.75.

Flow axis N1 	 N2 	 N3 ai bi ci

x1-Axis 64 	 32 	 4 81 0.96 1.4
128 	 64 	 4 87 0.96 1.5
256 	 128 	 4 91 0.96 1.6

x2-Axis 64 	 32 	 4 63 0.99 0.01
128 	 64 	 4 68 0.99 0.03
256 	 128 	 4 71 0.99 0.03

x3-Axis 64 	 32 	 4 33 1 0
128 	 64 	 4 36 1 0
256 	 128 	 4 37 1 0

Table 3
Computed values for the directional permeability 1/ki (i 2 {1, 2, 3}) at three Reynolds
numbers and at three grid resolutions for the staggered arrangement of square rods.
The porosity / = 0.75.

Flow axis N1 	 N2 	 N3 Re = 1 Re = 10 Re = 100

x1-Axis 64 	 32 	 4 81.03 89.10 241.5
128 	 64 	 4 87.16 95.30 253.4
256 	 128 	 4 90.84 98.78 258.5

x2-Axis 64 	 32 	 4 63.28 64.71 70.61
128 	 64 	 4 67.90 69.45 76.18
256 	 128 	 4 70.63 72.09 79.27

x3-Axis 64 	 32 	 4 32.57 32.59 32.59
128 	 64 	 4 35.57 35.58 35.59
256 	 128 	 4 37.27 37.27 37.27
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Fig. 10. Macroscopic pressure gradient and directional permeability at various values of the Reynolds number and the porosity for the staggered arrangement of square rods.
The porosity / is indicated by the following markers: (h)-markers, / = 0.2344; (s)-markers, / = 0.5273; and (e)-markers, / = 0.75. The grid resolution is set to
N1 	 N2 	 N3 = 256 	 128 	 4.
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4.3. Effect of porosity on the directional permeability

The porosity / of a porous medium is a measure for the pack-
ing-density of its solid material. It is defined as the ratio of the fluid
volume within V to the total volume of V, where V is a REV of the
porous medium [see Eq. (5)]. The lower the porosity, the higher the
packing-density, and the narrower the interstitial fluid channels
become. By considering a variable porosity we can investigate
the effect of ‘‘flow constriction’’ on the behavior of the directional
permeability. For the staggered arrangement of square rods the
porosity is defined as / = 1 � (D/H)2. We will consider the variation
of / under a constant H, i.e., we will vary the dimension D of the
solid bodies. We also consider a range of Reynolds numbers for
which the flow remains steady, therefore setting an upperbound
for the Reynolds number of Re 6 100. The effect of porosity on
the directional permeability is investigated along the three coordi-
nate axes {x1, x2, x3}.

Intuitively, we can imagine that a decrease in the porosity will re-
sult in a decrease in the directional permeability (under identical
flow rates). This decrease is directly related to the increased resis-
tance experienced by the fluid flowing through the narrowing chan-
nels. The total resistance (e.g., due to wall friction and recirculation
zones) is also related to the inertia of the flow, and will therefore fur-
ther increase with increasing Reynolds number. Using the simula-
tion results we can also address the question whether a
macrotransport relation similar to expression (42) holds for the
macroscopic pressure gradient for different porosity values. We will
approach this question by studying the flow through the staggered
arrangement of squares at two new porosities /, which will repre-
sent a solidity of approximately 50% and 75% of the total volume
V. To achieve these porosities we set D ¼

ffiffiffiffiffiffiffiffiffiffiffiffi
1� /

p
H. Note, however,

that the actual values of / depend on the spatial resolution of the
computational grid. This is because the solid bodies are represented
by a collection of grid cells. Therefore, in terms of the number of grid
cells across its length, D ¼

ffiffiffiffiffiffiffiffiffiffiffiffi
1� /

p
N2Dx2; where N2 is the grid reso-

lution along the x2-axis and Dx2 is the grid spacing along the x2-axis.
In Fig. 10 we plot computed values for the macroscopic pressure

gradient �@hpif/@xi and the directional permeability 1/ki

(i 2 {1, 2, 3}) at a range of Reynolds numbers. The two new values
for the porosity / 2 {0.2344, 0.5273} are plotted along with the va-
lue of / = 0.75 from the previous section. The grid resolution is set
to N1 	 N2 	 N3 = 256 	 128 	 4. At this resolution the length D of
the solid square occupies ND ¼

ffiffiffiffiffiffiffiffiffiffiffiffi
1� /

p
N2 ¼ f112;88;64g grid cells

for / = {0.2344, 0.5273, 0.75}, respectively. It is evident from
Fig. 10 that the macroscopic flow behavior at /
2 {0.2344, 0.5273} is similar to the behavior at / = 0.75; with a dif-
ference only in the ‘‘amplitude’’ of the curves. This indicates that
for the considered range of porosities, the power law behavior as
expressed in (42) and (46) remains a valid approximation for the
macroscopic pressure gradient and the directional permeability,

respectively. The Forchheimer extended Darcy’s law appears suit-
able for macrotransport modeling in the range studied.

For detailed reference we list values for the directional perme-
ability at three Reynolds numbers and for the three porosities in
Table 4. We observe that a decrease in the porosity results in a
strong increase in the flow resistance. The strong non-linear in-
crease has important consequences for the modeling of transport
phenomena in realistic porous media, as natural variations in the
local porosity are to be expected.

5. Conclusions

A volume-averaged description of the transport of fluid in por-
ous media requires the introduction of macroscopic transport
parameters to represent sub-filter scale effects. The parameter of
interest in this work has been the apparent permeability, a combi-
nation of the Darcy’s law permeability tensor and the Forchheimer
tensor. We have proposed a numerical simulation strategy for
computing the apparent permeability of a model porous medium
composed of a staggered arrangement of square rods. The numer-
ical approach was used to investigate the effects of the Reynolds
number, porosity and flow direction on the apparent permeability.

The proposed simulation strategy was based on solving the
incompressible Navier–Stokes equations for fluid transport in a
representative elementary volume of the porous medium. We uti-
lized a volume-penalizing immersed boundary method to approx-
imate the momentum interaction between a solid body and the
fluid. The algorithmic implementation of the method required a
Cartesian grid representation of the computational domain, there-
by eliminating the need for the generation of a body-conforming
grid. Microscopic velocity and pressure fields were processed using
the Forchheimer extended Darcy’s law to compute the apparent
permeability.

We presented a validation of the method using a model porous
medium composed of an inline arrangement of square rods. The
macroscopic pressure gradient has been compared with available
results from literature for various Reynolds numbers. A conver-
gence rate indicative of a first-order spatial discretization was ob-
served. As a consequence, high grid resolution was required to
obtain quantitatively accurate results. On the finest grid resolution,
a relative error of approximately 7% was measured at the highest
Reynolds number Re = 600. At lower Reynolds numbers, the rela-
tive error decreased to about 4–5%. However, at coarse resolutions
the method did manage to capture accurately the trend line of the
macroscopic pressure gradient for Reynolds numbers up to
Re = 600. The strength of the proposed immersed boundary meth-
od is its gridding-free strategy and its ability to use fast numerical
solvers that benefit from the Cartesian grid representation.

A systematic parameter study has been performed for a stag-
gered arrangement of square rods to help understand the relation
between the microscale fluid motion and the apparent permeabil-
ity of the model porous medium. We considered the effect of
changing the Reynolds number by performing simulations over
the range 1 6 Re 6 600. We also considered the effect of a change
in porosity, where three values were selected ranging from 25%
fluid volume fraction to 75%. The anisotropy of the apparent per-
meability was investigated by considering flow along the three
coordinate axes. From the microscale simulations we were able
to confirm that the Forchheimer extended Darcy’s law is a valid
model for predicting macroscopically steady and uniform flow in
the staggered arrangement. On this basis an accurate engineering
model can be formulated that may be specifically calibrated using
simulation results. This illustrates the strength of computational
modeling, giving access to material and flow parameters that are
otherwise difficult to obtain and interpret experimentally.

Table 4
Computed values for the directional permeability 1/ki (i 2 {1, 2, 3}) at three Reynolds
numbers and at three porosities for the staggered arrangement of square rods. The
grid resolution is N1 	 N2 	 N3 = 256 	 128 	 4.

Flow axis / Re = 1 Re = 10 Re = 100

x1-Axis 0.2344 6104 6257 8383
0.5273 409.0 426.3 1228
0.75 90.84 98.78 258.5

x2-Axis 0.2344 4814 4880 4979
0.5273 312.4 315.8 333.5
0.75 70.63 72.09 79.27

x3-Axis 0.2344 2445 2455 2456
0.5273 162.8 162.8 162.8
0.75 37.27 37.27 37.27
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Topics of ongoing research include: improvements in accuracy
of the immersed boundary method, and an extension to incorpo-
rate heat and mass transfer. These topics will pave the way for
the development of a reliable simulation tool capable of realistic
geometries and complex physical processes.
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