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Given the enormous backlog at audiovisual archives and the generally global 
level of item description, collection disclosure and item access are both at 
risk. At the same time, archival practice is seeking to evolve from the ana-
logue to the digital world. CHoral investigates the role automatic annotation 
and search technology can play in improving disclosure and access of 
digitized spoken word collections during and after this transfer. The core 
business of the CHoral project is to design and build technology for spoken 
document retrieval for heritage collections. In this paper, we will argue that 
in addition to solving technological issues, closer attention is needed for the 
work-fl ow and daily practice at audiovisual archives on the one hand, and 
the state-of-the-art in technology on the other. Analysis of the interplay is 
needed to ensure that new developments are mutually benefi cial and that 
continuing cooperation can indeed bring envisioned advancements. 
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Introduction

Although oral culture has been part of our history for thousands of years, 
we have only fairly recently become able to record and save that part of 
our heritage. Over the past century, we have collected millions of hours of 
audiovisual data. A recent report on European collections, for instance, gave 
estimates of over nine million hours of audio and over 10 million hours of 
video (Klĳ n and de Lusenet 2008). Audiovisual (A/V) archives maintain these 
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collections, a signiÞ cant part of which contains spoken word materials, such 
as interviews, speeches and radio broadcasts. These materials have great 
potential, for example, for new creative productions such as documentaries, 
research on social and historical questions, and educational purposes. It is 
generally acknowledged, however, that many A/V collections are poorly 
disclosed, as well as poorly accessible. The goal of the NWO-CATCH project 
CHoral (2006�2010)1 is to investigate and develop technology with the goal of 
improving accessibility and disclosure for digital spoken word collections. 
CHoral is a cooperation between archiving professionals at the Rott erdam 
Municipal Archives and multimedia retrieval researchers from the University 
of Twente.

To illustrate the diffi  culties regarding disclosure and access that are 
exemplary for A/V archives in the cultural heritage domain, we present the 
archive of the regional radio channel �Radio Rĳ nmond�. The Radio Rĳ nmond 
collection consists of broadcasts, recorded and kept since the launching of the 
radio channel in 1983, amounting to tens of thousands of hours today. It 
spans several genres including local news reports, talk shows, interviews, and 
music programmes. Only a small amount of the collection has been disclosed, 
i.e. manually annotated through standardized archival description of the 
recordings� content and context (production date, producer, etc.). We will also 
refer to this annotation as �metadata�. Each hour of broadcast material has 
been annotated with at least some information on its context, and for content 
description, keywords have been assigned. In some cases, a description of a 
few sentences was added. The majority of this collection, however, remains 
in the deposits, mainly on analogue data carriers and undisclosed, until 
resources allow for annotation.

To access the disclosed part of the Radio Rĳ nmond collection, the catalogue 
can be searched online. Search results are presented as a list of document 
descriptions, but these are not linked to the recordings: there is online access 
to metadata, not to the speech. To listen to the recordings, one has to visit the 
archive�s listening room and subsequently request copies for further explora-
tion and use. This procedure obviously lacks the ß exibility to encourage 
interested individuals to explore this rich collection, and discourages reuse, 
large-scale research on collection parts, or exploitation in educational sett ings.

To move towards more exploitable collections in general, Þ rst data storage 
needs to be adapted to the requirements of automatic analysis and online 
access. Secondly, the quantity and quality of the annotations, widely 
acknowledged key factors for (re-)usability of materials, have to be improved. 
How to proceed, however, when there is a large backlog of undisclosed 
materials that needs to be annotated, and when the information density in 
those annotations that are available is fairly low? Moreover, the cost-beneÞ t 
of possible solutions must obviously be taken into account.

To begin solving the problems of the Radio Rĳ nmond collection in 
particular and at the same time address issues that are relevant for A/V 
collections and archives around the world, the CHoral project combines two 
lines of work. On the one hand, there is ongoing digitization, and the 
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development of a standard metadata scheme and a trusted digital repository 
ensuring long-term preservation of the digital audio. This part of the work is 
carried out by the archiving professionals. On the other, there is research into 
automatic annotation schemes and index generation for Þ ne-grained access to 
audiovisual data to deal with the existing backlog. This part of the project is 
carried out by researchers from the University of Twente.

In the remainder of this paper, we will explain the issues that set the 
agenda for CHoral�s research and development, which can help to overcome 
the obstacles and problems described above. The Þ eld in which CHoral 
operates is commonly known as spoken document retrieval. In the next 
section, earlier research into spoken document retrieval for cultural heritage 
collections will be presented, and the overall approach taken in CHoral will 
be introduced. The work in CHoral will be presented more elaborately and 
the issue of how spoken document retrieval can be Þ tt ed into the current 
practice of A/V archives will be discussed.

Spoken document retrieval for cultural heritage collections

There is wide agreement that speech-based, automatically generated 
annotation of audiovisual archives may be an alternative for and/or 
complementary to semantic access based on manual annotation (e.g., Byrne 
et al. 2004; de Jong et al. 2008). As the automatic annotation process generates 
time-labels, time-stamped indexes can be built that allow searching within 
documents at various levels (words, speaker-turns, topics).

A typical layout of a spoken document retrieval system is shown in 
Figure 1. The system�s user interface allows the user to formulate search 
requests, and also shows the user the results (i.e. speech results+metadata). To 
match the user�s needs to the index, the query is processed and subsequently 
checked against the index using information retrieval technology. Automatic 
speech recognition together with some pre- and post-processing are used to 
arrive at an index for an A/V collection.

A side-eff ect of using automatic transcription technology is that it 
introduces errors, which causes errors in the index. Still, spoken document 
retrieval has been proven successful in the broadcast news domain (Garofolo 
et al. 2000), and has been developed for a larger set of domains, including 
voice-mail messages (Stark et al. 2000), webcasts (Munteanu et al. 2006), and 
meeting recordings (Wellner et al. 2004). In the rest of this section, we will 
focus on earlier eff orts to develop spoken document retrieval technology for 
cultural heritage collections, including historical recordings of speeches and 
broadcasts (e.g., Hansen et al. 2005), and oral histories (e.g., Oard et al. 2002).

One of the early initiatives was the MALACH project (Multilingual Access 
to Large spoken ArCHives), a US NSF project (2001�2007) that aimed at the 
investigation of access technology for a vast collection of testimonies from 
survivors, witnesses and rescuers of the Holocaust (Oard et al. 2002). The 
goal of that project was to advance speech recognition for the oral history 
domain and to study how recognition could be best incorporated in further 
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processing and retrieval steps (Gustman et al. 2002). Another project that 
contributed to advancing spoken document retrieval in the cultural heritage 
domain was The National Gallery of the Spoken Word project (Hansen et al. 
2005). In that project, the SpeechFind spoken document retrieval system was 
developed: it automatically generated annotations for audio documents and 
made the audio searchable though a Web-interface. One of the lessons learned 
in that project was that it is not the age of the recording, but rather its quality 
and audio characteristics that determine the quality of the index. In the 
Netherlands, the WFH project2 used automatic transcription to disclose a 
collection of interviews and lectures by a famous Dutch writer (Huĳ bregts 
et al. 2005).

The IST-FP5 project ECHO (European CHronicles Online) aimed at the 
realization of a searchable multilingual collection of video documentaries 
deploying speech recognition as one of the core technologies. The IST-FP6 
project MultiMatch (2006�2008) aimed to develop an integrated search engine 
for multilingual and multi-media content from cultural heritage (Amato et al. 
2007). For streaming media types they employed a commercial speech 
recognition system, the performance of which was judged suffi  cient for 
experimenting on search within videos (Carmichael et al. 2008b).

Though several research projects have been concerned with developing 
well-performing speech recognition for a number of languages, noisy indexes 
due to imperfect transcripts will remain a problem. This has led researchers 

fi gure 1 A generic spoken document retrieval system.
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to question the suitability of the currently standard type of automatic speech 
recognition output, so-called 1-best (�one-best�) transcripts, for indexing 
purposes (e.g., Siegler 1999). We share this point of view, and therefore 
CHoral is in the Þ rst instance targeting the improvement of index quality, and 
in the second trying to bett er understand the relation between the quality of 
automatically generated transcripts and index quality. Searching indexes that 
contain errors induced by speech recognition are expected to challenge users 
more than regular text search, and search in audio documents may also be 
considered relatively diffi  cult. This calls for well-designed search interfaces, 
and therefore a second topic in CHoral is the development of tools that help 
users in the retrieval of and interaction with spoken word documents. These 
topics are discussed further in the following two sections.

Research topics in speech recognition and retrieval

Generally speaking, automatic speech recognition is used to Þ nd the sequence 
of words that most accurately represents the speech content. The best 
performing systems do this by using models at three diff erent levels: (i) the 
acoustic level, where each frame of audio (of around 25 ms) is matched 
against phoneme, i.e. speech sound, models, (ii) the word level, which limits 
the allowable sequences of phonemes to meaningful ones, i.e. words, and (iii) 
above the word level, which introduces a preference for word sequences 
similar to those seen in a representative text sample of the language.

Speech indexing on the basis of automatically generated transcripts is of 
suffi  cient quality for broadcast news content, i.e. mostly read speech. Many 
collections from cultural heritage, however, are made up of speech that can 
best be categorized as spontaneous. This type of data is diff erent from read 
speech in form as well as substance, and poses challenges because it usually 
is a mismatch to the type of speech a speech recognition system was 
developed for. In the following two subsections, the challenges will be 
discussed in more detail.

Challenges at the acoustic level

A typical speech signal consists of a combination of clean speech (containing 
natural variation in, for example, pronunciation), a speech channel (including 
transducers and acoustics), and additive noise (applause, tape hiss). The 
assumption underlying speech sound models is that natural variation in 
speech leads to a somewhat predictable variation in the models. This type 
of variation can be handled by using Gaussian Mixture Models and Hidden 
Markov Models. The speech channel, e.g., a telephone line, is usually static 
for a given fragment of audio. It can be dealt with by training models on 
material that has similar channel characteristics. Additive noise is a problem 
that is much more diffi  cult to solve. It is one of the most important reasons 
why some collections from the cultural heritage domain show much reduced 
speech recognition performance compared to broadcast news.
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Challenges at and above the word level
At the word level, an automatic speech recognition system only produces 
words that are in a predeÞ ned lexicon. A typical lexicon size would be 
100,000 words, whereas the Oxford English Dictionary for instance contains 
over 600,000 diff erent words. Creating a lexicon that covers most of the 
speech content in a collection is quite easy, making one that covers all of it is 
practically impossible. In fact, many of the words that may not be in the 
lexicon are potentially the most interesting words in the collection: named 
entities (e.g., Lexington Street, Mr Johnson) or rare terms (e.g., xylophone). Aft er 
all, it is reasonable to assume that whenever a speaker decides to use such a 
word, he or she has a compelling reason for it: ignoring the occurrence of this 
word is therefore likely to be detrimental to the representation of the speech 
content. DeÞ ning a lexicon that is optimized for topics in the cultural heritage 
domain is not trivial, however, since it requires digitally available texts on 
comparable topics.

Due to acoustic similarity, multiple word-level transcriptions with similar 
acoustic likelihoods can be generated for most speech segments. Determining 
which is the most likely one requires contextual knowledge. For speech from 
the broadcast news domain, newspapers and other writt en sources with 
similar content can be used to generate that knowledge, but it is unlikely that 
this holds for spontaneous speech. Take, for instance, an interview collection 
on personal experiences from detention in a World War II concentration 
camp. Despite the general topic being known, it is not easy to predict the 
wording that will be used. Euphemisms, archaic expressions and foreign 
words can easily pop up in this type of speech, and as the speaker is 
gathering his thoughts while speaking, there will be disß uencies and 
ungrammatical sentences. Named entities may pose even more of a challenge, 
since their very existence can be introduced in these collections, meaning that 
there is no previous record of them.

Finding a representative collection of text Þ rst requires knowledge of the 
properties of the speech, and then requires large corpora of digitally available 
text that match those. Since spontaneous speech does not follow the same 
constraints as most of writt en language and usually there are not much truly 
spontaneous speech transcriptions available, it is diffi  cult to model it correctly 
using standard statistical techniques. Some of these challenges are alleviated 
through the fact that spoken document retrieval does not require the same 
deterministic approach to speech recognition as the traditional dictation task 
did. It is no longer critical to determine the most likely sentence, as all 
transcription alternatives may be included in the index. To ensure optimal 
retrieval performance, a conÞ dence score could be added per alternative. 
The calculation of such a conÞ dence score, however, may be hampered by a 
poor acoustic match due to additive noise. Moreover, when a word is not in 
the lexicon, it will not appear in the index at all.

The quality of speech recognition output is traditionally measured using 
the Word Error Rate, i.e. the percentage of erroneous words in the transcript. 
Broadcast news speech may be transcribed with as litt le as a 10 per cent word 
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error rate (Matsoukas et al. 2006), whereas spontaneous speech typically 
results in an error rate of over 40 per cent (e.g., Hansen et al. 2005). In the 
case of additive noise or speech channel mismatches, we found that this may 
even rise to over 60 per cent (Ordelman et al. 2008). When applying speech 
recognition output in spoken document retrieval systems, the consensus 
seems to be that an error rate of less than 30�40 per cent renders a system 
usable (Garofolo et al. 2000).

Advancing speech recognition in a non-dictation context
Two topics have been taken up by the CHoral project to further spoken 
document retrieval for cultural heritage collections: (i) Þ nding a suitable 
evaluation measure for establishing the performance of spoken document 
retrieval systems, and (ii) the use of a diff erent output format, latt ice 
structures, to compensate for certain types of speech recognition errors.

Evaluation issues

Most modern speech recognition engines were developed with dictation as 
their primary goal. Evaluating their performance is done by calculating the 
number of errors that the system makes, expressed as the word error rate. 
Spoken document retrieval is in fact a variation of Information Retrieval, 
where performance is determined by the amount of information that can be 
found, expressed as (Mean) Average Precision. Although previous work has 
shown that the Word Error Rate and Mean Average Precision measures may 
be closely correlated in certain conditions (Garofolo et al. 2000), this does not 
imply that optimization of word error rate is equivalent to optimization of 
mean average precision.

Word error rate can only be calculated for a single, literal transcription of 
the speech: the 1-best transcript. When an index is built not from this 1-best 
transcript, but from a non-deterministic set of hypotheses, many variables 
can come into play that the word error rate cannot capture. Examples of 
such variables are conÞ dence scores and transcription alternatives (see 
following subsection). These variables may have a profound impact on mean 
average precision.

Optimization of speech recognition for spoken document retrieval is 
therefore a matt er of optimizing the performance of the retrieval component 
through improvement of the index. Although it is possible to measure 
retrieval performance with mean average precision (MAP), this cannot be 
easily done for any given collection: to establish a MAP-score it is necessary 
to go through the rather labour-intensive process of selecting queries 
and judging documents. This prohibits evaluation on collections that are 
dissimilar to the typical benchmark collections.

However, given a reasonably large set of reference transcriptions for a new 
collection, it is possible to directly evaluate the quality of the index based on 
speech recognition output (van der Werff  and Heeren 2007). In the vector 
space model of information retrieval, indexing can be seen as the creation of a 
multi-dimensional vector representing a document. For retrieval, the angle 
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between a vector representation of a user�s query and each document vector 
is calculated. Our proposal is that in order to evaluate the similarity between 
speech recognition output and the content of the spoken word document, 
the angle between the vector(s) representing a reference transcription and the 
vector(s) representing the speech recognition output can be used.

Lattice-based indexing

For each term, an index contains a list of documents that are deemed 
relevant for that term, along with scores that represent the relevance of each 
document for that term. Such an index is traditionally built on plain text or, 
in the case of spoken document retrieval, on a 1-best, automatically generated 
transcription. When a non-deterministic input, such as a latt ice structure (see 
Figure 2), is used for making an index, conÞ dence scores must be introduced 
into the index. Calculating these scores is a trivial task (Wessel et al. 2000), 
but integrating them into an index is less straightforward.

The conÞ dence score of a particular word depends upon the words 
immediately preceding it. An index that is based on single words and their 
individual conÞ dence scores will therefore not be able to fully exploit the 
properties of its underlying latt ice structure. One solution is to index all 
latt ice n-grams, where an n-gram is a series of n subsequent words in the 
latt ice structure and n depends on the size of the language model used for 
scoring. Such an index has to contain all 1-grams, 2-grams, 3-grams, etc. that 
are found in the latt ice, each with their own conÞ dence score. For large 
databases, Position SpeciÞ c Posterior Latt ices (Chelba and Acero 2005) may be 
used to reduce the index size, but for CHoral this may not be beneÞ cial, since 
the Radio Rĳ nmond collection is a closed set of modest size.

Conclusion

For most collections in the cultural heritage domain, it is currently unfeasible 
to automatically generate high quality speech transcriptions (i.e. with error 
rates under 20 per cent). This means that the standard approach � modelling 
spoken document retrieval as information retrieval applied to an automati-
cally generated transcription � may not be the preferred route. For the kinds 
of spoken materials of interest here, the quality of automatic transcripts is 
likely to remain a bott leneck. Hence eff orts should be directed towards 
improving quality of systems applied to spontaneous speech and suboptimal 
recordings. At the same time, the retrieval engine should exploit the 
automatically generated textual representations of speech in an optimal 
manner.

The use of latt ices to create an index is a promising way of solving some of 
the current issues. However, this requires speciÞ c optimizations on both the 
retrieval and the speech recognition part. Evaluation of a speech recognition 
system must therefore be based on its suitability for making an index 
(van der Werff  and Heeren 2007), and at some point, when the quality of 
automatically generated transcripts is no longer a bott leneck, on the 
suitability of this index to answer queries.
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Research topics in user interface development

When searching for fragments of speech, what do end users need? Which 
kinds of questions do they pose? How can we help them to Þ nd the 
fragments of their interest effi  ciently? At the start of the CHoral project, there 
were hardly any studies into user requirements for searching audiovisual 
archives in the cultural heritage domain. Nor were there any working 
examples of online access to spoken word documents using automatically 
generated content representations. To get started with the development of 
the CHoral user interface, we therefore carried out an initial requirements 
analysis, and launched a Þ rst demonstrator system of online, word-level 
search in a spoken word collection: the �Radio Oranje� search engine. It was 
the starting point for the development of CHoral�s spoken document retrieval 
framework and our Þ rst testbed for a series of usability studies.

The Radio Oranje demonstrator system
The Radio Oranje search engine gives access to the speeches that Queen 
Wilhelmina (1880�1962) addressed to the Dutch people in occupied areas 
during World War II. The recordings and manual transcripts were preserved 
by the Netherlands Institute for War Documentation3 (NIOD) and Sound and 
Vision4 (S&V). Earlier, the collection could only be searched by reading the 
transcripts at the NIOD and then visiting S&V to obtain copies of the audio. 
The demonstrator system5 provides an example of how state-of-the-art 
visualization and indexing technology can boost the accessibility and enliven 
the perception of such collections (see Figure 3).

The text versions of the speeches were synchronized with the audio using 
an alignment tool. Alignment uses an automatic speech recognition system to 
recognize where which utt erance occurs, while the grammar and dictionary 

fi gure 3 Audio playback page for the Radio Oranje system.
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are restricted by the words from the transcript. The speeches were aligned at 
the word level and evaluation showed that over 90% of the word boundaries 
were found within a span of 100 ms of the reference. On the basis of the 
alignment, a time-stamped index was created that � apart from supporting 
Þ ne-grained access to the speeches � allows the integration with additional 
functionalities, such as interactive visualization of the audio content and 
subtitling. Finally, time-synchronized links to images from a topically related 
photo database are automatically provided. For this purpose, topic labels were 
assigned to the audio documents using a coarse semantic classiÞ cation tool.

Interactive user interfaces help the user in building a mental model of the 
speech content (e.g., Whitt aker et al. 1998), and facilitate navigation in audio 
(e.g., Ranjan et al. 2006). The CHoral timeline visualization may contain 
diff erent types of information (including segment boundaries and query term 
locations). This visualization allows the user full control over audio playback 
and it always presents fragments within the context of the audio document 
they were taken from. A Þ rst evaluation with 10 students from the Humani-
ties Department showed that they immediately used the timeline visualiza-
tion to locate relevant intervals, and also that subtitling aided intelligibility. 
An evaluation with 23 students of Library and Information Sciences showed 
that users valued the location markers indicating query terms in the timeline 
as well as the presence of context during playback. Through feedback from 
these students, but also from the archiving professionals, we learned that, 
especially in the cultural heritage domain, the presentation of context is 
important; documents and artifacts should be interpreted in their proper sett ing.

The Buchenwald demonstrator system
A successor of the Radio Oranje demonstrator is the interface developed for 
the �Buchenwald� website,6 a Dutch multimedia information portal on World 
War II concentration camp Buchenwald (Ordelman et al. 2008). The collection, 
maintained by the Netherlands Institute for War Documentation, holds both 
textual information sources and a video collection of testimonies from 38 
Dutch camp survivors. For each interview with a duration of between a half 
and two and a half hours, an elaborate description, a speaker proÞ le and a 
short summary are available. The retrieval engine matches queries against the 
index based on automatically generated transcripts and against the various 
types of texts. Search results are listed and contain context information 
(interview duration, location, and date) and content information (speaker 
proÞ le, short summary) (see Figure 4), and a link to the video Þ le and the 
elaborate description (see Figure 5). For video navigation, the CHoral timeline 
visualization was used, and the latt er functionality is currently being 
improved to diff erentiate between markings relevant at the document level 
and those relevant within the document, at the fragment level.

A Þ rst user evaluation of this system through analysis of its user logs 
(1096 sessions), showed a 1:2 ratio for users typing a query versus requesting 
a list of all available documents. This patt ern has also been found for the 
Radio Oranje logs. We estimate that many of the visitors to these websites 
so far have mainly been �looking around�, i.e. browsing instead of searching. 
User sessions were generally short, and search queries oft en consisted of one 
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fi gure 4 Result listing for the Buchenwald collection.

fi gure 5 Video playback for the Buchenwald collection.

or two fairly general, but topic-related terms. Moreover, when a user typed a 
query, it contained a named entity in almost 60 per cent of the cases. We also 
found that the functionality to access the interviews and the related texts is 
being used fully and � in comparison with traditional audiovisual archives 
� frequently. Finally, we have found that the demonstrator systems serve a 
clear purpose in the discussion with content providers and archivists as to 
the use, possibilities and restrictions of such technology for disclosure of 
audiovisual archives.
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Next steps for CHoral’s user interface
The next step in development of the user interface within CHoral is scaling 
up from relatively small, homogeneous collections to large and heterogeneous 
collections such as Radio Rĳ nmond�s archive. Query logs showed that users 
oft en do not formulate a query, but ask for a list of documents to begin their 
exploration of a collection (e.g., Ordelman et al. 2008). Whereas content listing 
is a feasible approach for a collection of up to several dozens of documents, it 
is not useful in the sett ing of an entire audiovisual archive. Therefore, instead 
of a complete list of documents, document clustering (by, for example, year 
of production, creator, topic) could provide users with a way of exploring 
an archive�s contents. This paradigm is already being used by archiving 
institutes, such as the Netherlands Institute for Sound and Vision, albeit 
only for searching document descriptions.

Whereas alignment makes use of (near-)perfect transcripts, automatic speech 
recognition transcripts contain errors. Consequently, result lists will contain 
false alarms and misses, i.e. they may contain irrelevant audio fragments and 
may be incomplete. This can result in users being unable to Þ nd fragments 
that are present in the collection (Carmichael et al. 2008a). Named entities are 
particularly at risk of becoming irretrievable, but, at the same time, they are 
very popular query terms. The standard way of reducing this problem is 
through query expansion (e.g., Jourlin et al. 1999). Assuming that the top 
results of running the query on this (or some external) collection are correct, 
those top documents are used to automatically expand the original query so 
as to include other terms that may be relevant to the information need. This 
technique has been especially successful in spoken document retrieval, because 
more query terms make a search more robust towards transcription errors.

To guide users in selecting fragments or documents of interest to them 
before they start playing audio, result listings should provide users with 
insight into the documents� contents through either textual or visual informa-
tion. If a high-quality textual transcript is available, the existing paradigms of 
text search can be applied and snippets with sentences matching the user�s 
query may be shown (as in the Radio Oranje demonstrator system). If a 
transcript�s word error rate is over 30 per cent, users have been found to 
discard textual content representations (e.g., Stark et al. 2000). As an alternative 
to presenting low-quality transcripts, it has been proposed to use keyword 
extraction approaches (e.g., Haubold and Kender 2004), and content visualiza-
tions (e.g., Kimber et al. 1995; Whitt aker et al. 1999). In CHoral, suitable ways 
of presenting only selected keywords from the transcripts are currently being 
explored. Experience up till now has taught that user assessments of the various 
options for content representations are needed, and that the relation between 
the accuracy of automatically generated indexes and the user experience 
should be monitored very closely for interface design in this domain.

How to fi t spoken document retrieval into the archiving workfl ow

On the basis of the experiments and assessments conducted in CHoral, 
the question of whether spoken document retrieval technology can form an 
alternative and/or complementary approach to current practices of disclosing 
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audiovisual archives can be answered affi  rmatively. However, the number of 
success stories for such applications in real-world sett ings is still scarce. The 
question of which conditions have hampered a wider take-up, and what can 
be done to increase the chances for its eff ective deployment will be the topic 
of this section.

We have identiÞ ed two main bott lenecks for the taking up of spoken 
document retrieval technology in audiovisual archives: automatic speech 
recognition performance and archival infrastructure. To start with the former: 
for many collection types found in audiovisual archives, the performance is 
signiÞ cantly lower than the results reported on benchmark collections: there 
is clearly a gap between laboratory and real-life conditions. Processing time, 
i.e. the amount of time it takes to automatically generate indexes, is not a 
problem though. We have proposed some research tracks that could lead to 
improved system performance, however, until acceptable system performance 
levels are reached and tests with diff erent kinds of users establish its 
usability, archiving professionals will understandably remain hesitant to take 
up technology that their customers might not appreciate.

Archival infrastructure is a bott leneck as well, despite the fact that mass 
digitization is under way and standard metadata schemes as well as trusted 
digital repositories are being developed. Apparently, the archiving of digital, 
audiovisual documents requires the integration of existing and new 
technology, a process that is not yet fully understood. Moreover there seems 
to be a knowledge gap, especially in the smaller institutes. In general, 
archiving of digital audio already requires a deeper understanding of 
technology than is oft en available at archives, but to be able to deploy the 
more advanced technologies and to understand the inherent workß ow is 
more than can be expected from the average collection keeper. This could be 
taken as an argument for sett ing up joint web-based services as part of the 
archival infrastructure and have these services run by experts that can take 
over the tasks that are not easily taken up in archival institutes.

Although evidence suggests that the two disciplines are at work on the 
bott lenecks separately, experts from the various Þ elds involved in the life 
cycle of spoken documents are increasingly in touch with each other. This 
may well lead to further improvements in disclosure and access. And of course, 
the emerging collaboration can be reinforced by well-chosen concerted action, 
as is demonstrated by IST project Prestospace7 and Coordination Action CHORUS.8

Looking for synergies on a smaller scale can produce results. Archives are 
continuously developing tools and methods in cooperation with third parties 
in order to off er wider and more coherent access to their collections. The 
take-up of technology could therefore best be stimulated by a strategy that on 
the one hand incorporates this model of collaboration, and on the other hand 
stimulates the dissemination of best practices in spoken document retrieval. 
The latt er should help archives to assess if a certain technology is suited for 
the kind of content they want to make available to their users, and whether 
the cost-beneÞ ts involved suit their resources. This can help monitoring 
expectations and could prevent disappointment and the inherent risk of 
permanent loss of interest. Also guidance on how to optimize chances for 
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good automatic indexing performance during the various stages of the 
handling of the data is crucial.

A few examples may underline this: at the stage of data capture, producers 
of content should be made aware of the fact that the circumstances under 
which the audiovisual material is being produced is of crucial importance for 
the quality of the automatic indexes, and thus the results returned during 
subsequent search. At the data acquisition stage, archivists should check if 
newly received material meets their standard metadata scheme and plan 
updates where needed. The problem of out-of-vocabulary terms has led the 
speech researchers to propose to archivists that they incorporate the names of 
places and persons associated with multimedia documents in the manually 
produced annotation. Alternatively, collateral data such as scripts and notes 
from producers of multimedia documents may provide this information, 
which means that links between related documents should be incorporated in 
the metadata (Heeren et al. 2008). Also, related textual resources may be used 
to train bett er models for automatic speech recognition.

An important caveat is that this additional workß ow is likelier to increase 
the amount of manual work than to reduce it. This holds in particular for the 
kind of collections that are kept and being indexed for non-commercial 
purposes, and for which human dedication and the level of sophistication of 
the available background knowledge are important features of the indexing 
capacity. In such contexts, the added value of new technologies is not so 
much in the cost-reduction but in the wider usability of the materials, and in 
the impulse this may bring for sharing collections that otherwise would too 
easily be considered as of no general importance.

Interaction between researchers and archivists, and even bett er, 
collaborative projects have proven a vital instrument for increasing the 
chances for the take-up of advanced technologies. At least in the case of 
CHoral, the CATCH-model has helped the Rott erdam Municipal archiving 
staff , as well as the associated parties such as the Netherlands Institute for 
War Documentation, the Veterans Institute9 and the International Information 
Centre and Archives for the Women�s Movement,10 to develop new ideas 
about how to present their content to their users. In return, the archivists 
have informed researchers of the crucial role of archival standards and values, 
including the importance of carefully presenting the context of search results 
to end users.

Limitations and challenges inherent to the handling of spoken word 
collections along the lines advocated above are still likely to be discovered in 
the collaboration that we see ahead, but among the parties collaborating in 
the context of CHoral, a greater awareness of the chances and possibilities for 
(re-)use of the materials has clearly been established.

Conclusion

The continuing cooperation between the researchers and archivists in the 
NWO-CATCH project CHoral will, in the near future, result in online access 
to a large and heterogeneous collection of audiovisual materials, i.e. the Radio 
Rĳ nmond collection mentioned in the Introduction. In addition, we will seek 
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ways to deploy the tools and best practices developed for this particular 
broadcast archive to other spoken word collections, and for possibilities to 
contribute to the realization of an infrastructure that can enhance the access 
and reuse of spoken word materials. It will be a test case for further develop-
ment and Þ ne tuning of the instruments developed by both parties. The end 
goal is to bett er serve the archive�s existing clients and to att ract new ones by 
off ering innovative services.

Acknowledgements

This paper is based on research carried out in the project CHoral � Access 
to Oral History, which is funded by the NWO programme CATCH (htt p://
www.nwo.nl/catch, 4/2/09). We would like to thank the Netherlands Institute 
for War Documentation and the Netherlands Institute for Sound and Vision 
for their cooperation in the development of the CHoral demonstrator systems.

Notes
1 htt p://hmi.ewi.utwente.nl/choral/ (5/3/09)
2 htt p://wwwhome.cs.utwente.nl/~huĳ breg/demo-

pages/hermans/hermans.php (5/3/09)
3 htt p://www.niod.nl (5/3/09)
4 htt p://portal.beeldengeluid.nl/ (6/3/09)
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