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a b s t r a c t

AgraphG is called homogeneously traceable if for every vertex v ofG,G contains aHamilton
path starting from v. For a graphH , we say thatG isH-free ifG contains no induced subgraph
isomorphic to H . For a family H of graphs, G is called H-free if G is H-free for every
H ∈ H . Determining families of graphs H such that every H-free graph G has some graph
property has been a popular research topic for several decades, especially for Hamiltonian
properties, and more recently for properties related to the existence of graph factors. In
this paper we give a complete characterization of all pairs of connected graphs R, S such
that every 2-connected {R, S}-free graph is homogeneously traceable.

© 2012 Published by Elsevier B.V.

1. Introduction

We use Bondy and Murty [3] for terminology and notation not defined here and consider finite simple graphs only.
Let G be a graph. If a subgraph G′ of G contains all edges xy ∈ E(G)with x, y ∈ V (G′), then G′ is called an induced subgraph

of G (or a subgraph of G induced by V (G′)). For a given graph H , we say that G is H-free if G does not contain an induced
subgraph isomorphic to H . For a family H of graphs, G is called H-free if G is H-free for every H ∈ H . Note that if H1 is an
induced subgraph of H2, then an H1-free graph is also H2-free.

The only graph on four vertices with degree sequence 1, 1, 1, 3 is denoted as K1,3 and called a claw; the vertex with
degree 3 is called the center of the claw. Instead of K1,3-free, we say that a graph is claw-free if it does not contain a copy of
K1,3 as an induced subgraph. For a subgraph H of G, the vertices with degree 1 in H are called its end vertices.

Let Pi be the path on i ≥ 1 vertices, and Ci the cycle on i ≥ 3 vertices. We use Zi to denote the graph obtained by
identifying a vertex of a C3 with an end vertex of a Pi+1 (i ≥ 1), Bi,j for the graph obtained by identifying two vertices of a
C3 with the end vertices of a Pi+1 (i ≥ 1) and a Pj+1 (j ≥ 1), respectively, and Ni,j,k for the graph obtained by identifying the
three vertices of a C3 with the end vertices of a Pi+1 (i ≥ 1), Pj+1 (j ≥ 1) and Pk+1 (k ≥ 1), respectively. In particular, we let
B = B1,1 (this graph is sometimes called a bull) and N = N1,1,1 (this graph is sometimes called a net). The graphs B1,4, B2,3
and N1,1,3 play a crucial role in the sequel, and are depicted in Fig. 1.

Adopting the terminology of [3], we call a graph G Hamiltonian if it contains a Hamilton cycle, i.e., a cycle containing all
its vertices, traceable if it contains a Hamilton path, i.e., a path containing all its vertices, and Hamilton-connected if for every
pair of vertices x, y of G,G contains a Hamilton path starting from x and terminating in y. We say that G is homogeneously
traceable if for every vertex x of G,G contains a Hamilton path starting from x. Homogeneously traceable graphs have been
introduced by Skupień (see, e.g., [10]), but we do not know whether he is the original author of the concept.
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Fig. 1. The graphs B1,4, B2,3 and N1,1,3 .

Note that a Hamilton-connected graph (on at least three vertices) is Hamiltonian, that a Hamiltonian graph is
homogeneously traceable, and that a homogeneously traceable graph is traceable, but that the reverse statements do not
hold in general.

If a graph is connected and P3-free, then it is a complete graph, i.e., its vertex set is a clique, i.e., all its vertices are mutually
adjacent, and hence it is (homogeneously) traceable, and Hamiltonian if it has order at least 3. In fact, it is not hard to show
that the statement ‘every connectedH-free graph is traceable’ only holds ifH = P3 (orH = P2, but in that case the statement
is trivial). The case with pairs of forbidden subgraphs (different from P2 and P3) is much more interesting. For a connected
graph to be traceable or Hamiltonian, the following theorem is one of the earliest of this kind.

Theorem 1 (Duffus et al. [4]). Let G be a {K1,3,N}-free graph.

(1) If G is connected, then G is traceable.
(2) If G is 2-connected, then G is Hamiltonian.

Obviously, if H is an induced subgraph of N , then {K1,3,H}-free instead of {K1,3,N}-free yields the same conclusions in
the above theorem. In particular, if we exclude P2 as an induced subgraph, we consider graphs without edges, andwe obtain
trivial statements only. For this reason, throughout we assume that our forbidden subgraphs have at least three vertices.
We also assume that our forbidden subgraphs are connected. A natural problem that, as far as we know, was considered
for the first time in the Ph.D. Thesis of Bedrossian [2], is to characterize all pairs of forbidden subgraphs for hamiltonicity
(and other graph properties). Faudree and Gould [6] later refined this approach by adding a lower bound on the number of
vertices of the graph G in order to avoid small, more or less pathological, cases. Restricting our attention to traceability, they
proved that (apart from trivial cases) the claw and any of the induced subgraphs of the net are the only forbidden pairs for
the property of being traceable.

Theorem 2 (Faudree and Gould [6]). Let R and S be connected graphs with R, S ≠ P2, P3 and let G be a connected graph. Then G
being {R, S}-free implies G is traceable if and only if (up to symmetry) R = K1,3 and S is P4, C3, Z1, B or N.

In the same paper, they discuss analogous results for other Hamiltonian properties. For many of these properties
counterparts of Theorem 2 have been established, but for Hamilton-connectedness only partial results are known to date.
We refer to [6] for more details. The property of being homogeneously traceable was not addressed in [6] and, as far as we
are aware, has not been considered before. Recently, similar questions related to the existence of perfect matchings and
2-factors have been studied. We refer the interested reader to [8,9,1,5,7], respectively, for more details.

In the sequel we solve the analogous problem for homogeneously traceable graphs, so we are going to characterize the
pairs of connected forbidden induced subgraphs that imply that a given graph is homogeneously traceable. Note that if a
graph contains a cut vertex v, it cannot be homogeneously traceable since there exists no Hamilton path starting at v. So,
apart from K1 and K2, all homogeneously traceable graphs are 2-connected. Thus we only consider 2-connected graphs. As
noted before, if a connected graph G is P3-free, then it is a complete graph, and hence trivially homogeneously traceable,
and in fact it is easy to prove the following statement. We postpone the proof of the ‘only-if’ part of the next statement to
Section 3.

Theorem 3. Let S ≠ P2 be a connected graph and let G be a 2-connected graph. Then G being S-free implies G is homogeneously
traceable if and only if S = P3.

A natural and more interesting problem is to consider pairs of forbidden subgraphs for this property. In this paper, we
characterize all such pairs by proving the following result.

Theorem 4. Let R and S be connected graphs with R, S ≠ P2, P3 and let G be a 2-connected graph. Then G being {R, S}-free
implies G is homogeneously traceable if and only if (up to symmetry) R = K1,3 and S is an induced subgraph of B1,4, B2,3 or N1,1,3.
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Fig. 2. Some graphs that are not homogeneously traceable.

In Section 2, we prove the ‘only-if’ part of the statements of Theorems 3 and 4, while the ‘if’ part of the statement of
Theorem 4 is deduced from the following three theorems that will be proved in Sections 5–7, respectively.

Let G be a 2-connected graph.

Theorem 5. If G is {K1,3, B1,4}-free, then G is homogeneously traceable.

Theorem 6. If G is {K1,3, B2,3}-free, then G is homogeneously traceable.

Theorem 7. If G is {K1,3,N1,1,3}-free, then G is homogeneously traceable.

Section 4 contains the common set-up for the proofs of the above three theorems and some common preliminary
observations. We present some general observations on claw-free graphs in Section 3.

2. The ‘only-if’ part of the statements of Theorems 3 and 4

We first sketch some families of graphs that are not homogeneously traceable (see Fig. 2). In each of the graphs in Fig. 2
we indicated one of the vertices by a double circle; it is easy to check that this vertex cannot be the starting vertex of a
Hamilton path. When we say that a graph is of type Gi we mean that it is one particular, but arbitrarily chosen member of
the family indicated by Gi in Fig. 2.

If S ≠ P2 is a connected graph such that every 2-connected S-free graph is homogeneously traceable, then S must be a
common induced subgraph of all graphs of type G1,G2 and G3. Note that the largest common induced connected subgraph
of graphs of type G1, G2 and G3 is a P3, so we have that S = P3. This completes the proof of the ‘only-if’ part of the statement
of Theorem 3.

Let R and S be two connected graphs other than P2, P3 such that every 2-connected {R, S}-free graph is homogeneously
traceable. Then R or S must be an induced subgraph of all graphs of type G1. Without loss of generality, we assume that R is
an induced subgraph of a graph of type G1. If R ≠ K1,3, then R must contain an induced P4. Note that the graphs of type G3
and G4 are all P4-free, so they must contain S as an induced subgraph. Since the only common induced connected subgraph
of the graphs of type G3 and G4 other than P3 is a K1,3, we have that S = K1,3. This implies that R or S must be a K1,3.
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Let R = K1,3. Note that the graphs of type G2 are claw-free, so S must be an induced connected subgraph of all graphs of
type G2. The common induced connected subgraphs of such graphs have the form Pi, Zi, Bi,j or Ni,j,k. Note that graphs of type
G5 are claw-free and do not contain an induced P8, Z5 or N1,1,4, and that graphs of type G6 are claw-free and do not contain
an induced N1,2,2. So R must be an induced connected subgraph of P7, Z4, B1,4, B2,3 or N1,1,3. Since P7 and Z4 are induced
subgraphs of B1,4, R must be an induced connected subgraph of B1,4, B2,3 or N1,1,3. This completes the proof of the ‘only-if’
part of the statement of Theorem 4.

3. Preliminaries and general observations

Let G be a graph. For a subgraph H of G, when no confusion can arise we also use H to denote the vertex set of H; and
similarly, for a subset S of V (G), we also use S to denote the subgraph of G induced by S. For two vertices u and v of G, we
use dH(u, v) to denote the distance between u and v in H , i.e., the length of a shortest path between u and v with all edges
in H .

We first prove some easy but useful observations on claw-free graphs.

Lemma 1. Let G be a 2-connected claw-free graph and let {x, y} be a vertex cut of G. Then the following statements hold:
(1) G − {x, y} has exactly two components;
(2) if x1 and x2 are two neighbors of x in the same component of G − {x, y}, then x1x2 ∈ E(G).

Proof. Note that each component H of G − {x, y} contains a neighbor of x; otherwise y is a cut vertex of G, a contradiction.
If there are at least three components of G − {x, y}, then let H1,H2 and H3 be three such components. Let x1, x2 and x3

be neighbors of x in H1,H2 and H3, respectively. Then the subgraph induced by {x, x1, x2, x3} is a claw, a contradiction. Thus
we conclude that G − {x, y} has exactly two components.

Let x1 and x2 be two neighbors of x in the same component of G − {x, y}. If x1x2 ∉ E(G), then let x′ be a neighbor of x
in the other component of G − {x, y}. Then the subgraph induced by {x, x1, x2, x′

} is a claw, a contradiction. Thus we have
x1x2 ∈ E(G). �

Throughout the remainder of this paper, by the word cut we will always refer to a vertex cut with exactly two vertices.
We say that two disjoint subsets or subgraphs S and T of G are joined if at least one vertex of S is adjacent to a vertex of

T in G.
Let B and C be two subgraphs of G (possibly not disjoint), and let H be a subgraph of G that is disjoint from B and C . If P

is a path with one end vertex x in B, one end vertex y in C , and its internal vertex set V (P) \ {x, y} = V (H), then we call P a
perfect path of H to B and C (in G) and we say that H supports a perfect path to B and C; if B = C , then we call P a perfect path
of H to B (in G) and we say that H supports a perfect path to B.

We will frequently use the following argumentation in the next sections. Let H be a 2-connected claw-free subgraph of
G, and let r, s be a pair of distinct vertices of H . Then H − s is a connected graph. We consider the neighborhood structure of
r in H − s by defining, for integers i = 0, 1, . . . ,

Ni(r) = {u ∈ V (H − s) : dH−s(u, r) = i} and j = max{i : Ni(r) ≠ ∅}.

For a vertex v ∈ Ni(r), the index i is referred to as the level of v. If these neighorhoods are complete or ‘nearly’ complete,
we can deduce the existence of a Hamilton path of H between r and s, as follows.

Lemma 2. Let H be a 2-connected claw-free graph, let r and s be a pair of distinct vertices of H, and let Ni(r) and j be as defined
above. Suppose there is an integer j′ with 1 ≤ j′ ≤ j, such that
(1) for every i with 1 ≤ i ≤ j′,Ni(r) is a clique;
(2) N(s) \ {r} is a clique; and
(3) j′ = j, or for every component C of

j
i=j′+1 Ni(r): if s is not adjacent to a vertex of C, then C supports a perfect path to Nj′(r);

if s is adjacent to a vertex of C, then C supports a perfect path to Nj′(r) and s.
Then there is a Hamilton path of H between r and s.

Proof. For convenience we let Ni denote Ni(r) throughout this proof.
If j′ ≤ j − 1, then let H = {H1,H2, . . . ,Hk} be the set of components of

j
i=j′+1 Ni. For every i with 1 ≤ i ≤ k, if s is not

adjacent to a vertex of Hi, then let Ri be a perfect path of Hi to Nj′ , and let yi, y′

i be the two end vertices of Ri; if s is adjacent
to a vertex of Hi, then let Ri be a perfect path of Hi to Nj′ and s, and let yi be the end vertex of Ri other than s.

If two components Hi and Hi′ have a common neighbor y in Nj′ , then let z be a neighbor of y in Hi, let z ′ be a neighbor of y
in Hi′ , and let x be a neighbor of y in Nj′−1. Then the subgraph induced by {y, x, z, z ′

} is a claw, a contradiction. This implies
that any two perfect paths Ri and Ri′ have no common end vertices in Nj′ ; since N(s) \ {r} is a clique, Ri and Ri′ cannot have
s as a common end vertex either.

Note that N0 = {r}. Let s′ ∈ Nj′′ \ {r} be a neighbor of s such that its level j′′ is as large as possible, where 1 ≤ j′′ ≤ j (such
a vertex exists since H is 2-connected).

We prove the following five claims in order to show that there is a Hamilton path of H between r and s.
Claim 1. If j′′ ≤ j′ − 1, then

j
i=j′ Ni supports a perfect path to Nj′−1.
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Proof. We first assume that j′ = j. If Nj has only one vertex x, then by the 2-connectedness ofH, x has at least two neighbors
in Nj−1. Let w, w′ be two neighbors of x in Nj−1. Then R = wxw′ is a perfect path of Nj to Nj−1.

If Nj has at least two vertices, then by the 2-connectedness of H,Nj is joined to Nj−1 by (at least) two independent edges.
Let xw and x′w′ be two such edges, where x, x′

∈ Nj and w, w′
∈ Nj−1. Let R′ be a Hamilton path of (the clique) Nj from x to

x′. Then R = wxR′x′w′ is a perfect path of Nj to Nj−1.
Thus we assume that j′ ≤ j− 1. By the 2-connectedness of H,Nj′ is joined to Nj′−1 by two independent edges. Let xw and

x′w′ be two such edges, where x, x′
∈ Nj′ and w, w′

∈ Nj′−1.
We first assume that one vertex of x and x′ is not an end vertex of some perfect path. Without loss of generality, we

assume that x is not an end vertex of some perfect path. If x′ is also not an end vertex of some perfect path, then let T be a
path of Nj′ from x to y1 passing through all the vertices in Nj′ \

k
i=1{yi, y

′

i} \ {x′
}. Then R = wxTy1R1y′

1 · · · ykRky′

kx
′w′ is a

perfect path of
j

i=j′ Ni to Nj′−1.
If x′ is an end vertex of some perfect path, then without loss of generality, we assume that x′

= y′

k. Let T be a path of
Nj′ from x to y1 passing through all the vertices in Nj′ \

k
i=1{yi, y

′

i}. Then R = wxTy1R1y′

1 · · · ykRky′

kw
′ is a perfect path ofj

i=j′ Ni to Nj′−1.
Suppose now that both x and x′ are end vertices of some perfect paths. If there is a vertex x′′ in Nj′ other than

k
i=1{yi, y

′

i},
then let w′′ be a neighbor of x′′ in Nj′−1. Without loss of generality, we assume that w′′

≠ w. Then xw and x′′w′′ are two
independent edges joining Nj′ to Nj′−1 such that x′′ is not an end vertex of some perfect path. By the previous arguments, we
can find a perfect path supported by

j
i=j′ Ni to Nj′−1. So we assume that there are no vertices in Nj′ other than

k
i=1{yi, y

′

i}.
If x and x′ are end vertices of two distinct perfect paths, then without loss of generality, we assume that x = y1 and

x′
= y′

k. Then R = wy1R1y′

1 · · · ykRky′

kw
′ is a perfect path supported by

j
i=j′ Ni to Nj′−1.

Suppose now that x and x′ are the two end vertices of a common perfect path. If there is a second perfect path, then let
x′′ be an end vertex of a second perfect path and w′′ be a neighbor of x′′ in Nj′−1. Without loss of generality, we assume that
w′′

≠ w. Then xw and x′′w′′ are two independent edges joining Nj′ to Nj′−1 such that x and x′′ are end vertices of two distinct
perfect paths. By the previous arguments, we can find a perfect path supported by

j
i=j′ Ni to Nj′−1.

So finally we assume that there is only one perfect path R1. Without loss of generality, we assume that x = y1 and x′
= y′

1.
Then R = wy1R1y′

1w
′ is a perfect path supported by

j
i=j′ Ni to Nj′−1. �

Claim 2. If j′′ ≤ j′ − 1, then for every iwith j′′ + 1 ≤ i ≤ j′,
j

i′=i Ni′ supports a perfect path to Ni−1.

Proof. We prove the claim by induction on j′ − i.
If i = j′, then by Claim 1,

j
i′=j′ Ni′ supports a perfect path to Nj′−1. Thus we assume that j′′ + 1 ≤ i ≤ j′ − 1.

By the induction hypothesis, there is a perfect path R′ supported by
j

i′=i+1 Ni′ to Ni. Let y and y′ be the two end vertices
of R′.

By the 2-connectedness of H,Ni is joined to Ni−1 by two independent edges. Let xw and x′w′ be two such edges, where
x, x′

∈ Ni and w, w′
∈ Ni−1.

We first assume that x, x′ and y, y′ are two distinct pairs.Without loss of generality, we assume that x ≠ y, y′. If x′
≠ y, y′,

then let T be a path of Ni from x to y passing through all the vertices in Ni \ {x′, y′
}. Then R = wxTyR′y′x′w′ is a perfect path

supported by
j

i′=i Ni′ to Ni−1; if x′
= y or y′, then without loss of generality, we assume that x′

= y′. Let T be a path of Ni

from x to y passing through all the vertices in Ni \ {x′
}. Then R = wxTyR′x′w′ is a perfect path supported by

j
i′=i Ni′ to Ni−1.

Suppose now that x, x′ and y, y′ are the same pair.
If there is a third vertex x′′ in Ni other that x and x′, then let w′′ be a neighbor of x′′ in Ni−1. Without loss of generality,

we assume that w′′
≠ w. Then xw and x′′w′′ are two independent edges joining Ni to Ni−1 such that x, x′′ and y, y′ are two

distinct pairs. By the previous arguments, we can find a perfect path supported by
j

i′=i Ni′ to Ni−1.
Finally we assume that there are only the two vertices x and x′ in Ni. Then R = wxR′x′w′ is a perfect path supported byj

i′=i Ni′ to Ni−1. �

Claim 3. If j′′ ≤ j′ − 1, then
j

i=j′′ Ni supports a perfect path to Nj′′−1 and s.

Proof. By Claim 2, there is a perfect path R′ supported by
j

i=j′′+1 Ni to Nj′′ . Let y and y′ be the two end vertices of R′.
We first assume that there is a vertex x in Nj′′ other than y, y′ and s′. Letw be a neighbor of x in Nj′′−1. If s′ ≠ y, y′, then let

T be a path ofNj′′ from x to y passing through all the vertices inNj′′ \{y′, s′}. Then R = wxTyR′y′s′s is a perfect path supported
by

j
i=j′′ Ni to Nj′′−1 and s; if s′ = y or y′, then without loss of generality, we assume that s′ = y′. Let T be a path of Nj′′ from

x to y passing through all the vertices in Nj′′ \ {y′
}. Then R = wxTyR′y′s is a perfect path supported by

j
i=j′′ Ni to Nj′′−1 and s.

Suppose now that there are no vertices in Nj′′ other than y, y′ and s′. If s′ ≠ y, y′, then let w be a neighbor of y in Nj′′−1.
Then R = wyR′y′s′s is a perfect path supported by

j
i=j′′ Ni to Nj′′−1 and s; if s′ = y or y′, then without loss of generality, we

assume that s′ = y′. Let w be a neighbor of y in Nj′′−1. Then R = wyR′y′s is a perfect path supported by
j

i=j′′ Ni to Nj′′−1

and s. �
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Claim 4. If j′′ ≥ j′, then
j

i=j′ Ni supports a perfect path to Nj′−1 and s.

Proof. We first assume that j′ = j, and thus j′′ = j. If Nj consists of the vertex s′, then let w be a neighbor of s′ in Nj−1. Then
R = ws′s is a perfect path supported by Nj to Nj−1 and s; if Nj contains at least two vertices, then let x be a vertex in Nj other
than s′, let w be a neighbor of x in Nj−1, and let R′ be a Hamilton path of Nj from x to s′. Then R = wxR′s′s is a perfect path
supported by Nj to Nj−1 and s.

Next we assume that j′ ≤ j − 1.
First we assume that s is not adjacent to any vertex in H . Then s′ is a neighbor of s in Nj′ .
We first treat the case that s′ is not an end vertex of some perfect path. If there is a vertex x in Nj′ other thank

i=1{yi, y
′

i} ∪ {s′}, then let w be a neighbor of x in Nj′−1, and let T be a path of Nj′ from x to y1 passing through all the
vertices in Nj′ \

k
i=1{yi, y

′

i} \ {s′}. Then R = wxTy1R1y′

1 · · · ykRky′

ks
′s is a perfect path supported by

j
i=j′ Ni to Nj′−1 and s; if

there are no vertices inNj′ other than
k

i=1{yi, y
′

i}∪{s′}, then letw be a neighbor of y1 inNj′−1. Then R = wy1R1y′

1 · · · ykRky′

ks
′s

is a perfect path supported by
j

i=j′ Ni to Nj′−1 and s.
Next we treat the case that s′ is an end vertex of some perfect path. Without loss of generality, we assume that s′ = y′

k.
If there is a vertex x in Nj′ other than

k
i=1{yi, y

′

i}, then let w be a neighbor of x in Nj′−1, and let T be a path of Nj′ from x
to y1 passing through all the vertices in Nj′ \

k
i=1{yi, y

′

i}. Then R = wxTy1R1y′

1 · · · ykRky′

ks is a perfect path supported byj
i=j′ Ni to Nj′−1 and s; if there are no vertices in Nj′ other than

k
i=1{yi, y

′

i}, then let w be a neighbor of y1 in Nj′−1. Then

R = wy1R1y′

1 · · · ykRky′

ks is a perfect path supported by
j

i=j′ Ni to Nj′−1 and s.
Suppose now that s is adjacent to a vertex of some component of H . Note that N(s) \ {r} is a clique and that s is adjacent

to at most one component of H . Without loss of generality, we assume that s is adjacent to a vertex of Hk, and thus s is the
end vertex of Rk other than yk. If there is a vertex x in Nj′ other than

k−1
i=1 {yi, y′

i}∪ {yk}, then let w be a neighbor of x in Nj′−1,
and let T be a path of Nj′ from x to y1 passing through all the vertices in Nj′ \

k−1
i=1 {yi, y′

i} \ {yk}. Then R = wxTy1R1y′

1 · · · ykRk

is a perfect path supported by
j

i=j′ Ni to Nj′−1 and s; if there are no vertices in Nj′ other than
k−1

i=1 {yi, y′

i} ∪ {yk}, then let w

be a neighbor of y1 in Nj′−1. Then R = wy1R1y′

1 · · · ykRk is a perfect path supported by
j

i=j′ Ni to Nj′−1 and s. �

Claim 5. For every i with 1 ≤ i ≤ min{j′, j′′},
j

i′=i Ni′ supports a perfect path to Ni−1 and s.

Proof. We prove the claim by induction on min{j′, j′′} − i.
If i = min{j′, j′′}, then by Claims 3 and 4,

j
i′=i Ni′ supports a perfect path to Ni−1 and s. Thus we assume that

1 ≤ i ≤ min{j′, j′′} − 1.
By the induction hypothesis, there is a perfect path R′ supported by

j
i′=i+1 Ni′ to Ni and s. Let y be the end vertex of R′

other than s.
If there is a second vertex x in Ni other than y, then let w be a neighbor of x in Ni−1, and let T be a Hamilton path of Ni

from x to y. Then R = wxTyR′ is a perfect path supported by
j

i′=i Ni′ to Ni−1 and s.
Thuswe assume thatNi consists of the vertex y. Letw be a neighbor of y inNi−1. Then R = wyR′ is a perfect path supported

by
j

i′=i Ni′ to Ni−1 and s. �

Taking i = 1 in Claim 5, we conclude that there exists a Hamilton path of H from r to s. This completes the proof of
Lemma 2. �

4. A common set-up for the proofs of Theorems 5–7

The three proofs are modeled along the same lines and use the same case distinctions. To avoid too much repetition of
the arguments we give the generic set-up for all three proofs and treat some of the subcases simultaneously in this section.

Let G be a 2-connected {K1,3, F}-free graph, where F = B1,4, B2,3 orN1,1,3. We are going to prove that G is homogeneously
traceable by induction on |V (G)|. If |V (G)| = 3, the result is trivially true. So we assume that |V (G)| ≥ 4 and that the
statement holds for any 2-connected {K1,3, F}-free graph with order n < |V (G)|.

Let v be an arbitrary vertex of G. It is sufficient to prove that G contains a Hamilton path starting from v.
If G − v is 2-connected, then we consider a neighbor u of v in G. By the induction hypothesis, G − v contains a Hamilton

path P starting from u. Then vuP is a Hamilton path of G starting from v, and the statement holds.
So we assume that G− v is separable, i.e., has a cut vertex. We consider the blocks of G− v, i.e., the maximal subgraphs of

G− v that do not have a cut vertex, so these blocks are either isomorphic to K2 or 2-connected. We say that a block is trivial
if it is isomorphic to K2. An end block is a block containing exactly one cut vertex of G − v; the other blocks are called inner
blocks. Except for the cut vertex, all other vertices of an end block are called inner vertices.

Note that every end block of G − v contains an inner vertex adjacent to v, and that G − v has at least two end blocks.
Since G is claw-free, we deduce that there are exactly two end blocks of G − v. This implies that the p + 1 ≥ 2 blocks of
G − v can be denoted as B0, B1, B2, . . . , Bp with cut vertices si, 1 ≤ i ≤ p, of G − v common to Bi−1 and Bi, and s0 and sp+1
two neighbors of v contained in B0 − s1 and Bp − sp, respectively.



Author's personal copy

2806 B. Li et al. / Discrete Mathematics 312 (2012) 2800–2818

We distinguish twomain cases: there is a nontrivial inner block or all inner blocks are trivial. In the former case we need
basically separate approaches except if we assume another nontrivial block. We complete this section by first treating the
common subcase that there is a nontrivial inner block and another nontrivial block. We also give some generic observations
for the other subcases and treat the subcase that all inner blocks are trivial simultaneously. The other subcases are treated
in detail separately in Sections 5–7.

The case with a nontrivial inner block and another nontrivial block

Suppose Bq is a nontrivial inner block, where 1 ≤ q ≤ p − 1. Here we deal with the subcase that there is another
nontrivial block Br (either inner or end block). In this case, we only need the induction hypothesis. Let Qq be a shortest path
in Bq from sq to sq+1, and Qr a shortest path in Br from sr to sr+1. Since Bq (Br) is nontrivial and 2-connected, Qq (Qr) must
miss some vertices in Bq (Br). Let Gq be the subgraph induced by V (G − Bq) ∪ V (Qq), and let Gr be the subgraph induced
by V (G − Br) ∪ V (Qr). By the induction hypothesis, Gr contains a Hamilton path Hr starting from v. Clearly sq and sq+1 are
two cut vertices of Gr − v, so the subpath Q ′

q of Hr from sq to sq+1 is a Hamilton path of Bq. Similarly, Gq contains a Hamilton
path Hq starting from v, and Qq is the subpath of Hq from sq to sq+1. Let P be the path obtained from Hq by replacing Qq by
Q ′
q. Then P is a Hamilton path of G starting from v, and the statement holds.
This completes the proof for Theorems 5–7 in case G − v contains a nontrivial inner block and another nontrivial (inner

or end) block.

The case with one nontrivial inner block and all other blocks trivial

Next we assume that all the blocks of G − v other than Bq are trivial. Then the structure of the blocks implies that it is
sufficient to show that there exists a Hamilton path in Bq between sq and sq+1. The subcases can be treated by first analyzing
the structure of the neighborhoods of sq in Bq − sq+1 and then using Lemma 2.

Set

Ni = {u ∈ Bq − sq+1 : dBq−sq+1(u, sq) = i}, and j = max{i : Ni ≠ ∅}.

Note that N0 = {sq} and N1 = NBq(sq) \ {sq+1}.
Recall that Bq is nontrivial, hence it is 2-connected. First we prove the following easy common observation.

Observation 1. NBq(sq) is a clique and NBq(sq+1) is a clique.

Proof. If there are two neighbors x and x′ of sq in Bq such that xx′
∉ E(G), then the subgraph induced by {sq, sq−1, x, x′

} is a
claw, a contradiction. Similarly we can prove that NBq(sq+1) is a clique. �

Note that Observation 1 implies that N1 is a clique. To analyze the structure of the other Ni we use slightly different
arguments depending on the forbidden subgraph F . Although there is a lot of commonality, in Sections 5–7we use the above
set-up and notation, and treat the subcase that the inner block Bq is nontrivial and all other blocks are trivial separately for
Theorems 5–7.

In the three different proofs for this subcase, we will implicitly prove the following technical lemma. We state it here
already because we want to apply it in the next subcase as well. It will be clear from Sections 5–7 that the proof of this
lemma is different for the different choices of the forbidden subgraph F , and that it would have been a bad idea to include
the proof at this point.

Lemma 3. Let G be a 2-connected {K1,3, F}-free graph, where F = B1,4, B2,3 or N1,1,3. Let H be an induced 2-connected subgraph
of G, and let r, s be a pair of distinct vertices of H. Suppose:
(1) NH(r) is a clique;
(2) NH(s) \ {r} is a clique;
(3) there is an induced path P in G of length at least 3 with origin r, with V (P) ∩ V (H) = {r}, and such that in G there are no

edges joining V (H) \ {s} and V (P) except the first edge of P;
(4) if the distance between r and s in H is at least 4, there is a neighbor of r outside H that is nonadjacent to V (H) \ {r}.
Then H has a Hamilton path between r and s.

The case that all inner blocks are trivial

In the final case we assume that all inner blocks of G − v are trivial. If p ≥ 2, we let Q be the (unique) path from s1 to sp
with all internal vertices outside B0 ∪ Bp; if p = 1, we let Q consist of s1. We recall that B0 is either trivial or 2-connected.
Using the induction hypothesis in the latter case, this implies that there is a Hamilton path in B0 starting from s1. Similarly,
there is a Hamilton path in Bp starting from sp. If there exists a Hamilton path in B0 ∪{v} from v to s1, then combining it with
Q (if p ≥ 2) and the Hamilton path in Bp starting from sp, we obtain a Hamilton path in G starting from v. By symmetry, it
is sufficient to prove the claim that there is a Hamilton path in B0 ∪ {v} from v to s1 or a Hamilton path in Bp ∪ {v} from v
to sp.

If B0 or Bp is trivial, then the claim clearly holds. So we assume that neither B0 nor Bp is trivial.
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If v has only one neighbor s0 in B0, then let B′

0 = B0 and r0 = s0; otherwise let B′

0 be the subgraph induced by B0 ∪ {v}

and let r0 = v. Analogously, if v has only one neighbor sp+1 in Bp, then let B′
p = Bp and rp+1 = sp+1; otherwise let B′

p be the
subgraph induced by Bp ∪ {v} and let rp+1 = v. Now it is sufficient to prove that B′

0 contains a Hamilton path from r0 to s1,
or B′

p contains a Hamilton path from rp+1 to sp.
By our choice of B′

0 and B′
p, we have that B′

0 and B′
p are both 2-connected. Moreover, we can prove the following two

observations by only using the claw-freeness of G.

Observation 2. NB′
0
(r0) \ {s1},NB′

0
(s1) \ {r0},NB′

p
(sp) \ {rp+1} and NB′

p
(rp+1) \ {sp} are all cliques.

Proof. Suppose that NB′
0
(r0) \ {s1} is not a clique. Let x, x′ be two neighbors of r0 in B′

0 − s1 that are nonadjacent. If r0 = v,
then the subgraph induced by {v, sp+1, x, x′

} is a claw, a contradiction. If r0 = s0, then the subgraph induced by {s0, v, x, x′
}

is a claw, a contradiction.
The other assertions can be proved in a similar way. �

Observation 3. NB′
0
(r0) or NB′

p
(rp+1) is a clique. Moreover, if r0s1 ∉ E(G) or rp+1sp ∉ E(G), then both NB′

0
(r0) and NB′

p
(rp+1) are

cliques.

Proof. Suppose that NB′
0
(r0) is not a clique. Let x, x′ be two neighbors of r0 in B′

0 that are nonadjacent. By Observation 2,
either x = s1 or x′

= s1. Without loss of generality, we assume that x′
= s1.

If r0 = s0, then by our choice of B′

0, vs1, vx ∉ E(G) and the subgraph induced by {s0, v, x, s1} is a claw, a contradiction.
Thus r0 = v. If s1sp+1 ∉ E(G), then the subgraph induced by {v, sp+1, x, s1} is a claw, a contradiction. Thus we assume that
s1sp+1 ∈ E(G). This implies s1 ∈ Bp, p = 1, and so there are only two blocks of G − v. Note that vs1 ∈ E(G), so by our choice
of B′

1, r2 = v. Thus r0s1 ∈ E(G) and rp+1sp ∈ E(G). In particular, if r0s1 ∉ E(G) or rp+1sp ∉ E(G), then NB′
0
(r0) is a clique, and

by symmetry NB′
p
(rp+1) is a clique too, proving the second statement of the observation.

Similarly, if we assume NB′
p
(rp+1) is not a clique, we also get that r0 = rp+1 = v, p = 1 and vs1 ∈ E(G).

Moreover, if neither NB′
0
(r0) nor NB′

p
(rp+1) is a clique, then there is a neighbor x of v in B0 − s1 that is nonadjacent to s1

and a neighbor y of v in B1 − s1 that is nonadjacent to s1. But in that case the subgraph induced by {v, x, y, s1} is a claw, a
contradiction. �

By Observation 3 and symmetry arguments, without loss of generality wemay assume that NB′
p
(rp+1) is a clique, and that

the distance between r0 and s1 in B′

0 is at least as large as between rp+1 and sp in B′
p.

Let Q ′ be the (unique) path from r0 to rp+1 (possibly consisting of one vertex v only) outside B′

0 ∪ B′
p. Note that Q and Q ′

are disjoint. We prove one more common observation.

Observation 4. If the distance between rp+1 and sp in B′
p is at least 4, then there is a neighbor of rp+1 outside B′

p that is nonadjacent
to sp.

Proof. By our assumption, the distance between r0 and s1 in B′

0 is also at least 4. Let R′ be a shortest path in B′

0 from r0 to s1.
Then R = Q ′r0R′s1Q is an induced path from rp+1 to sp outside B′

p and of length at least 4. Let r ′

p+1 be the successor of rp+1

on R. Then r ′

p+1sp ∉ E(G). �

Now as in the set-up to Lemma 2, we set

Ni = {u ∈ B′

0 − s1 : dB′
0−s1(u, r0) = i} and j = max{i : Ni ≠ ∅}.

By Observation 2, N1 is a clique. We complete the proof by assuming that there is no Hamilton path in B′
p from rp+1 to sp,

and showing that this implies that there exists a Hamilton path in B′

0 from r0 to s1. We start by proving the following claim
on the structure of Ni.
Claim 1. j ≤ 2 and N2 is P3-free.

Proof. If j ≥ 3, then let x be a vertex in N3, and let R′ be a shortest path of B′

0 − s1 from x to r0. Then R = Q ′r0R′ is an induced
path with origin rp+1 outside B′

p and of length at least 3. Using Lemma 3, we obtain a Hamilton path of B′
p from rp+1 to sp.

Hence j ≤ 2.
Let xx′x′′ be an induced P3 in N2. Let w be a neighbor of x′ in N1. Then either wx or wx′′

∉ E(G); otherwise the subgraph
induced by {w, r0, x, x′′

} is a claw.Without loss of generality, we assume thatwx′′
∉ E(G). Then R = Q ′r0wx′x′′ is an induced

path with origin rp+1 outside B′
p and of length at least 3. Now Lemma 3 again implies that there is a Hamilton path of B′

p from
rp+1 to sp. Hence we conclude that N2 is P3-free. �

Claim 1 implies that every component of N2 is a clique. To complete this subcase, we need one more observation on the
existence of perfect paths.
Claim 2. Let H be a component of N2. If s1 is not adjacent to H , then H supports a perfect path to N1; if s1 is adjacent to H ,
then H supports a perfect path to N1 and s1.
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Proof. We first assume that s1 is not adjacent to H . If H contains only one vertex x, then by the 2-connectedness of G, x has
at least two neighbors in N1. Let w and w′ be two neighbors of x in N1. Then R = wxw′ is a perfect path supported by H
to N1.

If H contains at least two vertices, then by the 2-connectedness of G,H is joined to N1 by two independent edges. Let xw
and x′w′ be two such edges, where x, x′

∈ H and w, w′
∈ N1. Let R′ be a Hamilton path of H from x to x′. Then R = wxR′x′w′

is a perfect path supported by H to N1.
Suppose now that s1 is adjacent to H . Let s′ be a neighbor of s1 in H . If H consists of the vertex s′, then let w be a neighbor

of s′ in N1. Then R = ws′s1 is a perfect path supported by H to N1 and s1. If there are at least two vertices in H , then let x be
a vertex in H other than s′. Let w be a neighbor of x in N1, and let R′ be a Hamilton path of H from x to s′. Then R = wxR′s′s1
is a perfect path supported by H to N1 and s1. �

Using Claim 2, by Lemma 2 we conclude that there exists a Hamilton path of B′

0 from r0 to s1, completing this case.
By the arguments in this section, it remains to complete the proofs of the three theorems only for the subcase that there is

exactly one nontrivial inner block Bq and all the other blocks of G−v are trivial. We do this separately for the three theorems
in the following three sections.

5. Proof of Theorem 5 (F = B1,4)

Let G be a 2-connected {K1,3, B1,4}-free graph. Adopting the notation and set-up of the previous section we are going to
prove that G has a Hamilton path starting from a vertex v, in case G − v contains a nontrivial inner block Bq and all other
inner and end blocks of G − v are trivial, so here we assume that all the blocks other than Bq are trivial.

Recall that it is sufficient to prove that Bq contains a Hamilton path from sq to sq+1. Suppose to the contrary that there is
no such path. Set

Ni = {u ∈ Bq − sq+1 : dBq−sq+1(u, sq) = i}, and j = max{i : Ni ≠ ∅}.

Note that N0 = {sq} and N1 = NBq(sq) \ {sq+1}.
We already know from Observation 1 that NBq(sq) is a clique and NBq(sq+1) is a clique. In particular, this implies that N1

is a clique. If j = 1, then let s′ be a neighbor of sq+1 in N1. If N1 consists of the vertex s′, then R = sqs′sq+1 is a Hamilton path
of Bq from sq to sq+1, a contradiction. If N1 contains at least two vertices, then let x be a vertex in N1 other than s′, and let R′

be a Hamilton path of N1 from x to s′. Then R = sqxR′s′sq+1 is a Hamilton path of Bq from sq to sq+1, a contradiction. So there
is nothing to prove if N2 = ∅. Hence we assume N2 ≠ ∅. We complete the proof of this case by first proving a number of
claims.
Claim 1. vsq ∈ E(G) and vsq+1 ∈ E(G).

Proof. Suppose that vsq ∉ E(G). Let Q be a shortest path from sq to sp+1 containing vsp+1 with all internal vertices outside
Bq. Then Q is an induced path of length at least 3 containing v with all internal vertices outside Bq.

Recall that N1 is a clique. We first prove the following claim on the structure of Ni.
Claim 1.1. If N2 is a clique, then for every i with 2 ≤ i ≤ j,Ni is a clique.

Proof. We use induction on i. For i = 2, the assertion is true by assumption. Thus we assume that N2 is a clique and that
3 ≤ i ≤ j.

Let x and x′ be two vertices in Ni such that xx′
∉ E(G). If x and x′ have a common neighbor in Ni−1, then let w be a

common neighbor of x and x′ in Ni−1, and y be a neighbor of w in Ni−2. Then the subgraph induced by {w, y, x, x′
} is a claw,

a contradiction. Thus x and x′ have no common neighbors in Ni−1.
Letw be a neighbor of x inNi−1 andw′ be a neighbor of x′ inNi−1. Then from the above we conclude thatwx′, w′x ∉ E(G),

and by the induction hypothesis, ww′
∈ E(G). Let u be a neighbor of w in Ni−2. Then uw′

∈ E(G); otherwise the subgraph
induced by {w, u, w′, x} is a claw. Let R be a shortest path of Bq − sq+1 from u to sq. Then the subgraph induced by
{w′, w, x′, x} ∪ V (R) ∪ V (Q ) is an N1,1,ℓ with ℓ ≥ 4, so it contains an induced B1,4, a contradiction. �

So, if N2 is a clique, we can apply Lemma 2 and show the existence of a Hamilton path in Bq between sq and sq+1, a
contradiction.

Hence, we assume next that N2 is not a clique. We obtain more information on the structure of Ni by proving another set
of claims.
Claim 1.2. If there is an induced P3 in

j
i=2 Ni, then the level of the center vertex of the P3 is larger than that of at least one

of its end vertices.

Proof. Assuming the contrary, let xx′x′′ be an induced P3 in
j

i=2 Ni such that x′ is one of the vertices with the smallest level
among the vertices in {x, x′, x′′

}. Throughout the section, we call such a P3 a bad P3.
Suppose that x′

∈ Ni, where i ≥ 2. Let w be a neighbor of x′ in Ni−1. Then either wx or wx′′
∈ E(G): otherwise the

subgraph induced by {x′, w, x, x′′
} is a claw. Without loss of generality, we assume that wx ∈ E(G). Then wx′′

∉ E(G);
otherwise letting y be a neighbor of w in Ni−2, the subgraph induced by {w, y, x, x′′

} is a claw.
Let R be a shortest path from w to sq in Bq − sq+1. Then the subgraph induced by {x, x′, x′′

} ∪ V (R) ∪ V (Q ) is a B1,ℓ with
ℓ ≥ 4, a contradiction. �
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Claim 1.3. N2 is P3-free and
j

i=3 Ni is P3-free.

Proof. If there is an induced P3 in N2, then it is a bad P3, a contradiction to Claim 1.2. Thus N2 is P3-free.
Let xx′x′′ be an induced P3 in

j
i=3 Ni. Then by Claim 1.2, x′ is not a vertex with the smallest level in {x, x′, x′′

}. Without
loss of generality, we assume that x has the smallest level. Moreover, we choose the induced P3 in

j
i=3 Ni subject to the

other assumptions in such a way that the level of x is as small as possible.
We claim that x ∈ N3. Assuming the contrary, suppose that x ∈ Ni, where i ≥ 4. Then x′

∈ Ni+1. Let w be a neighbor of x
in Ni−1. Clearly wx′

∉ E(G). Thus wxx′ is an induced P3 in
j

i=3 Ni such that w has a smaller level than x, a contradiction to
our choice of xx′x′′. Thus as we claimed, x ∈ N3 and then x′

∈ N4.
Now let w be a neighbor of x in N2. Then wx′′

∉ E(G); otherwise letting y be a neighbor of w in N1, the subgraph induced
by {w, y, x, x′′

} is a claw.
Let w′ be a vertex in N2 other than w. We claim that ww′

∈ E(G). Assume the contrary. Note that w and w′ have no
commonneighbors inN1; otherwise letting ybe a commonneighbor ofw andw′ inN1, the subgraph induced by {y, sq, w,w′

}

is a claw. Let now y be a neighbor of w in N1 and y′ be a neighbor of w′ in N1. Then y′w ∉ E(G) and the subgraph induced by
{y′, sq, sq−1, y, w, x, x′, x′′

} is a B1,4, a contradiction. This implies that w is adjacent to all other vertices in N2.
Let w′, w′′ be two vertices in N2 other than w. We claim that w′w′′

∈ E(G). Assume the contrary. If w′x ∈ E(G), then by
similar arguments as before we get that w′ is adjacent to all other vertices in N2, and then w′w′′

∈ E(G). So we assume that
w′x ∉ E(G) and similarly w′′x ∉ E(G). Then the subgraph induced by {w, w′, w′′, x} is a claw, a contradiction.

We conclude that N2 is a clique, a contradiction. �

Claim 1.3 implies that every component of N2 and
j

i=3 Ni is a clique. Our next claims involve the connecting structure
between such components.

Claim 1.4. Each component of N2 is joined to at most one component of
j

i=3 Ni; each component of
j

i=3 Ni is joined to at
most two components of N2.

Proof. Let C be a component of N2 that is joined to at least two components D and D′ of
j

i=3 Ni. Let R be a shortest path
from D to D′ with all internal vertices in C . Then R contains a bad P3, a contradiction to Claim 1.2. Thus every component of
N2 is joined to at most one component of

j
i=3 Ni.

Let D be a component of
j

i=3 Ni that is joined to at least three components C, C ′ and C ′′ of N2. Let x, x′ and x′′ be three
vertices of C, C ′ and C ′′, respectively, that are joined toD. Recall that any two vertices of {x, x′, x′′

}have no commonneighbors
in N1. Let w, w′ and w′′ be the neighbors of x, x′ and x′′ in N1, respectively.

If there is an induced path R of length at least 3 from x to x′ with all internal vertices in D, then the subgraph induced by
{w′′, sq, sq−1, w} ∪ V (R) is an induced B1,ℓ with ℓ ≥ 4, a contradiction. Thus we assume that all the induced paths from x
to x′ with all internal vertices in D have length 2. Hence x and x′ have a common neighbor y in D. Similarly x′ and x′′ have a
common neighbor y′ in D.

If x′′y ∈ E(G), then the subgraph induced by {y, x, x′, x′′
} is a claw, a contradiction. So x′′y ∉ E(G), and similarly xy′

∉ E(G),
and the subgraph induced by {w, sq, sq−1, x, x′, x′′, y, y′

} is a B1,4, a contradiction. �

Claim 1.5. Let H be a component of
j

i=2 Ni. If sq+1 is not joined to H , then H supports a perfect path to N1; if sq+1 is joined
to H , then H supports a perfect path to N1 and sq+1.

Proof. By Claim 1.4, one of the following situations applies to H:
(1) H consists of exactly one component C of N2;
(2) H consists of one component C of N2 and one component D of

j
i=3 Ni; or

(3) H consists of two components C and C ′ of N2 and one component D of
j

i=3 Ni.
Case A. Situation (1) applies.

We first assume that sq+1 is not joined to H . If C has only one vertex x, then by the 2-connectedness of G, x has at least
two neighbors in N1. Let w, w′ be two neighbors of x in N1. Then R = wxw′ is a perfect path supported by H to N1.

If C has at least two vertices, then by the 2-connectedness of G, C is joined to N1 by two independent edges. Let xw and
x′w′ be two such edges, where x, x′

∈ C and w, w′
∈ N1. Let R′ be a Hamilton path of C from x to x′. Then R = wxR′x′w′ is a

perfect path supported by H to N1.
Suppose now that sq+1 is joined to H . Let s′ be a neighbor of sq+1 in C . If C contains only the vertex s′, then let w be a

neighbor of s′ in N1. Then R = ws′sq+1 is a perfect path supported by H to N1 and sq+1.
If C contains at least two vertices, then let x be a vertex in C other than s′, let w be a neighbor of x in N1, and let R′ be a

Hamilton path of C from x to s′. Then R = wxR′s′sq+1 is a perfect path supported by H to N1 and sq+1.
Case B. Situation (2) applies.

We first assume that sq+1 is not joined to H . Similarly as in the proof of Case A, D supports a perfect path R′ to C . Let y and
y′ be the two end vertices of R′. By the 2-connectedness of G, C is joined to N1 by two independent edges. Let xw and x′w′

be two such edges, where x, x′
∈ C and w, w′

∈ N1.
If x, x′ and y, y′ are distinct pairs, then without loss of generality, we assume that x ≠ y, y′. If x′

≠ y, y′, then let T be a
path of C from x to y passing through all the vertices in C \ {x′, y′

}. Then R = wxTyR′y′x′w′ is a perfect path supported by H
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to N1. If x′
= y or y′, then without loss of generality, we assume that x′

= y′. Let T be a path of C from x to y passing through
all the vertices in C \ {x′

}. Then R = wxTyR′x′w′ is a perfect path supported by H to N1.
Now we assume that x, x′ and y, y′ are the same pair. If there is a third vertex x′′ in C other that x and x′, then let w′′ be

a neighbor of x′′ in N1. Without loss of generality, we assume that w′′
≠ w. Then xw and x′′w′′ are two independent edges

joining C to N1 such that x, x′′ and y, y′ are distinct pairs. Then we can find a perfect path supported by H to N1 in the same
way as before. If we only have the vertices x and x′ in C , then R = wxR′x′w′ is a perfect path supported by H to N1.

Suppose now that sq+1 is joined to H . If sq+1 is joined to D, then let s′ be a neighbor of sq+1 in D. If |D| = 1, the case is
similar to Case A, hence we assume |D| ≥ 2. By the 2-connectedness, not all vertices of C have the same common neighbor
with sq+1 in D. This implies that we can choose s′ in such a way that there is an edge zywith z ∈ D \ {s′} and y ∈ C . Clearly,
D supports a perfect path R′ to C and sq+1 with end vertex y in C . If there is a second vertex x in C other than y, then let w be
a neighbor of x in N1 and let T be a Hamilton path of C from x to y. Then R = wxTyR′ is a perfect path supported by H to N1
and sq+1. If C has only one vertex y, then let w be a neighbor of y in N1. Then R = wyR′ is a perfect path supported by H to
N1 and sq+1.

Suppose now that sq+1 is not joined to D but joined to C . Let s′ be a neighbor of sq+1 in C . Similarly as in the proof of Case
A, D supports a perfect path R′ to C . Let y and y′ be the two end vertices of R′.

If there is a vertex x in C other than y, y′ and s′, then let w be a neighbor of x in N1. If s′ ≠ y, y′, then let T be a path of C
from x to y passing through all the vertices in C \ {y′, s′}. Then R = wxTyR′y′s′sq+1 is a perfect path supported by H to N1 and
sq+1. If s′ = y or y′, then without loss of generality, we assume that s′ = y′. Let T be a path of C from x to y passing through
all the vertices in C \ {y′

}. Then R = wxTyR′y′sq+1 is a perfect path supported by H to N1 and sq+1.
Now we assume that there are no vertices in C other than y, y′ and s′. If s′ ≠ y, y′, then let w be a neighbor of y in N1.

Then R = wyR′y′s′sq+1 is a perfect path supported by H to N1 and sq+1. If s′ = y or y′, then without loss of generality, we
assume that s′ = y′. Let w be a neighbor of y in N1. Then R = wyR′y′sq+1 is a perfect path supported by H to N1 and sq+1.
Case C. Situation (3) applies.

We first assume that sq+1 is not joined to H . If D contains only one vertex y, then y has a neighbor in both C and C ′. Let x
and x′ be the neighbors of y in C and C ′, respectively. Then R′

= xyx′ is a perfect path supported by D to C and C ′.
If D contains at least two vertices, then we claim that D is joined to C and C ′ by two independent edges. Let x and x′ be

two vertices in C and C ′, respectively, that are joined to D. If x and x′ are joined to D by two independent edges, then clearly
D is joined to C and C ′ by two independent edges. Thus we assume that x and x′ are adjacent to only one common vertex y
in D. Let y′ be a neighbor of y in D. Then the subgraph induced by {y, x, x′, y′

} is a claw, a contradiction. Thus, as we claimed,
D is joined to C and C ′ by two independent edges. Let yx, y′x′ be two such edges, where y, y′

∈ D, x ∈ C and x′
∈ C ′. Let R′′

be a Hamilton path of D from y to y′. Then R′
= xyR′′y′x′ is a perfect path supported by D to C and C ′. Thus in any case, D

supports a perfect path R′ to C and C ′. Let x and x′ be the two end vertices of R′, where x ∈ C and x′
∈ C ′.

If C contains only the vertex x, then let w = x; otherwise let w be a vertex in C other than x. Let y be a neighbor of w in
N1, and let T be a Hamilton path of C from w to x. If C ′ contains only the vertex x′, then let w′

= x′; otherwise let w′ be a
vertex in C ′ other than x′. Let y′ be a neighbor of w′ in N1, and let T ′ be a Hamilton path of C ′ from x′ to w′. Note that C and
C ′ have no common neighbors in N1, so we have y ≠ y′. Now R = ywTxR′x′T ′w′y′ is a perfect path supported by H to N1.

Suppose next that sq+1 is joined to H . If sq+1 is joined to C or C ′, then without loss of generality, we assume that sq+1 is
joined to C ′, and that s′ is a neighbor of sq+1 in C ′. By similar arguments as before, there is a perfect path R′ supported by
D to C and C ′. Let x and x′ be the two end vertices of R′, where x ∈ C and x′

∈ C ′. If C contains only the vertex x, then let
w = x; otherwise let w be a vertex in C other than x. Let y be a neighbor of w in N1, and let T be a Hamilton path of C from
w to x. If s′ ≠ x′, then let T ′ be a Hamilton path of C ′ from x′ to s′. Then R = ywTxR′x′T ′s′sq+1 is a perfect path supported
by H to N1 and sq+1. Now we assume that s′ = x′. If C ′ contains only the vertex x′, then R = ywTxR′x′s′q+1 is a perfect path
supported by H to N1 and sq+1. Thus we assume that C ′ contains a second vertex x′′ other than x′. Let y′ be a neighbor of x′ in
R′. Then we have that x′′y′

∈ E(G); otherwise x′′x′y′ is a bad P3, a contradiction to Claim 1.2. Thus R′
− y′x′

∪ y′x′′ is a perfect
path supported by D to C and C ′ such that s′ ≠ x′′. Then we can find a perfect path supported by H to N1 and sq+1 by similar
arguments as before.

Suppose now that sq+1 is not joined to C and C ′, but that it is joined to D. Then sq+1 has no neighbors in any components
of N2 since NBq(sq+1) \ {sq} is a clique and D cannot be joined to three components of N2. Let x be a vertex in C joined to
D, let w be a neighbor of x in N1, let x′ be a vertex in C ′ joined to D, and let w′ be a neighbor of x′ in N1. Note that sq+1 has
no neighbors in N1 since NBq(sq+1) \ {sq} is a clique, and sqsq+1 ∉ E(G) since NBq(sq) is a clique. Thus the distance between
sq and sq+1 in Bq is at least 4. Note that sq−1 is a neighbor of sq outside Bq and sq−1sq+1 ∉ E(G). If the distance between x
and sq+1 in D ∪ {x, sq+1} is at least 3, then let R be a shortest path from x to sq+1 with all internal vertices in D. Then the
subgraph induced by {w′, sq, sq−1, w} ∪ V (R) is a B1,ℓ with ℓ ≥ 4, a contradiction. Thus we assume that x and sq+1 have a
common neighbor y in D. Similarly, x′ and sq+1 have a common neighbor y′ in D. If x′y ∈ E(G), then the subgraph induced
by {y, x, x′, sq+1} is a claw, a contradiction. Thus we assume that x′y ∉ E(G) and similarly xy′

∉ E(G). Then the subgraph
induced by {sq+1, y′, x′, y, x, w, sq, sq−1} is a B1,4, a contradiction. �

By Claim 1.5 we can apply Lemma 2 to obtain a Hamilton path of Bq from sq to sq+1, a contradiction.
Thus, we have vsq ∈ E(G). The second assertion follows by symmetry. �

We note here that in the above argumentation we have implicitly proved Lemma 3 in case F = B1,4.
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By Claim 1, vsq, vsq+1 ∈ E(G). If p ≥ 3,G contains a claw centered at v, a contradiction. So we have that p = 2, q = 1,
and G−v consists of three blocks. Recall that the two end blocks B0 and B2 are both trivial, so we have that vs0s1v and vs2s3v
are two triangles. We again obtain more information on the structure of Ni by proving the following claim.

Claim 2. j ≤ 3, and N3 is P3-free.

Proof. If j ≥ 4, then let x be a vertex in N4, and let R be a shortest path from x to s1 in B1 − s2. Then the subgraph induced
by {s0, v, s3} ∪ V (R) is a B1,4, a contradiction. Thus j ≤ 3.

Let xx′x′′ be an induced P3 in N3. Let w be a neighbor of x′ in N2, and let y be a neighbor of w in N1. Then either wx
or wx′′

∉ E(G); otherwise the subgraph induced by {w, y, x, x′′
} is a claw. Without loss of generality, we assume that

wx′′
∉ E(G). Then the subgraph induced by {s0, v, s3, s1, y, w, x′, x′′

} is a B1,4, a contradiction. �

The next claim shows that s1 and s2 are neighbors in B1.

Claim 3. s1s2 ∈ E(G).

Proof. Assuming the contrary, let d be the distance between s1 and s2 in B1, and let Q be a shortest path from s1 to s2 in B1.
Then d ≥ 2 and, since j ≤ 3, we have d ≤ 4. We distinguish three cases according to the value of d.

Case A. d = 2.
Let Q = s1xs2. If G− x is 2-connected, then by the induction hypothesis, G− x contains a Hamilton path P ′ starting from

v. Clearly s1 and s2 are two cut vertices of G − v. Thus the subpath R′ of P ′ from s1 to s2 is a Hamilton path of B1 − x. Let s′
be the neighbor of s1 in R′. Then xs′ ∈ E(G) and R = R′

− s1s′ ∪ s1xs′ is a Hamilton path of B1 from s1 to s2, a contradiction.
Thus there is another vertex y such that {x, y} is a cut.

First note that {x, v} is not a cut, since the only cut vertices of G − v are s1 and s2. Thus y ≠ v. Recalling that s1s2 ∉ E(G),
by Lemma 1, s1 and s2 are not in a common component of G−{x, y}. Since s1vs2 is a path from s1 to s2 not passing through x,
we have that either y = s1 or y = s2. Without loss of generality, we assume that y = s1. LetH andH ′ be the two components
of G − {x, s1}, where v ∈ H . Let u be a vertex in H ′, and let R be an arbitrary path of G from u to s3. Then Rwill pass through
either x or s1. Note that s1 has only two neighbors v and s0 in H . If R does not pass through x, then it will pass through either
the edge s1v or the subpath s1s0v. This implies that {x, v} is a cut, a contradiction.

Case B. d = 3.
Let Q = s1xus2. Similarly as in Case A, we can prove that there is a vertex y such that {x, y} is a cut, and y ≠ v, s1 or s2.

Since s1 and u are both neighbors of x but s1u ∉ E(G), they are not contained in the same component of G − {x, y}. Since
s1vs2u is a path from s1 to u not passing through x, we get that y = u. Note that the vertices v, s0, s1, s2, s3 and all vertices
of NB1(s1) and NB1(s2) are in a common component of G − x, u.

Let H be the component of G − {x, u} not containing v. Note that NB1(s1) and NB1(s2) are disjoint; otherwise we have
d = 2. If x has a neighbor z outside {s1} ∪ NB1(s1) ∪ H , then let z ′ be a neighbor of x in H; in this case the subgraph induced
by {x, s1, z, z ′

} is a claw, a contradiction. Thus all the neighbors of x are in {s1} ∪NB1(s1)∪H , and similarly, all the neighbors
of u are in {s2} ∪ NB1(s2) ∪ H . Let x′ be a vertex in NB1(s1) other than x, and let u′ be a vertex in NB1(s2) other than u. Then
u′

∉ H , hence u′x ∉ E(G).
If there is a vertex in B1 other than {s1, s2} ∪ NB1(s1) ∪ NB1(s2) ∪ H , then without loss of generality, we assume that z

is such a vertex and zx′
∈ E(G). Then the subgraph induced by {s3, v, s0, s2, u, x, x′, z} is a B1,4, a contradiction. Thus we

assume that there are no vertices in B1 other than {s1, s2} ∪ NB1(s1) ∪ NB1(s2) ∪ H .
If H contains a vertex that is nonadjacent to x, then let z ′ be a vertex with distance 2 from x in H , and let z be a common

neighbor of x and z ′ in H . Then the subgraph induced by {s3, s2, u′, v, s1, x, z, z ′
} is a B1,4, a contradiction. Thus we assume

that every vertex in H is adjacent to x. Then by Lemma 1, H is a clique.
Let R′ be a Hamilton path ofH ∪{x, u} from x to u, let T be a Hamilton path of NB1(s1) from x to x′, and let T ′ be a Hamilton

path of NB1(s2) from u to u′. Then R = s1x′TxR′uT ′u′s2 is a Hamilton path of B1 from s1 to s2, a contradiction.

Case C. d = 4.
Let Q = s1xyzs2. Similarly as in Case B, we have that either {x, y} or {x, z} is a cut. We claim that {x, z} is a cut. Assuming

the contrary, we have that {x, y} is a cut, and similarly {y, z} is a cut. Let H be the component of G − {x, y} not containing
v, and let H ′ be the component of G − {y, z} not containing v. If H and H ′ share a common vertex h, then there is a path
between x and z through h with all internal vertices in H ∪ H ′, implying that v is in the same component of G − {y, z} as h,
a contradiction. So H and H ′ are disjoint. Then every neighbor of y is in either H ∪ {x} or H ′

∪ {z}. Thus every path of G from
y to v passes through either x or z, and then {x, z} is a cut, a contradiction.

Let x′ be a vertex in NB1(s1) other than x. Then x′y ∉ E(G) and the subgraph induced by {s3, v, s0, s2, z, y, x, x′
} is a B1,4, a

contradiction. �

By Observation 1 and Claim 3, NB1(s2) \ {s1} = NB1(s1) \ {s2} = N1.
Our next claim shows that the vertices of N1 can be paired into vertex cuts, as follows.

Claim 4. For every vertex x ∈ N1, there is a unique vertex x′
∈ N1 \ {x} such that {x, x′

} is a cut.
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Proof. Assume the contrary. Similarly as in the proof of Claim 3, x is contained in a cut {x, y} with y ≠ v, s1 or s2. It is easy
to check that y ≠ s0 or s3. Thus y ∈

j
i=2 Ni. Let H be the component of G − {x, y} not containing v, and let Q be a shortest

path from x to ywith all internal vertices in H .
Let R be a shortest path in G − x from y to N1, and let x′ be the end vertex of R other than y. Similarly as in the proof of

Claim 3, x′ is contained in a cut {x′, y′
} with a vertex y′

≠ s1. Let z ′ be the neighbor of x′ in R. Note that s1 and z ′ are not
contained in a common component of G − {x′, y′

}. Note that s1xQ ∪ R − z ′x′ is a path from s1 to z ′ not passing through x′.
We conclude that y′ must be a vertex in V (Q ) ∪ V (R) \ {x′

}. By our assumption y′
≠ x. If y′

∈ H ∪ {y}, then let H ′ be the
component of G − {x′, y′

} not containing v. Then every neighbor of y will be either in H ∪ {x} or in H ′
∪ {x′

}. Hence every
path from y to v passes through either x or x′, a contradiction. Thus y′

∈ V (R) \ {x′, y}.
Let T be the subpath of R from y to y′, let H ′ be the component of G − {x′, y′

} not containing v, and let z ′ be a neighbor of
y′ in H ′. Then the subgraph induced by {s0, v, s3} ∪ V (Q ) ∪ V (T ) ∪ {z ′

} is a B1,ℓ with ℓ ≥ 4, a contradiction.
Thus we conclude that there is a vertex x′

∈ N1 such that {x, x′
} is a cut.

Let H be the component of G − {x, x′
} not containing v. Then all the neighbors of x in

j
i=2 Ni are in H; otherwise, let y

be a neighbor of x in H , and let y′ be a neighbor of x in
j

i=2 Ni \H . Then the subgraph induced by {x, s1, y, y′
} is a claw. This

implies that for any vertex x′′ in N1 \ {x, x′
}, the pair {x, x′′

} is not a cut. �

By Claim 4, we can partition N1 into pairs such that each pair is a cut. The next claim shows how we can pick up the
vertices of components in paths between the pairs.
Claim 5. Let {t, t ′} be a cut of G such that t, t ′ ∈ N1, and let H be the component of G− {t, t ′} not containing v. Then there is
a perfect path supported by H to {t, t ′}.

Proof. If H ∩N2 contains only one vertex x, then by the 2-connectedness of G,H ∩N3 = ∅ and xt, xt ′ ∈ E(G). Then R = txt ′
is a perfect path supported by H to {t, t ′}. Next we assume that H ∩N2 contains at least two vertices. Note that both t and t ′
are adjacent to some vertices in H ∩ N2. We can divide H ∩ N2 into two nonempty subsets C and C ′ such that every vertex
in C is adjacent to t , and every vertex in C ′ is adjacent to t ′.

Recall that j ≤ 3 and N3 is P3-free, so every component of H ∩ N3 is a clique.
Claim 5.1. Let D be a component of H ∩ N3. If D is joined to C but not to C ′, then D supports a perfect path to C; if D is joined
to C ′ but not to C , then D supports a perfect path to C ′; and if D is joined to both C and C ′, then D supports a perfect path to
C and C ′.

Proof. Case A. D is joined to C but not to C ′.
If D contains only one vertex x, then by the 2-connectedness of G, x has at least two neighbors in C . Let w, w′ be two

neighbors of x in C . Then R = wxw′ is a perfect path supported by D to C .
Now we assume that D contains at least two vertices. By the 2-connectedness of G,D is joined to C by two independent

edges. Let xw and x′w′ be two such edges, where x, x′
∈ D and w, w′

∈ C . Let R′ be a Hamilton path of D from x to x′. Then
R = wxR′x′w′ is a perfect path supported by D to C .
Case B. D is joined to C ′ but not to C .

This case can be treated in a similar way as Case A.
Case C. D is joined to both C and C ′.

If D consists of the vertex x, then x has at least one neighbor in C and in C ′. Let w be a neighbor of x in C , and let w′ be a
neighbor of x in C ′. Then R = wxw′ is a perfect path supported by D to C and C ′.

Nowwe assume thatD contains at least two vertices. ClearlyD is joined to C and C ′ by two independent edges. Let xw and
x′w′ be two such edges, where x, x′

∈ D, w ∈ C and w′
∈ C ′. Let R′ be a Hamilton path of D from x to x′. Then R = wxR′x′w′

is a perfect path supported by D to C and C ′. �

Let D = {D1,D2, . . . ,Dk} be the set of components in H ∩ N3 that are joined to C but not to C ′, let Ri (1 ≤ i ≤ k)
be a perfect path supported by Di to C , and let xi, yi be the two end vertices of Ri; let D ′

= {D′

1,D
′

2, . . . ,D
′

k′} be the set of
components in H ∩ N3 that are joined to C ′ but not to C , let R′

i (1 ≤ i ≤ k′) be a perfect path supported by D′

i to C ′, and let
x′

i, y
′

i be the two end vertices of R′

i; let D ′′
= {D′′

1,D
′′

2, . . . ,D
′′

k′′} be the set of components in H ∩ N3 that are joined to both C
and C ′, let R′′

i (1 ≤ i ≤ k′′) be a perfect path supported by D′′

i to C and C ′, and let x′′

i , y
′′

i be the two end vertices of R′′

i , where
x′′

i ∈ C and y′′

i ∈ C ′.
We first assume that k′′ is odd. If D ≠ ∅, then let w = x1; otherwise let w = x′′

1 . Let T be a path from t
to w passing through all the vertices in C \

k
i=1{xi, yi} \

k′′
i=1{x

′′

i }. If D ′
≠ ∅, then let w′

= y′

k′ ; otherwise let

w′
= y′′

k′′ . Let T ′ be a path from t ′ to w′ passing through all the vertices in C ′
\

k′
i=1{x

′

i, y
′

i} \
k′′

i=1{y
′′

i }. Then R =

Tx1R1y1 · · · xkRkykx′′

1R
′′

1y
′′

1y
′′

2R
′′

2x
′′

2 · · · x′′

k′′R
′′

k′′y
′′

k′′x
′

1R
′

1y
′

1 · · · x′

k′R
′

k′y
′

k′T
′ is a perfect path supported by H to {t, t ′}.

Next we assume that k′′ is even. If there is an edge joining C to C ′ such that its two vertices are not the two end vertices
of a common perfect path supported by some component in D ′′ (we call such an edge a good edge), then let zz ′ be a good
edge, where z ∈ C and z ′

∈ C ′. Note that z is possibly an end vertex of a perfect path supported by some component in D or
D ′′, or that it is not such an end vertex, and that z ′ is possibly an end vertex of a perfect path supported by some component
in D ′ or D ′′, or that it is not such an end vertex. So there are nine different cases to consider. Here we only discuss two of
the cases; for the other cases, a perfect path supported by H to {t, t ′} can be found in a similar way.
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If z is not an end vertex of a perfect path supported by some component in D or D ′′, and z ′ is an end vertex of a perfect
path supported by some component inD ′, thenwithout loss of generality,we assume that z ′

= x′

1. IfD ≠ ∅, then letw = x1;
otherwise, if D ′′

≠ ∅, then let w = x′′

1; otherwise let w = z. Let T be a path from t to w passing through all the vertices in
C \

k
i=1{xi, yi} \

k′′
i=1{x

′′

i } \ {z}. Let T ′ be a path from t ′ to y′

k′ passing through all the vertices in C ′
\
k′

i=1{x
′

i, y
′

i} \
k′′

i=1{y
′′

i }.
Then R = Tx1R1y1 · · · xkRkykx′′

1R
′′

1y
′′

1y
′′

2R
′′

2x
′′

2 · · · y′′

k′′R
′′

k′′x
′′

k′′ zx
′

1R
′

1y
′

1 · · · x′

k′R
′

k′y
′

k′T
′ is a perfect path supported by H to {t, t ′}.

If both z and z ′ are end vertices of perfect paths supported by some components in D ′′, then note that zz ′ is a good edge,
so these vertices are not the end vertices of a common perfect path. Without loss of generality, we assume that z = x′′

2 and
z ′

= y′′

1 . If D ≠ ∅, then let w = x1; otherwise let w = x′′

1 . Let T be a path from t to w passing through all the vertices in
C \

k
i=1{xi, yi}\

k′′
i=1{x

′′

i }. IfD
′
≠ ∅, then letw′

= y′

k′ ; otherwise letw′
= y′′

k′′ . Let T
′ be a path from t ′ tow′ passing through

all the vertices in C ′
\

k′
i=1{x

′

i, y
′

i} \
k′′

i=1{y
′′

i }. Then R = Tx1R1y1 · · · xkRkykx′′

1R
′′

1y
′′

1x
′′

2R
′′

2y
′′

2 · · · x′′

k′′R
′′

k′′y
′′

k′′x
′

1R
′

1y
′

1 · · · x′

k′R
′

k′y
′

k′T
′ is

a perfect path supported by H to {t, t ′}.
Next we assume that each edge joining C to C ′ is not a good edge.
If C is not joined to C ′, then D ′′

≠ ∅; otherwise t will be a cut vertex of G. If C is joined to C ′, then we also have D ′′
≠ ∅,

since every edge joining C to C ′ is not good. Recall that we assume that k′′ is even, so k′′
≥ 2.

Note that x′′

1y
′′

2, x
′′

2y
′′

1 ∉ E(G); otherwise they are good edges. Thus ty′′

1, ty
′′

2 ∉ E(G); otherwise the subgraph induced by
{t, s1, x′′

2, y
′′

1} or {t, s1, x′′

1, y
′′

2} is a claw. Let R be a shortest path from x′′

1 to y′′

1 with all internal vertices in D′′

1 (possibly of
length 1). Then the subgraph induced by {s0, v, s3, s1, t} ∪ V (R) ∪ {y′′

2} is a B1,ℓ with ℓ ≥ 4, a contradiction. �

Let N1 = {xi, x′

i : 1 ≤ i ≤ k} such that for every i with 1 ≤ i ≤ k, {xi, x′

i} is a cut. Let Hi be the component of G − {xi, x′

i}

not containing v, and let Ri be a perfect path supported by Hi to {xi, x′

i}. Then R = s1x1R1x′

1 · · · xkRkx′

ks2 is a Hamilton path of
B1 from s1 to s2, our final contradiction.

6. Proof of Theorem 6 (F = B2,3)

Let G be a 2-connected {K1,3, B2,3}-free graph. Adopting the notation and set-up of Section 4 we are going to prove that
G has a Hamilton path starting from a vertex v, in case G− v contains a nontrivial inner block Bq and all other inner and end
blocks of G− v are trivial. Recall that it is sufficient to prove that Bq contains a Hamilton path from sq to sq+1. Suppose to the
contrary that there is no such path. Set

Ni = {u ∈ Bq − sq+1 : dBq−sq+1(u, sq) = i}, and j = max{i : Ni ≠ ∅}.

Note that N0 = {sq} and N1 = NBq(sq) \ {sq+1}.
We already know from Observation 1 that NBq(sq) is a clique and NBq(sq+1) is a clique. In particular, this implies that N1

is a clique. If N2 = ∅, there is nothing to prove, so we assume N2 ≠ ∅. We complete the proof of this case by first proving a
number of claims.
Claim 1. vsq ∈ E(G) and vsq+1 ∈ E(G).

Proof. Suppose that vsq ∉ E(G). Let Q be a shortest path from sq to sp+1 containing vsp+1 and all internal vertices outside
Bq. Then Q is an induced path containing v with all internal vertices outside Bq and of length at least 3.

We consider the structure of Ni and prove the following claim.
Claim 1.1. For every i with 1 ≤ i ≤ j − 1,Ni is a clique, and Nj is P4-free.

Proof. We use induction on i. We already know that N1 is a clique, so we assume that 2 ≤ i ≤ j − 1.
Let x be a vertex in Ni that has a neighbor y in Ni+1. Let x′ be a vertex in Ni other than x. We first claim that xx′

∈ E(G).
Assume the contrary. Then x and x′ have no common neighbors in Ni−1. Let w be a neighbor of x in Ni−1, and let w′ be a
neighbor of x′ in Ni−1. Then wx′, w′x ∉ E(G), and by the induction hypothesis, ww′

∈ E(G). Let u be a neighbor of w in Ni−2.
Then uw′

∈ E(G); otherwise the subgraph induced by {w, u, w′, x} is a claw. Let R be a shortest path of Bq − sq+1 from u to
sq. Then the subgraph induced by {w′, w, x, y} ∪ V (R) ∪ V (Q ) is a B2,ℓ with ℓ ≥ 3, a contradiction. Thus, as we claimed, x is
adjacent to all other vertices in Ni.

Let x′, x′′ be two arbitrary vertices in Ni other than x. We claim that x′x′′
∈ E(G). Assume the contrary. If x′y ∈ E(G), then

similarly as before, x′ is adjacent to all other vertices in Ni and x′x′′
∈ E(G). Thus we assume that x′y ∉ E(G) and similarly

x′′y ∉ E(G). Then the subgraph induced by {x, x′, x′′, y} is a claw, a contradiction.
Thus we have that Ni is a clique.
Let xx′x′′x′′′ be an induced P4 in Nj. Let w be a neighbor of x in Nj−1, and let w′′′ be a neighbor of x′′′ in Nj−1. Then

wx′′
∉ E(G); otherwise let u be a neighbor of w in Nj−2. Then the subgraph induced by {w, u, x, x′′

} is a claw. Similarly,
wx′′′, w′′′x, w′′′x′

∉ E(G). If wx′
∈ E(G), then let R be a shortest path of Bq − sq+1 from w to sq. Then the subgraph induced

by {x, x′, x′′, x′′′
} ∪ V (R) ∪ V (Q ) is a B2,ℓ with ℓ ≥ 3, a contradiction. Thus we assume that wx′

∉ E(G), and similarly
w′′′x′′

∉ E(G). Let u be a neighbor of w in Nj−2. Then w′′′u ∈ E(G); otherwise the subgraph induced by {w, u, w′′′, x} is a
claw. Let R be a shortest path of Bq − sq+1 from u to sq. Then the subgraph induced by {w′′′, w, x, x′

} ∪ V (R) ∪ V (Q ) is a B2,ℓ
with ℓ ≥ 3, a contradiction.

Thus Nj is P4-free. �
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We next prove the following claim on the existence of perfect paths.
Claim 1.2. Let H be a component of Nj. If sq+1 is not adjacent to a vertex of H , then H supports a perfect path to Nj−1; if sq+1
is adjacent to a vertex of H , then H supports a perfect path to Nj−1 and sq+1.

Proof. We distinguish three cases.
Case A. H contains only one or two vertices.

We first assume that sq+1 is not adjacent to H . If H contains only one vertex x, then by the 2-connectedness of G, x has at
least two neighbors in Nj−1. Let w and w′ be two neighbors of x in Nj−1. Then R = wxw′ is a perfect path supported by H to
Nj−1. If H contains two vertices x and x′, then by the 2-connectedness of G, x and x′ are joined to Nj−1 by two independent
edges. Let xw and x′w′ be two such edges. Then R = wxx′w′ is a perfect path supported by H to Nj−1.

Suppose now that sq+1 is adjacent to H . If H contains only one vertex x, then x is adjacent to sq+1. Let w be a neighbor
of x in Nj−1. Then R = wxsq+1 is a perfect path supported by H to Nj−1 and sq+1. If H contains two vertices x and x′, then
without loss of generality, we assume that x′sq+1 ∈ E(G). Let w be a neighbor of x in Nj−1. Then R = wxx′sq+1 is a perfect
path supported by H to Nj−1 and sq+1.
Case B. H is 2-connected.

We use that Nj is P4-free, and thus H is P4-free and also N-free. By Theorem 1, H contains a Hamilton cycle C .
We first assume that sq+1 is not adjacent to H . By the 2-connectedness of G, not all the vertices of H are adjacent to only

one commonvertex inNj−1. Thus there are two vertices x and x′ ofH that are adjacent on C such that x and x′ are joined toNj−1
by two independent edges. Letw andw′ be the neighbors of x and x′ inNj−1 such thatw ≠ w′. Then R = C −xx′

∪{xw, x′w′
}

is a perfect path supported by H to Nj−1.
Suppose now that sq+1 is adjacent to H . Let s′ be a neighbor of sq+1 in H , let x be a vertex in H that is adjacent to s′ on C ,

and let w be a neighbor of x in Nj−1. Then R = C − xs′ ∪ {xw, s′sq+1} is a perfect path supported by H to Nj−1 and sq+1.
Case C. H has a cut vertex.

Let x be a cut vertex of H . Obviously, H − x has exactly two components. Let C and C ′ be the two components of H − x.
If there is a vertex in C that is nonadjacent to x, then let z be a vertex in C with distance 2 from x in C , let y be a common
neighbor of x and z in C , and let y′ be a neighbor of x in C ′. Then zyxy′ is an induced P4 in H , a contradiction. This implies that
x is adjacent to every vertex in C . If there are two vertices y, z in C that are nonadjacent, then let y′ be a neighbor of x in C ′;
then the subgraph induced by {x, y, z, y′

} is a claw, a contradiction. Thus C ∪ {x} is a clique and similarly C ′
∪ {x} is a clique.

We first assume that sq+1 is not adjacent toH . Let y be a vertex in C and let y′ be a vertex in C ′. Let T be a Hamilton path of
C ∪ {x} from x to y, let w be a neighbor of y in Nj−1, let T ′ be a Hamilton path of C ′

∪ {x} from x to y′, and let w′ be a neighbor
of y′ in Nj−1. Then R = wyTxT ′y′w′ is a perfect path supported by H to Nj−1.

Suppose now that sq+1 is adjacent to H . We claim that sq+1 must be adjacent to C or C ′. Assuming the contrary, sq+1 has
only one neighbor x in H . Let y be a vertex in C , and let y′ be a vertex in C ′. Then the subgraph induced by {x, y, y′, sq+1} is a
claw, a contradiction. Without loss of generality, we assume that sq+1 is adjacent to C ′. Let s′ be a neighbor of sq+1 in C ′, and
let y be a vertex in C . Let T be a Hamilton path of C ∪{x} from x to y, let w be a neighbor of y in Nj−1, and let T ′ be a Hamilton
path of C ′

∪ {x} from x to s′. Then R = wyTxT ′s′sq+1 is a perfect path supported by H to Nj−1 and sq+1. �
The above claims and Lemma 2 imply that there exists a Hamilton path of Bq from sq to sq+1, a contradiction. Thus we

conclude that vsq ∈ E(G). The second assertion follows by symmetry. �

We note here that in the above argumentation we have implicitly proved Lemma 3 in case F = B2,3.
By Claim 1, vsq, vsq+1 ∈ E(G). If p ≥ 3,G contains a claw centered at v, a contradiction. So p = 2, q = 1, and G − v

consists of three blocks. Recall that the two end blocks B0 and B2 are both trivial, so vs0s1v and vs2s3v are two triangles. We
again obtain more information on the structure of Ni by proving the following claims.
Claim 2. j ≤ 3, and N3 is P3-free.
Proof. The proofs of the following implications are completely analogous to the proofs of Claims 1.1 and 1.2, and the
application of Lemma 2, and are therefore omitted.
Claim 2.1. If N2 is a clique, then for every iwith 2 ≤ i ≤ j − 1,Ni is a clique and Nj is P4-free.
Claim 2.2. If for every i with 1 ≤ i ≤ j − 1,Ni is a clique and Nj is P4-free, then B1 contains a Hamilton path from s1 to s2.

Thus ifN2 is a clique, then by Claims 2.1 and 2.2, there is a Hamilton path of B1 from s1 to s2, a contradiction. Sowe assume
that N2 is not a clique.

If j ≥ 4, then let x be a vertex in N2, let y be a neighbor of x in N3, and let z be a neighbor of y in N4. Let x′ be a vertex in
N2 other than x. We claim that xx′

∈ E(G). Assume the contrary. Then x and x′ have no common neighbors in N1. Let w be a
neighbor of x inN1, and letw′ be a neighbor of x′ inN1. Thenw′x ∉ E(G), and the subgraph induced by {w′, s1, r, s3, w, x, y, z}
is a B2,3, a contradiction. This implies that x is adjacent to all the other vertices in N2.

Now let x′ and x′′ be two vertices in N2 other than x. We claim that x′x′′
∈ E(G). Assume the contrary. If x′y ∈ E(G), then

similarly as before, x′ is adjacent to all the other vertices in N2, and then x′x′′
∈ E(G). Thus we assume that x′y ∉ E(G), and

similarly x′′y ∉ E(G). Then the subgraph induced by {x, x′, x′′, y} is a claw, a contradiction.
This implies that N2 is a clique, a contradiction. Thus j ≤ 3.
Let yy′y′′ be an induced P3 in N3. Let x be a neighbor of y′ in N2. Then x is nonadjacent to y or y′′; otherwise, let w be

a neighbor of x in N1; then the subgraph induced by {x, w, y, y′′
} is a claw. Without loss of generality, we assume that

xy′′
∉ E(G). Then similarly as before, we can prove that N2 is a clique, a contradiction. Thus N3 is P3-free. �
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We next show that s1 and s2 are neighbors in B1.
Claim 3. s1s2 ∈ E(G).

Proof. Assume the contrary. Let d be the distance between s1 and s2 in B1 and let Q be a shortest path from s1 to s2 in B1.
Then d ≥ 2 and, since j ≤ 3, we have d ≤ 4. We distinguish three cases according to the value of d.
Case A. d = 2.

Noting thatwehavenot usedB1,4-freeness in CaseAof the proof of Claim3 in Section 5, this case canbeproved completely
analogously.
Case B. d = 3.

Let Q = s1xys2. Similarly as in Case B of the proof of Claim 3 in Section 5, we can prove that {x, y} is a cut of G. Note that
NB1(s1) and NB1(s2) are disjoint; otherwise d = 2. Let H be the component of G − {x, y} not containing v. Let x′ be a vertex
in NB1(s1) other than x, and let y′ be a vertex in NB1(s2) other than y.

If there is a vertex in B1 other than {s1, s2} ∪ NB1(s1) ∪ NB1(s2) ∪ H , then without loss of generality, we assume that z is
such a vertex and zx′

∈ E(G). Let z ′ be a neighbor of y in H . Then the subgraph induced by {s0, s1, x′, z, v, s2, y, z ′
} is a B2,3,

a contradiction. Thus we assume that there are no vertices in B1 other than {s1, s2} ∪ NB1(s1) ∪ NB1(s2) ∪ H .
If H contains a vertex nonadjacent with x, then let z ′ be a vertex with distance 2 from x in H , and let z be a common

neighbor of x and z ′ in H . Then the subgraph induced by {s0, v, s2, y′, s1, x, z, z ′
} is a B2,3, a contradiction. Thus we assume

that every vertex in H is adjacent to x. Then by Lemma 1, H is a clique.
Let R′ be a Hamilton path of H ∪{x, y} from x to y, let T be a Hamilton path of NB1(s1) from x to x′, and let T ′ be a Hamilton

path of NB1(s2) from y to y′. Then R = s1x′TxR′yT ′y′s2 is a Hamilton path of B1 from s1 to s2, a contradiction.
Case C. d = 4.

Let Q = s1xyzs2. Similarly as in Case C of the proof of Claim 3 in Section 5, we can prove that {x, z} is a cut of G. Note that
NB1(s1) and NB1(s2) are disjoint and not adjacent; otherwise d ≤ 3. Let x′ be a vertex in NB1(s1) other than x, and let z ′ be a
vertex in NB1(s2) other than z. Then the subgraph induced by {x′s1, v, s3, x, y, z, z ′

} is a B2,3, a contradiction. �

By Observation 1 and Claim 3,NB1(s2)\{s1} = NB1(s1)\{s2} = N1. Our next observation shows thatN1 can be partitioned
into cut pairs.
Claim 4. For every vertex x ∈ N1, there is a unique vertex x′

∈ N1 \ {x} such that {x, x′
} is a cut.

Proof. Assume the contrary. Similarly as in the proof of Claim 4 in Section 5, we have that there is a vertex y ∈
j

i=2 Ni such
that {x, y} is a cut. Let H be the component of G − {x, y} not containing v, and let R be a shortest path from x to y with all
internal vertices in H .

Let R′ be a shortest path in G − x from y to N1, and let x′ be the end vertex of R′ other than y. Similarly as in the proof of
Claim 4 in Section 5, x′ is contained in a cut {x′, y′

}, and with the other vertex y′
∈ V (R′) \ {x′, y}. Let T ′ be the subpath of R′

from y to y′, and let H ′ be the component of G − {x′, y′
} not containing v.

Note that {x, x′
} is not a cut by our assumption. Let R′′ be a shortest path of G − {x, x′

} from T ′ to N1, and let x′′ be
the end vertex of R′′ in N1. Similarly as before, we have that x′′ is contained in a cut {x′′, y′′

}, and with the other vertex
y′′

∈ V (R′′) \ {x′′, y, y′
}. Let H ′′ be the component of G − {x′′, y′′

} not containing v.
If T ′ passes through y′′, then let z and z ′ be the two neighbors of y′′ on T ′, and let z ′′ be a neighbor of y′′ in H ′′. Then the

subgraph induced by {y′′, z, z ′, z ′′
} is a claw, a contradiction. Thus we assume that T ′ does not pass through y′′.

Let z ′ be a neighbor of y′ in H ′. Then the subgraph induced by {x′′, s1, r, s3} ∪ V (R) ∪ V (T ′) ∪ {z ′
} is a B2,ℓ with ℓ ≥ 3, a

contradiction.
Thus there is a vertex x′

∈ N1 such that {x, x′
} is a cut.

One can prove the uniqueness similarly as in the proof of Claim 4 in Section 5. �

By Claim 4, we can partition N1 into pairs such that each pair is a cut. These pairs have a nice property with respect to
perfect paths, as follows.
Claim 5. Let {t, t ′} be a cut of G such that t, t ′ ∈ N1, and let H be the component of G− {t, t ′} not containing v. Then there is
a perfect path supported by H to {t, t ′}.

Proof. If H ∩N2 contains only one vertex x, then by the 2-connectedness of G,H ∩N3 = ∅ and xt, xt ′ ∈ E(G). Then R = txt ′
is a perfect path supported by H to {t, t ′}. Thus we assume that H ∩N2 contains at least two vertices. Note that both t and t ′
are adjacent to some vertices in H ∩ N2. We can divide H ∩ N2 into two nonempty subsets C and C ′ such that every vertex
of C is adjacent to t and every vertex of C ′ is adjacent to t ′.

Recall that j ≤ 3 and that N3 is P3-free, so every component of H ∩ N3 is a clique. The proof of the next observations is
completely analogous to the proof of Claim 5.1 in Section 5.
Claim 5.1. Let D be a component of H ∩ N3. If D is joined to C but not to C ′, then D supports a perfect path to C; if D is joined
to C ′ but not to C , then D supports a perfect path to C ′; and if D is joined to both C and C ′, then D supports a perfect path to
C and C ′.

We proceed similarly as in Section 5.
Let D = {D1,D2, . . . ,Dk} be the set of components in H ∩ N3 that are joined to C but not to C ′, let Ri (1 ≤ i ≤ k)

be a perfect path supported by Di to C , and let xi, yi be the two end vertices of Ri; let D ′
= {D′

1,D
′

2, . . . ,D
′

k′} be the set of
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components in H ∩ N3 that are joined to C ′ but not to C , let R′

i (1 ≤ i ≤ k′) be a perfect path supported by D′

i to C ′, and let
x′

i, y
′

i be the two end vertices of R′

i; and let D ′′
= {D′′

1,D
′′

2, . . . ,D
′′

k′′} be the components in H ∩ N3 that are joined to both C
and C ′, let R′′

i (1 ≤ i ≤ k′′) be a perfect path supported by D′′

i to C and C ′, and let x′′

i , y
′′

i be the two end vertices of R′′

i , where
x′′

i ∈ C and y′′

i ∈ C ′.
If k′′ is odd, or k′′ is even and there is a good edge joining C to C ′, then we can prove the assertion similarly as in Section 5.

Thus we assume that k′′ is even and that every edge joining C to C ′ is not good. Similarly as in Section 5, note that k′′
≥ 2.

If C is joined to C ′, then without loss of generality, we assume that x′′

1y
′′

1 ∈ E(G). Let z be a neighbor of x′′

1 in D′′

1 , and
let z ′ be a neighbor of y′′

2 in D′′

2 . Then x′′

1y
′′

2, x
′′

2, y
′′

1, ty
′′

1, ty
′′

2 ∉ E(G). Besides, y′′

1z ∈ E(G); otherwise the subgraph induced by
{x′′

1, t, y
′′

1, z} is a claw. Thus the subgraph induced by {z, y′′

1, y
′′

2, z
′, x′′

1, t, s1, s0} is a B2,3, a contradiction.
Now we assume that C is not joined to C ′. Let R be a shortest path from x′′

1 to y′′

1 with all internal vertices in D′′

1 . Then the
subgraph induced by {x′′

2, t, s1, s0} ∪ V (R) ∪ {y′′

2} is a B2,l with l ≥ 3, a contradiction. �

We complete the proof of this case by reaching our final contradiction, as follows.
Let N1 = {xi, x′

i : 1 ≤ i ≤ k} such that for every i with 1 ≤ i ≤ k, {xi, x′

i} is a cut. Let Hi be the component of G − {xi, x′

i}

not containing v, and let Ri be a perfect path supported by Hi to {xi, x′

i}. Then R = s1x1R1x′

1 · · · xkRkx′

ks2 is a Hamilton path of
B1 from s1 to s2, our final contradiction.

7. Proof of Theorem 7 (F = N1,1,3)

Let G be a 2-connected {K1,3,N1,1,3}-free graph. Adopting the notation and set-up of Section 4 we are going to prove that
G has a Hamilton path starting from a vertex v, in case G− v contains a nontrivial inner block Bq and all other inner and end
blocks of G− v are trivial. Recall that it is sufficient to prove that Bq contains a Hamilton path from sq to sq+1. Suppose to the
contrary that there is no such path. Set

Ni = {u ∈ Bq − sq+1 : dBq−sq+1(u, sq) = i}, and j = max{i : Ni ≠ ∅}.

Note that N0 = {sq} and N1 = NBq(sq) \ {sq+1}.
We already know from Observation 1 that NBq(sq) is a clique and NBq(sq+1) is a clique. In particular, this implies that N1

is a clique. There is nothing to prove if N2 = ∅, so we assume N2 ≠ ∅. We complete the proof of this case by first proving a
number of claims.
Claim 1. vsq ∈ E(G); vsq+1 ∈ E(G).

Proof. Suppose that vsq ∉ E(G). Let Q be a shortest path from sq to sp+1 containing vsp+1 and with all internal vertices
outside Bq. Then Q is an induced path with origin sq and internal vertices outside Bq and of length at least 3.

Note that N1 is a clique. We first show that all Ni are cliques.
Claim 1.1. For every i with 1 ≤ i ≤ j,Ni is a clique.

Proof. We use induction on i. The result is true for i = 1. Thus we assume that 2 ≤ i ≤ j.
Let x and x′ be two vertices inNi. Suppose xx′

∉ E(G). Then x and x′ have no commonneighbors inNi−1. Letw be a neighbor
of x in Ni−1, and let w′ be a neighbor of x′ in Ni−1. By the induction hypothesis, ww′

∈ E(G). Let u be a neighbor of w in Ni−2.
Then w′u ∈ E(G); otherwise the subgraph induced by {w, u, w′, x} is a claw. Let R be a shortest path of Bq − sq+1 from u
to sq. Then the subgraph induced by {w, x, w′, x′

} ∪ V (R) ∪ V (Q ) is an N1,1,ℓ with ℓ ≥ 3, a contradiction. Thus xx′
∈ E(G),

completing the proof. �

Using the above observations and Lemma 2,we conclude that Bq contains a Hamilton path from sq to sq+1, a contradiction.
Hence we get that vsq ∈ E(G). The second assertion follows by symmetry. �

We note here that in the above argumentation we have implicitly proved Lemma 3 in case F = N1,1,3.
By Claim 1, vsq, vsq+1 ∈ E(G). If p ≥ 3,G contains a claw centered at v, a contradiction. So p = 2, q = 1, and G − v

consists of three blocks. Recall that the two end blocks B0 and B2 are both trivial, so vs0s1v and vs2s3v are two triangles. We
again obtain more information on the structure of Ni by proving the following claims.
Claim 2. j ≤ 3, and if s1s2 ∈ E(G), then N3 is P3-free.

Proof. We first deduce that N2 is not a clique by showing the following.
Claim 2.1. If N2 is a clique, then for every i with 2 ≤ i ≤ j,Ni is a clique.

Proof. Let Q = s1vs3. Then Q is an induced path with origin s1 and internal vertices outside B1 and of length 2.
For i = 2, the assertion is true by our assumption. So let i ≥ 3, and let x and x′ be two vertices inNi. If xx′

∉ E(G), then x and
x′ have no common neighbors in Ni−1. Letw be a neighbor of x in Ni−1, and letw′ be a neighbor of x′ in Ni−1. By the induction
hypothesis,ww′

∈ E(G). Let u be a neighbor ofw inNi−2. Thenw′u ∈ E(G); otherwise the subgraph induced by {w, u, w′, x}
is a claw. Let R be a shortest path of B1 − s2 from u to s1. Then the subgraph induced by {w, x, w′, x′

} ∪ V (R) ∪ V (Q ) is an
N1,1,ℓ with ℓ ≥ 3, a contradiction. Thus xx′

∈ E(G), completing the proof. �

If for every i with 1 ≤ i ≤ j,Ni is a clique, then Lemma 2 implies that B1 contains a Hamilton path from s1 to s2, a
contradiction. So we assume that N2 is not a clique.
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Next suppose j ≥ 4. Let z be a vertex in N4, let y be a neighbor of z in N3, and let x be a neighbor of y in N2. Let x′ be a
vertex in N2 other than x. We claim that xx′

∈ E(G). Assume the contrary. Then x′y ∉ E(G); otherwise the subgraph induced
by {y, x, x′, z} is a claw. Besides, x and x′ have no common neighbors in N1. Let w be a neighbor of x in N1, and let w′ be a
neighbor of x′ inN1. Thenwx′, w′x ∉ E(G), and the subgraph induced by {s1, s0, w′, x′, w, x, y, z} is anN1,1,3, a contradiction.
This implies that x is adjacent to all other vertices in N2. Now letting x′ and x′′ be two vertices in N2 other than x, we claim
that x′x′′

∈ E(G). Assume the contrary. If x′y ∈ E(G), then similarly as before, x′ is adjacent to all the other vertices in N1,
and then x′x′′

∈ E(G). Thus we assume that x′y ∉ E(G), and similarly x′′y ∉ E(G). Then the subgraph induced by {x, x′, x′′, y}
is a claw, a contradiction. This implies that N2 is a clique, a contradiction. Thus we get that j ≤ 3.

Suppose now that s1s2 ∈ E(G), and that yy′y′′ is an induced P3 in N3. Let x be a neighbor of y′ in N2. Then either xy or
xy′′

∉ E(G). Without loss of generality, we assume that xy′′
∉ E(G). Let w be a neighbor of x in N1. Then s2w ∈ E(G);

otherwise the subgraph induced by {s1, s0, s2, w} is a claw. Now the subgraph induced by {s1, s0, s2, s3, w, x, y′, y′′
} is an

N1,1,3, a contradiction. �

We next show that s1 and s2 are neighbors in B1.

Claim 3. s1s2 ∈ E(G).

Proof. Assume the contrary. Let d be the distance between s1 and s2 in B1, and let Q be a shortest path from s1 to s2 in B1.
Then d ≥ 2 and, since j ≤ 3, we have d ≤ 4. We distinguish three cases according to the value of d.

Case A. d = 2.
Noting thatwehavenot usedB1,4-freeness in CaseAof the proof of Claim3 in Section 5, this case canbeproved completely

analogously.

Case B. d = 3.
Let Q = s1xys2. Similarly as in Case B of the proof of Claim 3 in Section 5, we can prove that {x, y} is a cut of G. Note that

NB1(s1) and NB1(s2) are disjoint; otherwise d = 2. Let H be the component of G − {x, y} not containing v. Let x′ be a vertex
in NB1(s1) other than x, and let y′ be a vertex in NB1(s2) other than y.

If there is a vertex in B1 other than {s1, s2} ∪ NB1(s1) ∪ NB1(s2) ∪ H , then without loss of generality, we assume that z is
such a vertex and zx′

∈ E(G). Then the subgraph induced by {s1, s0, x′, z, x, y, s2, s3} is an N1,1,3, a contradiction. Thus we
assume that there are no vertices in B1 other than {s1, s2} ∪ NB1(s1) ∪ NB1(s2) ∪ H .

If H contains a vertex nonadjacent with x, then let z ′ be a vertex with distance 2 from x in H , and let z be a common
neighbor of x and z ′ inH . Then yz ∈ E(G); otherwise the subgraph induced by {x, s1, y, z} is a claw. yz ′

∉ E(G); otherwise the
subgraph induced by {y, x, z ′, s2} is a claw. Now the subgraph induced by {y, y′, z, z ′, x, s1, v, s3} is anN1,1,3, a contradiction.
Thus we assume that every vertex in H is adjacent to x. Then by Lemma 1, H is a clique.

Let R′ be a Hamilton path of H ∪{x, y} from x to y, let T be a Hamilton path of NB1(s1) from x to x′, and let T ′ be a Hamilton
path of NB1(s2) from y to y′. Then R = s1x′TxR′yT ′y′s2 is a Hamilton path of B1 from s1 to s2, a contradiction.

Case C. d = 4.
Let Q = s1xyzs2. Similarly as in Case C of the proof of Claim 3 in Section 5, we can prove that {x, z} is a cut of G. Let x′ be

a vertex in NB1(s1) other than x. Note that NB1(s1) and NB1(s2) are disjoint and not adjacent; otherwise d ≤ 3. There must be
some vertex in B1 other than {s1, s2}∪NB1(s1)∪NB1(s2)∪H; otherwise {v, x} is a cut. Without loss of generality, we assume
that y′ is such a vertex, and x′y′

∈ E(G). Recall that y ∈ H and that x is only adjacent to {s1}∪NB1(s1)∪H . Then the subgraph
induced by {s1, s0, x′, y′, x, y, z, s2} is an N1,1,3, a contradiction. �

By Observation 1 and Claim 3, NB1(s2) \ {s1} = NB1(s1) \ {s2} = N1, and by Claims 2 and 3, N3 is P3-free. Our next
observation shows that N1 can be partitioned into cut pairs.

Claim 4. For every vertex x ∈ N1, there is a unique vertex x′
∈ N1 \ {x} such that {x, x′

} is a cut.

Proof. Assume the contrary. Similarly as in the proof of Claim 4 in Section 5, there is a vertex y ∈
j

i=2 Ni such that {x, y} is
a cut. Let H be the component of G−{x, y} not containing v, and let R be a shortest path from x to ywith all internal vertices
in H .

Let R′ be a shortest path in G− x from y to N1, and let x′ be the end vertex of R′ other than y. Similarly as in Section 5, x′ is
contained in a cut {x′, y′

}with y′
∈ V (R′)\{x′, y}. Let T ′ be the subpath of R′ from y to y′, letH ′ be the component ofG−{x′, y′

}

not containing v, and let z ′ be a neighbor of y′ in H ′. Then the subgraph induced by {s1, s0, s2, s3} ∪ V (R) ∪ V (T ′) ∪ {z ′
} is an

N1,1,ℓ with ℓ ≥ 3, a contradiction. Thus there is a vertex x′
∈ N1 such that {x, x′

} is a cut.
One can prove the uniqueness similarly as in the proof of Claim 4 in Section 5. �

By Claim 4, we can partition N1 into pairs such that each pair is a cut. These pairs have a nice property with respect to
perfect paths, as follows.

Claim 5. Let {t, t ′} be a cut of G such that t, t ′ ∈ N1, and let H be the component of G− {t, t ′} not containing v. Then there is
a perfect path supported by H to {t, t ′}.
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Proof. If H ∩N2 contains only one vertex x, then by the 2-connectedness of G,H ∩N3 = ∅ and xt, xt ′ ∈ E(G). Then R = txt ′
is a perfect path supported by H to {t, t ′}. Thus we assume that H ∩ N2 contains at least two vertices. Note that both t and
t ′ are adjacent to some vertices in H ∩ N2. We can divide H ∩ N2 into two nonempty subset C and C ′ such that every vertex
of C is adjacent to t and every vertex of C ′ is adjacent to t ′.

Recall that j ≤ 3 and that N3 is P3-free, so every component of H ∩ N3 is a clique. The proof of the next observations is
completely analogous to the proof of Claim 5.1 in Section 5.
Claim 5.1. Let D be a component of H ∩ N3. If D is joined to C but not to C ′, then D supports a perfect path to C; if D is joined
to C ′ but not to C , then D supports a perfect path to C ′; and if D is joined to both C and C ′, then D supports a perfect path to
C and C ′.

We proceed similarly as in Section 5.
Let D = {D1,D2, . . . ,Dk} be the set of components in H ∩ N3 that are joined to C but not to C ′, let Ri (1 ≤ i ≤ k)

be a perfect path supported by Di to C , and let xi, yi be the two end vertices of Ri; let D ′
= {D′

1,D
′

2, . . . ,D
′

k′} be the set of
components in H ∩ N3 that are joined to C ′ but not to C , let R′

i (1 ≤ i ≤ k′) be a perfect path supported by D′

i to C ′, and let
x′

i, y
′

i be the two end vertices of R′

i; let D ′′
= {D′′

1,D
′′

2, . . . ,D
′′

k′′} be the set of components in H ∩ N3 that are joined to both C
and C ′, let R′′

i (1 ≤ i ≤ k′′) be a perfect path supported by D′′

i to C and C ′, and let x′′

i , y
′′

i be the two end vertices of R′′

i , where
x′′

i ∈ C and y′′

i ∈ C ′.
If k′′ is odd, or k′′ is even and there is a good edge joining C to C ′, then we can prove the assertion similarly as in Section 5.

Thus we assume that k′′ is even and that every edge joining C to C ′ is not good. Similarly as in Section 5, note that k′′
≥ 2.

Let R be a shortest path from x′′

1 to y′′

1 with all internal vertices in D′′

1 . Then the subgraph induced by {s1, s0, s2, s3, t} ∪

V (R) ∪ {y′′

2} is an N1,1,ℓ with ℓ ≥ 3, a contradiction. �

We complete the proof of this case by reaching our final contradiction, as follows.
Let N1 = {xi, x′

i : 1 ≤ i ≤ k} such that for every i with 1 ≤ i ≤ k, {xi, x′

i} is a cut. Let Hi be the component of G − {xi, x′

i}

not containing v, and let Ri be a perfect path supported by Hi to {xi, x′

i}. Then R = s1x1R1x′

1 · · · xkRkx′

ks2 is a Hamilton path of
B1 from s1 to s2, our final contradiction.
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