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a b s t r a c t

This paper proposes an efficient speech emotion recognition (SER) approach that utilizes personal voice
data accumulated on personal devices. A representative weakness of conventional SER systems is the
user-dependent performance induced by the speaker independent (SI) acoustic model framework. But,
handheld communications devices such as smartphones provide a collection of individual voice data,
thus providing suitable conditions for personalized SER that is more enhanced than the SI model fra-
mework. By taking advantage of personal devices, we propose an efficient personalized SER scheme
employing maximum likelihood linear regression (MLLR), a representative speaker adaptation technique.
To further advance the conventional MLLR technique for SER tasks, the proposed approach selects useful
data that convey emotionally discriminative acoustic characteristics and uses only those data for adap-
tation. For reliable data selection, we conduct multistage selection using a log-likelihood distance-based
measure and a universal background model. On SER experiments based on a Linguistic Data Consortium
emotional speech corpus, our approach exhibited superior performance when compared to conventional
adaptation techniques as well as the SI model framework.

& 2016 Elsevier Ltd. All rights reserved.
1. Introduction

Nowadays, various personal handheld devices, such as smart-
phones and tablet PCs, employ more advanced computing cap-
abilities; thus, it is possible to provide users with more intelligent
functions regarding human–computer interaction (HCI) (Ballagas
et al., 2006). The devices are now extending their functions to
identifying emotional states of users by analyzing voice or facial
expression (Pittermann et al., 2010; Zhang et al., 2014; Neerincx
and Streefkerk, 2003).

Emotion recognition plays a major role in HCI. It enables the
devices to deliver more friendly and affectionate interaction with a
user by appropriately responding to user demands in accordance
with the emotional state of the user. For example, if a smart phone
is capable of monitoring human emotions, it could attempt to
interact with the user by displaying relevant visual content on the
screen or suggesting user-preferred audio content. Emotion is very
pertinent to personal feelings that the user might hope to conceal,
and therefore, the detection of the user's emotion is more allow-
able with the user's personal device rather than other public
machines.
There are various indicators for identifying human emotions,
including tone of voice, facial expressions, and gestures. Among
these indicators, a voice interface can be the most effective way of
emotion recognition on personal devices, because it delivers direct
and natural expression of emotions and does not require expen-
sive equipment. In particular, mobile communications devices
steadily provide an amount of personal voice data that can be used
for enhancing voice recognition performance.

Although various approaches have been investigated in regard
to the speech emotion recognition (SER), they have failed to
achieve stable performance for commercial applications. Several
studies concluded that the difficulty with SER is derived from
domain-oriented characteristics, such as large inter-speaker var-
iations and ambiguity between emotions (Kim et al., 2009; Lopez-
Moreno et al., 2009; Grimm et al., 2007). In general, emotional
speech data expressed by different speakers demonstrate large
variations in acoustic characteristics, even if they intend to express
the same emotion. And several pairs of representative emotions
tend to have similar acoustic characteristics. For example, voices of
sadness and boredom have similar characteristics, thus indicating
a large overlap in acoustic feature space. A few studies reported
that recognizing the emotion of other persons is not easy, even for
humans, demonstrating experimental results where human-
classification accuracy for five categories of emotion was just
under 70% (Kim et al., 2009; Grimm et al., 2007).
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Fig. 1. Standard speech emotion recognition process.
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Approaches to speech emotion recognition can be classified
into three categories according to the ways of constructing
acoustic emotion models: speaker-independent (SI), speaker-
dependent (SD), and speaker-adapted (SA) model frameworks.
Among the three frameworks, the standard SI approach reveals
apparent weaknesses in the domain-oriented characteristics of
emotion recognition. This approach constructs acoustic emotion
models by using training data obtained from a specific group of
speakers who are not relevant to real users. The SI approach is
simple and effective for common applications, but does not always
guarantee stable performance because of unmatched acoustic
characteristics between speakers in training data and real users.
On the other hand, the SD model framework can efficiently handle
the inter-speaker variation problem, because the acoustic models
are built only using data of the system's user. Nevertheless, this
approach has significant limitations in commercial applications
owing to the difficulty of collecting a sufficient amount of emotion
data from individual users. Finally, the SA model represents a
model transformed from the SI model according to speaker
adaptation procedures. The adaptation only requires a relatively
small amount of data (called adaptation data) obtained from the
user (called the target speaker), but produces the user-
characterized acoustic model, nearly achieving the performance
of the SD model (Matsui and Furui, 1998; Choi et al., 2015).

Speaker adaptation can be performed in either a supervised or
an unsupervised manner in accordance with labeling methods.
Hereby, the labels refer to transcription of adaptation data.
Supervised speaker adaptation requires manual labeling tasks,
whereas unsupervised adaptation depends on automatic labeling
that is generally performed by recognition of adaptation data.
Manual labeling can be characterized as an extremely time-
consuming task and, in particular, may produce unreliable labels
for emotion data, because it relies on subjective decisions by a
human participating in the task. Although manual labels could be
regarded as the ground truth, it might not be true in emotion
recognition, because a manual annotation task is not a production
process but is another perception process (Schuller et al., 2011).
For these reasons, this study concentrates on unsupervised
speaker adaptation.

The correctness of labels for adaptation data directly affects
speaker adaptation performance. Hence, unsupervised adaptation
in speech emotion recognition necessarily needs to carefully
handle labeling errors, because the SI emotion model may be
unreliable, thus generating numerous labeling errors. In this paper,
we devise a sophisticated speaker adaptation approach that is not
only robust against labeling errors but is also able to reflect the
acoustic characteristics of individual speakers.

This paper is organized as follows. Section 2 introduces several
previous works related to this study. Section 3 describes the pro-
posed SER approach. In Section 4, experimental setups and results
are presented and discussed. The paper concludes in Section 5.
2. Related works

2.1. Acoustic model-based SER

Fig. 1 summarizes the standard SER process that consists of
extraction of acoustic feature vectors and identification of an
emotional state. Previous studies on SER have concentrated on
feature selection and classification approaches (Tato et al., 2002;
Ververidis and Kotropoulos, 2006; Park et al., 2015). Feature
selection techniques aim to investigate optimal feature sets
representing emotional states of the speaker. On the other hand,
classification approaches focus on defining distinctive boundaries
between emotions. For the classification, various machine learning
algorithms such as the hidden Markov model (HMM), the Gaus-
sian mixture model (GMM), and the support vector machine
(SVM) have been commonly adopted. Among these methods,
acoustic model-based classifiers such as GMM are better suited to
classify emotions using short-term acoustic features like pitch and
energy (Kim et al., 2009; Tato et al., 2002; Huang and Ma, 2006). In
GMM-based SER, to identify the emotion type of input utterances,
the likelihood of each GMM for an utterance is computed as fol-
lows:

PðX λi
�� �¼

XT

t ¼ 1

P xt
! λi

�� ��
ð1Þ

where Xð ¼ fx1!;…; xT
!gÞ means a sequence of feature vectors that

are extracted from an input utterance, and a GMM λi (i¼ 1;…; E if
there are E emotions) indicates an acoustic model corresponding
to the ith emotion. Then, a model that has the maximum like-
lihood of observing the input utterance is chosen as a recognition
result.

As introduced in Section 1, acoustic emotion models can be
categorized as SI, SD, and SA. SI and SD models have limitations in
real applications owing to unreliable recognition accuracy and the
difficulty of collecting emotional data, respectively. The SA
approach can be an effective model for SER. Several recent studies
introduced speaker adaptation-based SER techniques (Ding et al.,
2012; Sidorov et al., 2014; Kim et al., 2011). Most of the studies
investigated how to derive optimal models for adaptation data
from a large speaker pool, taking into account a large speaker
variation. However, preparing for a large speaker set is not prac-
tical, and error propagation in speaker information may induce
unreliable adaptations. For more advanced adaptations, ambig-
uous properties of adaptation data need to be investigated in SER.
Eventually, we propose an efficient adaptation technique that does
not require any speaker information or a large speaker set and
takes domain characteristics into account.

2.2. MLLR-based speaker adaptation for SER

Several adaptation techniques, such as maximum likelihood
linear regression (MLLR) and maximum a posteriori (MAP) have
been successfully applied to speech recognition tasks (Leggetter
and Woodland, 1995; Woodland et al., 1996; Wang et al., 2009). As
addressed in Section 1, SER has limitations in handling supervised
adaptation owing to the difficulty of manual labeling of emotional
data. Hence, the unsupervised approach is desirable for SER tasks.
Among the conventional adaptation techniques, MLLR has been
characterized as better suited to unsupervised adaptation because
of its robustness against labeling errors (Leggetter and Woodland,
1995; Woodland et al., 1996; Wang et al., 2009). For this reason,
this study concentrates on MLLR-based adaptation for SER.

Fig. 2 represents a general procedure for the conventional MLLR
adaptation. MLLR adaptation revises the parameters of initial SI
models, i.e. Gaussian means and variances, according to transfor-
mation matrices. Given adaptation data collected from target
speakers and their labels, the transformation matrices are esti-
mated to maximize the likelihood of the adapted models obser-
ving the adaptation data, using expectation-maximization (EM)



Fig. 2. Procedure for the conventional MLLR adaptation.
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algorithm (Leggetter and Woodland, 1995). In unsupervised
adaptation, the SI models recognize adaptation data, and the
recognition results are used as labels. Hence, the accuracy of the SI
model has a strong influence on the performance of MLLR adap-
tation (Anastasakos and Balakrishnan, 1998). In general, SI models
in SER tasks reveal unreliable properties due to the ambiguity of
emotional speech (Kim et al., 2009; Lopez-Moreno et al., 2009;
Grimm et al., 2007). Therefore, careful consideration should be
given as to whether the labels are reliable or not.

A principal process of MLLR is the composition of a regression
class tree, tying acoustically similar Gaussian components into a
class (Leggetter and Woodland, 1995). For this work, the acoustic
similarity between Gaussian components of SI models is estimated
using a Euclidean distance measure. The shared transformation
matrix linearly transforms the tied components in each class. The
total number of classes is decided by either the amount of adap-
tation data or the reliability of labels. If the labels are assumed to
be unreliable, a global transform is recommended (Woodland
et al., 1996). In this case, the components of all SI models are
broadly tied into a single class. Every component is then linearly
transformed by a single transformation matrix, which is estimated
using all the adaptation data simultaneously.
On the other hand, if the labels are considered reliable, multiple
regressions are available based on multiple transformation
matrices. In this case, the components of SI models are specifically
tied to multiple classes. For each class, a transformation matrix is
estimated using the corresponding adaptation data and their
labels. Multiple regressions can handle variations precisely; how-
ever, they are vulnerable to labeling errors.

Since global adaptation and multiple regressions (also denoted
as multiple adaptations) have their own pros and cons, they are
sometimes combined to optimize adaptation performance. Itera-
tive unsupervised adaptation is a representative technique, which
refines labels and models in an iterative manner (Woodland et al.,
1996). In this paper, we follow this strategy somewhat, but modify
the procedure in a more sophisticated way to consider the
domain-oriented characteristics of SER.
3. Multistage data selection-based unsupervised speaker
adaptation

In this study, we propose an efficient unsupervised speaker
adaptation technique based on multistage data selection. Our
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approach is characterized as an iterative unsupervised adaptation
and carefully considers characteristics of the SER task.

3.1. Iterative unsupervised speaker adaptation

In the proposed approach, we employ an iterative unsupervised
adaptation scheme, expecting that the iterative refinements pro-
duce further reliable labels in SER. As shown in Fig. 3, this scheme
refines emotion models and labels of adaptation data through two
iterative stages, which are composed of global adaptation (the first
stage) and multiple adaptations (the second stage).

Our approach originates from a general tendency of the SER
task: the standard SI emotion models are considered unreliable.
This tendency leads to incorrect labels of adaptation data, and
therefore, only global adaptation is available, which generates
inadequate adapted models compared to multiple adaptations. The
main idea of our approach is to construct initial adapted emotion
models by performing global adaptation in the first stage and
enhance the adapted models by performing more precise adapta-
tions, which are the multiple adaptations in the second stage.

Prior to the first stage, SI models and a regression class tree are
constructed using a set of training data collected from a sufficient
number of speakers. Initial labels for adaptation data are then
generated from the SI models. Based upon the SI models, adap-
tation data, and the initial labels, a global adaptation process is
performed to construct adapted models. Then, likelihoods for all
adaptation data are estimated using the adapted models. We
believe that the sum of the likelihood results can be used to
determine whether the models are more reliable than the SI
models, because more reliable models certainly produce higher
likelihoods when compared using the same data set. So, if the
likelihood sum obtained from the adapted models is higher than
the sum from the SI models, we draw the conclusion that global
adaptation generates more reliable models compared to the SI
models. Based on this view, we proceed to perform global adap-
tation processes consecutively until the likelihood sum obtained
from adapted models in a certain process does not increase any
more. At that time, the models can be considered to be saturated
and are characterized as the most reliable adapted models for the
given adaptation data.

Adapted models that are finally obtained in the first stage are
passed to the second stage, in which multiple adaptations are
performed with an expectation that the emotion models preserve
sufficiently discriminative emotional characteristics to construct a
multiple regression class. To achieve more precisely adapted
models, the adaptation process is repeated in an iterative manner
similar to the first stage. Compared to the first stage, the multiple
adaptations are capable of improving the adapted models by
refining the labels of the adaptation data. As shown in Fig. 3, if the
models are considered less saturated, the labels are refined using
the adapted models and then used in the next adaptation process.

3.2. Necessity of data selection in SER tasks

In iterative unsupervised adaptation, global adaptation is
expected to significantly advance the standard SI models. Never-
theless, we still doubt whether all the adaptation data of an
unspecified target speaker always operate the multiple adaptation
in a desirable way or not. It is hard to expect general speakers to
express emotional speech that preserves discriminative acoustic
characteristics while recording emotional speech or even com-
municating with someone in natural situations. Such ambiguous
emotional speech may negatively affect the multiple adaptations.

To handle this problem, we carefully extend our iterative
adaptation, employing a data selection technique. Data selection
classifies all of the adaptation data into two categories: dis-
criminative data and indiscriminative data. The discriminative
data are considered to preserve discriminative emotional char-
acteristics, whereas adaptation data indicating ambiguous char-
acteristics are categorized as indiscriminative data. The main
objective of data selection is to correctly select the discriminative
data and submit only those data to the second stage, expecting
that those discriminative data estimate multiple transformation
matrices in a more sophisticated way, compared to the general
case where all data are used. For reliable data selection, we pro-
pose a multistage data selection approach.

3.3. Multistage data selection

The proposed multistage approach conducts two consecutive
procedures for data selection. The log-likelihood distance-based
procedure is followed by the model adaptation-based approach.

3.3.1. Log-likelihood distance-based data selection
In acoustic model-based SER, a model that has the maximum

log-likelihood with a given input utterance is determined to be a
recognition result. In speech recognition, the larger distance
between the maximum log-likelihood and that at the following
rank is regarded as the result conveying higher confidence (Jiang,
2005). We attempt to apply this general tendency of speech
recognition to the data selection in our task. But the distance
between such a pair of log-likelihood results may be relatively
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small in SER because the domain-oriented characteristics of sev-
eral pairs of emotions, such as sadness and boredom, have similar
acoustic characteristics. For this reason, we carefully extend the
range of log-likelihood results to N-best results, which means a list
of N candidate models ranked in order of the log-likelihood
computed during the recognition process.

Emotionally discriminative data are regarded as the data that
preserve explicit acoustic characteristics of the relevant emotion.
Thus, compared to indiscriminative data, discriminative data are
expected to demonstrate larger distances between the N-best log-
likelihood results. Based on this property, we use the N-best
results as a confidence measure to classify the adaptation data into
discriminative and indiscriminative data. Given E emotion models
and T adaptation data, let us RrðXiÞ denote as the emotion model
index (ranging from 1 to E) at the rth rank in the N-best list
obtained from all E emotion models with the ith adaptation data,
Xi. We conduct the classification for each piece of adaptation data
according to the following log-likelihood distance-based con-
fidence measure (LDM):

LDMðXiÞ ¼
1

E�1

XE�1

r ¼ 1

flog PðXi jλRr ðxiÞÞ� log PðXi jλRrþ 1ðxiÞÞg
2 ð2Þ

where λRr ðxiÞ and log PðXi jλRr ðxiÞÞ indicate the emotion model cor-
responding to the model index and the log-likelihood result at the
rth rank in the N-best list, respectively. This measure calculates the
average distance between the likelihood at the rth rank and that at
the ðrþ1Þth rank, while considering the likelihood results at
overall ranks in the N-best list.

Most studies on confidence measures have relied on a thresh-
old that is empirically pre-determined to determine whether to
accept or reject the given results (Anastasakos and Balakrishnan,
1998; Gollan and Bacchiani, 2008; Wallace et al., 2009). However,
relying on this static value has limitations in covering acoustic
characteristics of adaptation data collected from unspecified target
speakers. In particular, the amount of adaptation data for the
respective emotions can be different among target speakers, and
thus, the static threshold may lead to misclassification of adapta-
tion data. For this reason, we replace the static threshold with a
dynamic threshold. The proposed threshold is dynamically upda-
ted according to adaptation data collected from a target speaker,
and it is estimated differently for respective emotion models. So,
we designate it as a model-based dynamic threshold (MDT). The
MDT is defined as follows:

MDTðλR1ðXiÞÞ ¼
1
Te

XTe

j ¼ 1

LDMðXjÞ ð3Þ

When λR1ðXiÞ refers to e, Te means the total number of adapta-
tion data recognized as e. In this equation, the threshold for an
emotion model is the average value of LDM for all adaptation data
belonging to the corresponding emotion. Based on this criterion, if
LDMðXiÞ4MDTðλR1ðxiÞÞ, Xi is considered to sufficiently preserve the
characteristics of the relevant emotion type, it is categorized as
discriminative data. If not, it is categorized as indiscriminative.

The LDM-MDT-based data selection approach reflects the
acoustic characteristics of adaptation data dynamically. However,
the MDT depends on the average value of the LDM for classifica-
tion of adaptation data. Thus, approximately half of all adaptation
data are determined to be indiscriminative and are disregarded.
This property becomes an obvious disadvantage when the amount
of adaptation data is insufficient. In addition, adaptation data
preserving discriminative emotional characteristics may be dis-
carded after being categorized as indiscriminative data. For this
reason, we continue to conduct an additional data selection pro-
cedure for the data categorized as indiscriminative during LDM-
MDT-based data selection.
3.3.2. Model adaptation-based data selection
To select extra discriminative data from among indis-

criminative data, we investigate the similarity between dis-
criminative data and indiscriminative data categorized during the
first data selection procedure. If a piece of indiscriminative data
represents acoustic characteristics similar to discriminative data,
the data can be added to the discriminative data set. For esti-
mating similarity, we construct two types of acoustic model (a
discriminative data model and an indiscriminative data model)
using corresponding discriminative and indiscriminative data sets.
The main idea of the second data selection procedure is to select
indiscriminative data that demonstrate more specific character-
istics on a discriminative data model rather than an indis-
criminative data model, and then add them to a discriminative
data set.

It should be remembered that an insufficient amount of data
induces an inaccurate acoustic model. To overcome drawbacks
caused by insufficiency in discriminative data relevant to respec-
tive emotions, we adapt the discriminative data to a generalized
GMM designated as the universal background model (UBM). The
UBM has been efficiently used to build a GMM-based speaker
model with a small amount of data in speaker verification or
segmentation tasks (Reynolds et al., 2000; Park et al., 2010, 2012).
Instead of using the initial SI models as a UBM, we construct a new
model using all adaptation data collected from a target speaker,
expecting that using the model as a UBM derives more definite
characteristics of the target speaker. After constructing the UBM,
we adapt the discriminative data of each emotion type to the UBM.
The adapted models preserve more definite acoustic character-
istics of relevant emotion, as well as of the target speaker, in
comparison with discriminative data models. The adapted dis-
criminative data model is designated herein as ADM. In the same
way, the indiscriminative data of each emotion is adapted to the
UBM, and the adapted indiscriminative data model (AIM) is
obtained. Fig. 4 illustrates the procedure for constructing the ADM
and the AIM.
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Next, given the ADM and the AIM, the second data selection is
conducted for indiscriminative data. In this procedure, we employ
the LDM described in (2) as a measure for determining whether an
indiscriminative data preserves acoustic characteristics of the
ADM. If the indiscriminative data indicates a higher LDM on ADM
than on AIM, the data is regarded as preserving acoustically dis-
criminative emotional characteristics and is added to dis-
criminative data set. Otherwise, the data is still considered indis-
criminative. Fig. 5 summarizes the procedures for the proposed
multistage data selection. Only the data categorized as dis-
criminative from this procedure are submitted to the multiple
adaptation stage, whereas indiscriminative data are disregarded.

3.4. Personalized SER using multistage data selection

As shown in Fig. 6, we propose a new SER framework in terms
of a personalized SER. In an offline process, SI emotion models and
regression class trees are constructed. The following iterative
unsupervised speaker adaptation can be conducted in an online
manner, once a sufficient amount of adaptation data are obtained
from a target speaker. After completing global adaptation, multi-
stage data selection is performed to select discriminative data
from among adaptation data and submit them to the next process.
The multiple adaptation process is then followed, and speaker-
adapted emotion models are finally obtained. The models preserve
acoustic characteristics relevant to the target speaker, thus
enabling personalized SER for the speaker.



0

10

20

30

40

50

60

Er
ro

r 
ra

te
 (%

)

J.-B. Kim, J.-S. Park / Engineering Applications of Artificial Intelligence 52 (2016) 126–134132
4. Experimental results and discussion

4.1. Experimental setups

To evaluate the proposed adaptation approach, we performed
emotion recognition experiments on emotional speech data
obtained from the Emotional Prosody Speech of the LDC (Liberman
et al.). This corpus consists of speech recorded by seven profes-
sional actors and actresses expressing emotions while reading
short phrases of dates and numbers. We used a phrase as the basic
unit of the adaptation data and performed seven folds of experi-
ments using Leave-One-Speaker-Out-Cross-Validation (LOSOCV).
In each fold, half of the utterances spoken by a test speaker are
used for adaptation while the other half are used for testing. All
utterances of other remaining speakers are used for training SI
models. As a result, the proportion of the total adaptation data is
less than 7.5% of the total 738 utterances, and the amount of
adaptation data from a single speaker is about 1 min long.

To investigate SER performance according to the number of
emotions, we composed four types of emotion categories with five
different emotions: neutral, happiness, hot-anger, boredom, and
sadness as the representative human emotions, and generally used
categories in 5-class SER tasks (Kim et al., 2009; Tato et al., 2002;
Ververidis and Kotropoulos, 2006). For a fair evaluation, we esti-
mated the SER performance on a variety of emotion categories.
Table 1 represents the emotion categories composed for our eva-
luation. “Neutral” is chosen as the most common emotion and is
used in every emotion set.

We used log energy, 12-dimensional mel-frequency cepstral
coefficients (MFCC), pitch, and their first and second derivatives,
yielding a 42-dimensional feature vector. All feature vectors were
extracted within frames of 40 ms with a Hamming window shifted
by 10 ms, and 40 ms considered a minimum duration for reliable
estimation of emotion characteristics (Kim et al., 2009). Acoustic
models were trained as GMMs, with each GMM having 16 Gaus-
sian mixtures.

We investigated SER performance according to several types of
speaker-adapted emotion models constructed by conventional
adaptation techniques, such as MLLR and MAP. The proposed
adaptation scheme using multistage data selection based on LDM-
MDT and UBM is denoted as LDM-BM-MLLR. A conventional
MLLR-based iterative unsupervised adaptation scheme is denoted
as MLLR. Conventional MAP-based unsupervised adaptation is
denoted as MAP. In addition, the SI model-based SER was also
tested for the purpose of performance comparison and is denoted
as Baseline.

4.2. Performance comparison on overall emotion sets

Fig. 7 summarizes the overall performance of each approach. In
all emotion categories, LDM-BM-MLLR demonstrated significant
performance improvements with respect to other approaches. In
2-class SER, LDM-BM-MLLR achieved an error rate of 4.5%, which
is commercially applicable performance.
Table 1
Emotion categories.

Number of emotions Classification sets

5 {neutral, hot-anger, happiness, sadness, boredom}
4 neutral, 3-combination from

{hot-anger, happiness, sadness, boredom}/total 4 sets
3 neutral, 2-combination from

{hot-anger, happiness, sadness, boredom}/total 6 sets
2 neutral, 1-combination from

{hot-anger, happiness, sadness, boredom}/total 4 sets
MAP and MLLR also successfully improved Baseline perfor-
mance in most classes. It greatly supports a main motivation in
this study that speaker adaptation techniques efficiently reduce
inter-speaker variation among domain-oriented characteristics in
SER. In the 2-class SER experiment, MAP showed performance
similar to LDM-BM-MLLR because the 2-class SI models are suffi-
ciently reliable for generation of correct labels.

Careful consideration is necessary for other classes, in which
performance from MAP and MLLR deteriorated significantly in
comparison to LDM-BM-MLLR. We believe that as the number of
emotion sets increases, the amount of overlapped feature vectors
increases in the acoustic feature space, thus inducing indis-
criminative data. This tendency is confirmed in Table 2, which
shows the proportion of discriminative feature vectors classified
by LDM-BM-MLLR. As shown in this table, the amount of dis-
criminative vectors notably decreased over increasing emotion
sets. Loss of discriminative vectors may negatively affect the cor-
rectness of label refinement results.

To analyze the effect on adaptation performance of a decreasing
number of discriminative vectors, we investigated relative per-
formance improvement of the proposed adaptation approach to
the conventional approaches. As shown in Table 3, LDM-BM-MLLR
achieved superior performance compared to Baseline and MLLR-
based and MAP-based approaches, even though the improvement
ratio decreased over increasing emotion sets. This experimental
result explains why the conventional adaptation techniques fail to
maintain the adaptation performance, whereas the proposed
approach successfully copes with the domain-oriented tendency
by efficiently maintaining emotionally discriminative vectors via
multistage data selection.

4.3. Performance comparison on negative emotion sets

In general, correctly detecting negative emotions such as anger,
sadness, and boredom is of great importance to commercial
application of an emotion recognition system, because it is more
2-class 3-class 4-class 5-class

Base MAP (Conventional)

MLLR (Conventional) LDM-BM-MLLR (Proposed)

Fig. 7. Error rate (%) of each approach according to the number of emotions.

Table 2
Proportion (%) of discriminative feature vectors.

2-class 3-class 4-class 5-class Average

Proportion 91.9 84.4 82.6 76.8 83.9



Table 3
Relative Improvement (RI; %) of LDM-BM-MLLR to each approach.

Approach 2-class 3-class 4-class 5-class Average

RI to Baseline 70.0 40.6 19.3 12.4 35.6
RI to MLLR 51.1 23.3 20.3 19.0 28.4
RI to MAP 15.4 27.8 19.3 20.3 20.7

Table 4
Error rate (%) of each approach according to negative emotion sets and proportion
(%) of discriminative feature vectors.

Approach NAB NAS NBS Average

Baseline 15.3 22.2 49.0 28.9
MLLR 6.1 23.3 47.6 25.7
LDM-BM-MLLR 2.0 17.5 41.8 20.4
Proportion 94.0 84.0 76.0 84.7
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necessary to provide appropriate feedback to users feeling nega-
tive emotions rather than users who have positive emotions. For
this reason, we attempted to compare performance focusing on
negative emotion sets. In this experiment, four emotion types
were involved: anger (A), boredom (B) and sadness (S) as repre-
sentative negative emotions, and neutral (N) as a non-negative
emotion. Thus, recognition results for three emotion categories
(NAB, NAS, NBS), were investigated respectively. In this experi-
ment, we disregarded the MAP-based approach that provided the
worst performance in the previous experiments.

Table 4 demonstrates the recognition results of each approach
according to negative emotion sets and also provides the propor-
tion of discriminative feature vectors. As expected, the proposed
approach showed significant performance improvement over
other approaches for each emotion set. Relative improvement of
LDM-BM-MLLR was about 28.9%, 25.7%, and 20.4% with respect to
Baseline and MLLR. This result confirms that the LDM-BM-MLLR
approach effectively selects acoustically discriminative vectors for
negative emotion sets, thus more correctly estimating multiple
transformation matrices.

We need to concentrate on the NBS set among others, because
sadness and boredom are reported to have acoustically similar
characteristics and to induce recognition errors (Grimm et al.,
2007). This tendency was investigated in our experimental results,
in which the NBS set showed an even higher error rate than other
sets. A main reason for this result can be explained with regard to
the amount of emotionally discriminative feature vectors. As
shown in this table, the NBS set provided the lowest proportion of
discriminative vectors among three sets. It means that sadness and
boredom have acoustically similar characteristics, thus reducing
the amount of discriminative vectors. Nevertheless, the proposed
LDM-BM-MLLR approach significantly improved performance
compared to Baseline and MLLR for the NBS set.

The next analysis focuses on the other sets involving anger. In
general, anger has acoustically different characteristics from sad-
ness and boredom. Hence, in the NAB and NAS sets, the adaptation
process is expected to enhance performance over Baseline. An
unexpected result was shown in the NAS set, in which the con-
ventional MLLR approach failed to improve performance. A pos-
sible reason is incorrect label refinement that leads to construction
of unreliable adapted models. In comparison to the MLLR
approach, the proposed approach successfully achieved better
performance over Baseline.

Our experimental results demonstrate that the proposed
adaptation approach solves two problems that should be addres-
sed when the conventional unsupervised adaptation approach is
applied to SER: incorrect label refinement in a large number of
emotions, and sparseness of acoustically discriminative feature
vectors. By selecting discriminative data based on a multistage
data selection method, it is possible to construct more robust
speech emotion models, thus reducing recognition errors.
5. Conclusion

This paper proposed an efficient speaker adaptation approach
for personalized SER using individual user voice data. To solve
drawbacks of the conventional adaptation approaches such as
MAP and MLLR, we proposed a multistage data selection method
that maintains the amount of discriminative feature vectors, and
thus enables us to construct reliable adapted models. In emotion
recognition experiments, the proposed approach exhibited
superior performance to that of the conventional approaches,
achieving commercially applicable performance for 2-class tasks,
and even some 3-class tasks, involving negative emotions.

In future work, we will apply the proposed approach to other
emotional speech databases for further verification. In addition,
performance comparison with other adaptation techniques, such
as the eigenvoice approach, will be considered.
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