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Abstract: True to life, color display and color management
depend on a proper technical model of the display used.
Current gamma models and fitting procedures are not ac-
curate in modeling the lower part of the tone reproduction
curve. The GOG- and GOGO-model used in color manage-
ment standards tend to clip the luminance to zero for digital
values were luminance can be seen and measured. Two
improvements to the models are suggested. First, the models
should be fitted by optimizing the root mean square error
(RMSE) of the CIE lightness instead of the luminance.
Second, a shifting gamma model is adopted, with gamma
increasing in value for lower voltages. Results show that the
adapted models correspond better with the luminance mea-
surements. The clipping values are nearer to the measured
zero luminance threshold, and the average RMSE and �E*ab

over the whole scale are smaller. © 2005 Wiley Periodicals, Inc.
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INTRODUCTION

Electronic displays are rapidly becoming part of nearly all
human-machine interfaces. A substantial amount of visual
inspection tasks, which used to be done on paper, on photo,
or in real life, are now done on electronic displays. Some of
these tasks set high demands to the reliability of the pictures
shown on the displays. The visible impression caused by the
pictures should be consistent for the viewers over different
systems, with different graphics cards, different displays,
and even different display technologies. Exchange of graph-
ical designs, (remote) medical diagnostics, preparation and
projection of presentations, and online shopping are exam-
ples of applications where visible display quality is a critical
criterion. Various display standards and color management
systems have been developed to preserve the correct repre-

sentation of pictures. Many of these use gamma, the expo-
nent of the power function describing the relation between
input voltage and light output of a cathode ray tube (CRT)
display, as the main parameter in the display’s tone repro-
duction curve (TRC). The merits of gamma are not common
knowledge: “Owing to poor understanding of TRC, and to
misconceptions about nonlinear coding, gamma has ac-
quired a terrible reputation in computer graphics and image
processing,” Poynton stated in one of his persistent efforts
to explain gamma and clear its reputation.1 The nonlinearity
of the CRT is not a defect, but a highly desirable feature,
because it is very nearly the inverse of the lightness sensi-
tivity of human vision. The nonlinearity causes a CRT’s
response to be roughly perceptually uniform.

In a video camera, digital still camera, or scanner, a
nonlinear transfer function—gamma correction or inverse
gamma coding, similar to the CIE L* function of color
science—is imposed. This provides an optimal perceptual
performance with a limited number of bits throughout re-
cording, storage, processing, compression, transmission, de-
compression, and presentation.1

The use of gamma has several other merits:

1. It characterizes the nonlinearity of the TRC with a
single meaningful parameter, unlike the parameters of
cubic splines or polynomial fittings.

2. It relates to the technical characteristics of the main
display technology CRT.

But with the advances in measurement methods and
technologies, the number and relevance of the disadvan-
tages that have come to light are growing:

1. The single gamma model for CRT technology is disputed.
Olson2 showed that gamma could be much higher (9.5)
for low voltages than for high voltages (1.5).

2. The CRT has lost its supremacy in the market, and the
liquid crystal display, the projected main technology
for at least the next decennium, has a dissimilar
TRC.3,4 And so have the main other contending dis-
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play technologies PDP and OLED. The non-CRT dis-
play technologies therefore need a lookup table cor-
rection to display the images encoded for display on
CRTs, which is the actual image encoding standard.

3. Several platforms, Macintosh and SGI, use a default
partial gamma correction of 1/1.4 and 1/1.7, respec-
tively, resulting in display system gammas, that is , the
gamma from the stored digital image to the image on
display, of about 1.8 and 1.47. For an extensive review
of the consequences see Poynton.1

4. Recent models for gamma fitting (GOG, GOGO) are
no longer single parameter models but have two or
three parameters.5,6

5. The gamma figure is not an absolute standard; the
sRGB and IEC standard7 has a nominal gamma of 2.2
(single parameter) for the characterization of the stan-
dard display, but uses a power of 2.4 in its formulas
(with an extra gain/offset parameter).

6. The meaning of the value of the gamma is still con-
fusing to the average user. It is unclear in which cases
gamma correction is needed, and the term gamma is
often used for inverse gamma as well.

7. Other curve fitting techniques like cubic splines give
better fitting results.

8. The human brightness perception curve differs sub-
stantially from the gamma curve, especially for lower
light levels.

9. Different standard curves based on human brightness
perception are already developed (e.g. the Grayscale
Standard Display Function for medical applications).8

These in turn raise questions whether gamma is still the
best way to characterize a display and whether users are
able to handle the gamma concept to control the brightness
and contrast reproduction on their displays.

THE SIMPLE GAMMA MODEL

The basic gamma model relates the electron beam current I
of a CRT gun to the input voltage E with a simple power
function with exponent �:

I � E� (1)

The relation between the beam current and the phosphor
luminance is nearly linear,2,6 leading to the one-parameter
gamma function for the relation between digital code value
d (or gray level) and the display luminance Y:

Y � �Emax

d

dmax
��

� Ymax� d

dmax
��

(2)

if the digital to analog conversion form (digital code value
d to voltage) is linear. The simplest solution to determine
the exponent � is by fitting a straight line through the
measurement points in the log-luminance–log-voltage do-
main.9 Roberts10 and Berns5 showed that small offsets in
voltage or luminance result in curves at the ends of the

straight line that have a severe impact on gamma found with
this fitting method.

A positive voltage offset results in a luminance offset, a
luminance for digital code value 0 and a low estimate for
gamma in the log–log domain. A negative voltage offset re-
sults for low gray levels in too low voltages for the CRT to
produce electrons and therefore luminance, with the result that
all digital code values below the threshold are mapped to
luminance 0. If this offset is not compensated the gamma fitted
will be too high. In practice optimal black level adjustment is
nearly impossible and small offsets will remain. Even small
offsets can have considerable impact on the fitted gamma.10,5

Not all luminance offsets result from voltage offsets; they
can also be caused by internal flare or veiling glare also
called external flare (see below). Berns11 also argued that
differences for unreliable low luminance measurements are
overrated in the log–log domain.

The Dark Side of the Scale

Correctly measuring the low light levels linked with the lower
digital levels on the graphics card has proven to be a problem
for much research on display characterization. In color mea-
surement with spectroradiometer, the incoming light is divided
into many spectral bands reducing the sensitivity for low light
levels considerably. In colorimeters, where the light is divided
over three or more colored filters on as many sensors, the light
level per sensor is substantially higher, but deviations in the
spectral transmission curves can introduce considerable errors,
especially for narrow band primaries, like the red primary of
most CRTs. If luminance is measured with a photometer,
measurements for the green primary will generally be accurate
and sensitive, but the blue and red primaries fall on the sides of
the spectral photometric band and their light is considerably
attenuated by the photometric filter. The original objective of
the research project was to develop a fast low cost display
characterization maintenance method based on a combination
of the merits of a contact photometer and a spectroradiometer.
The spectroradiometer, a Photo Research PR-650, would be
used to measure color coordinates and peak luminances. The
contact photometer, a Macam L203, would be used to measure
primary luminance profiles with a precision of 0.001 cd/m2.
The reliable spectroradiometer peak luminance measurements
should be used to correct the photometer measurements, espe-
cially for the red and blue primary, with a scale factor.

THE GAIN-OFFSET-GAMMA MODEL (GOG)

Together with accurate luminance measurements for low
light levels, the inclusion of the voltage offset in the gamma
model should provide a better display characterization.
Berns5 developed a model for the amount of spectral radiant
exitance M�,R generated by a CRT gun, which incorporates
an offset voltage and a gain parameter. The model deriva-
tion is limited to the red channel denoted by the subscript R.
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M�,R � k�,R�aR� �vmax � vmin�� d

dmax
� � vmin� � bR � vC,R��R

(3)

The amount of spectral radiant exitance of a computer-con-
trolled display depends on the digital counts in the digital to
analog converter (DAC) (d, dmax), the video generator (vmin,
vmax), the video amplifier (aR, bR), the CRT �vC,R, �R), and the
properties of the faceplate and phosphor materials (k�,R). Note
that aR and bR are supposed to correspond with the “contrast”
and “brightness” settings of the monitor, and that �R is as-
sumed constant under all conditions. By normalization the
number of parameters can be reduced, leaving a normalized
system gain term kg,R and offset term ko,R, and producing a
normalized tristimulus output:

R � �kg,R

d

dmax
� k0,R��R �kg,R

d

dmax
� k0,R� � 0

R � 0 �kg,R

d

dmax
� k0,R� � 0

(4)

kg,R �
aR�vmax � vmin�

aRvmax � bR � �C,R
(5)

ko,R �
aRvmin � bR � vC,R

aRvmax � bR � vC,R
kg,R � 1 � k0,R (6)

Notice that the gain is dependent on the monitor offset setting
(“brightness”), and the offset is dependent on the monitor gain
setting (“contrast”), which could explain the problems faced by
the users to correctly set their display configuration.

This GOG model was expanded by Katoh12 to the
GOGO-model with a luminance offset parameter Y0,R for
extra luminance caused by flare or glare.

YR � �Ymax,R � Y0,R��kg,R

d

dmax
� 1 � kg,R��R

� Y0,R (7)

Veiling Glare and Flare

Veiling glare and internal flare can disturb the light mea-
surements. Veiling glare or external flare is caused by
ambient illumination reflecting in the front glass plate of the
display. When spot measurements are used, external flare
can be removed by darkening the room or it can be neu-
tralized by subtraction, but only if the source is constant and
at the expense of an extra error source. With contact mea-
surements, covering the immediate surround of the measur-
ing probe on the glass plate will suffice to eliminate external
flare. Internal flare is harder to counter, but because the
sources are internal they should be included in the monitor
model. Internal flare can have three sources as follows11:

1. Reflections in the glass face plate from light generated
elsewhere on the display surface, also called neighbor-
ing pixel interreflections.

2. Reflections from light generated by electrons deflected

from their original destiny, also called “secondary
emissions.”

3. Black level luminance caused by one of the other
primaries, also called cross-channel emissions or un-
wanted emissions.13

If the background around the measurement stimulus is
(nearly) black the internally reflected light will have the
same color for a primary (R, G, or B) measurement stimulus.
The amount of reflected light does depend on the size of the
stimulus: the highest contribution will come from inside and
just outside the measurement field of the light meter. In
practice, it is impossible to match exactly the measurement
stimulus to the measurement field of the instrument used.
The risk of a stimulus being too small is far greater than the
accuracy gained by an exact match.

The secondary emissions could add light from other
primaries to the stimulus, but if these emissions are linearly
proportional to the amount of electrons reaching the shadow
mask, the effect on the measured color of a primary should
be the same for all input levels. As the flare from these
sources is presumably small and proportional to the electron
current of the gun under measurement, for the purpose of
display characterization, these forms of internal flare should
be regarded as an inseparable part of the model.

Neither of the above sources will have any effect on the
black level luminance ((R, G, B) � (0, 0, 0)). The luminance
offset at black level is obviously the same for all the three
primaries. And as most instruments are not able to measure
color at these low luminances, it will be difficult if not impos-
sible to determine the source. Most monitors do not support
external black level (“brightness”) adjustment for separate
primaries. Just subtracting the measured luminance at (0, 0, 0)
from all measurements is not the solution, because the offset
could be partly resulting from the primary under measurement,
that is, if ko,R is positive. If displays are used in brightly
illuminated places, a higher black level setting might be de-
sired to be able to distinguish dark colors.

In the GOGO-model, Ymax is a fixed value that can be
measured and the luminance for the input d � dmax. Yo is a
model parameter, and for a characterization with separate
primaries it typically does not equal the luminance for d �
0, because part of the luminance is caused by the voltage
offset (if kg �1) of the target primary.

The model parameters are typically estimated by measur-
ing the luminance for 9 (0, 32, 64, . . . , 224, 255) or 17
equi-stepped code values* (e.g., 0, 16, 32, . . . , 240, 255)
and performing a nonlinear optimization on the mean square

* The last steps, 31 and 15, in both these code value sequences are of
course smaller than the others, 32 and 16. A more elegant solution for an
8-bit system, suggested by Charles Poynton, would be to use 18 really
equi-stepped code values with all steps equal to 15. However, this is not a
general solution as it cannot be expanded to 10- and 12-bit display systems.
For the measurements in this article, 17 steps starting with the smaller step:
0, 15, 31, . . . , 239, 255, were used. This way more bits are involved in the
measurements, thereby minimizing the influence of calibration errors in
individual bit conversions of the DAC.
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error (MSE) in the luminance domain. The resulting display
characterization has an adequate color reproduction with
average errors reported of about �E*ab � 0.45 and �E*ab �
0.811 depending on the color set used for testing.

Measurements

The R, G, and B primary luminance profiles of a 21� Eizo
Flexscan 780i-W delta gun and several Iiyama 17� Trinitron
CRTs were measured with the MACAM L203 photometer.
Ambient illumination was excluded by a dark grey foam
cover. The linearity of the photometer was checked by
comparisons with measurements through neutral density
filters: no trend was visible. The displays had at least 1 hour
warm-up time. The time between stimulus change and lu-
minance measurement was empirically optimized to 5 sec-
onds.

Again the Dark Side

In using the GOG(O)-model for display characterization,
the results are not completely satisfying: the model seems to
work well for the high end of the digital code scale, but has
serious defects on the low end. Even if luminance and
luminance change can be perceived and measured in the
lowest tenth of the digital code scale for a particular CRT
gun, the fitted model tends to map these densities to zero
luminance. Especially for displays were the black level is
set correctly, with minimal luminance at digital code 0 and
measurable luminance increase near digital code 10, the
fitted solution could map about one tenth of the digital code
scale to zero.

Measurements on a delta-gun CRT display with these
characteristics were used to produce the model fitting results
in Table I: the rows marked “GOGO lum” show the results
for the GOGO-model, with clipping thresholds above 30.
For this display and graphics card, this would mean a
reduction of the amount of possible colors from 16.7 million

to 11 million. This is not an isolated case; results for other
displays showed the same discrepancy between observed
luminance and fitted clipping values. The effect can also be
found in the data reported by Berns14 where luminance was
measured for low digital counts (�10), but clipping values,
dc, of 24, 29, and 18 for R, G, and B are fitted by the GOGO
model (see Table II). This could lead to considerable color
differences, especially if one or more of the primary densi-
ties is near threshold. These densities are rarely used in
tests. Berns tested his display characterization either on
color sets with factorial designs with digital counts of 0,
559, 755, 903, and 1023 (10 bits)5 or with digital counts of
0, 85, and 255 (8 bits).13

The same pattern can be observed for the Trinitron dis-
play tested (Table III): the black level setting is nearly
optimal, but nearly one tenth of the values is mapped to
zero.

Minimizing the Error in Perceptual Space

An obvious cause for the failure of the model fitting could
be that the space in which the error is minimized does not
represent the perceptual reality. For luminance, only the
relative weight of the spectral components is defined ac-
cording to perception, but the luminance scale is not linearly
proportional to brightness perception. The log–log domain
might overrate the importance of small luminance values;
the luminance domain underrates it. The small luminance
values are at least equally important in modeling the gamma
function, and maybe even more because the maximum
digital value with zero luminance determines the size of the
voltage offset. In the GOG(O)-model an error of 0.1 cd/m2

is equally important for luminances of 100 cd/m2 and 0.1
cd/m2. If the available measurement equipment does not
provide reliable low luminance measurements, then the
measurements should not be used in the model-fitting pro-
cedure or if possible the reliability should be improved by
averaging repeated measurements.

TABLE I. Results for different model fits to the measured data of the R, G, and B primaries of the delta-gun CRT.

� Range kg L0 Lum RMSE CIEL RMSE Clip value

Delta gun R, method:
GOGO Lum 1.938 1.151 0.036 0.0181 6.604 33.45
GOGO CIEL 2.128 1.083 0.006 0.0272 1.634 19.54
GLID Lum 2.491 0.693 0.978 0.000 0.0072 2.613 �5.74
GLID CIEL 2.245 0.323 1.045 0.002 0.0118 0.704 10.98

Delta gun G, method:
GOGO Lum 2.015 1.140 0.052 0.0074 2.940 31.32
GOGO CIEL 2.127 1.101 0.012 0.0139 1.065 23.39
GLID Lum 2.240 0.276 1.066 0.000 0.0021 0.498 15.79
GLID CIEL 2.205 0.230 1.077 0.005 0.0024 0.277 18.23

Delta gun B, method:
GOGO Lum 2.088 1.157 0.007 0.0084 3.646 34.60
GOGO CIEL 2.209 1.118 0.003 0.0157 1.190 26.91
GLID Lum 2.378 0.345 1.065 0.001 0.0031 1.087 15.56
GLID CIEL 2.282 0.219 1.092 0.002 0.0042 0.458 21.48
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Minimization of the error in the CIE lightness domain
would be preferable as the eventual goodness of fit is
determined by color differences �Euv or �Eab in the
CIELUV or CIELAB space, where lightness is one of the
three dimensions. Another option is the Digital Imaging and
Communications in Medicine (DICOM) Grayscale Stan-
dard Display Function (GSDF)8 based on a cubic spline fit
of a vision model developed by Barten15 (see Appendix).
This vision model was made to fit data of just-noticeable
differences in luminance modulation. The GSDF does not
pass through the origin of the grayscale-luminance plane,
which is not a helpful feature for an error function in an
optimization procedure. Moreover the ten eight-digit con-
stants in this standard, and the eight/nine polynomial terms
of log luminance in the inverse formula make this function
too complex for an iterative procedure.

The CIE lightness L* is a relative measure of the lumi-
nance of a color Y to the luminance of a reference white Yn.

For a display the obvious choice for Yn is the luminance of
white on the display.

L* � 116� Y

Yn
�1/3

� 16 if Y/Yn 	 0.008856 and

L* � 903.3�Y

Yn
� otherwise.

(8)

As shown in the rows marked “GOGO CIEL” in Tables
I–III, an optimization in the lightness domain lowers the
clipping threshold, whereas the decrease in lightness RMSE
outweighs the increase in luminance RMSE. Because the
voltage offset is lowered, the gain is decreased and gamma
is increased. The fit for the luminance offset is more com-
patible over the three primaries.

Correcting the Physical Model

So the fitting in the lightness domain yields an improvement
in the quality of display characterization, but on closer
inspection several effects remain unexplained.

For simulated GOGO-model data with different voltage
or luminance offsets and a little added noise, the fitting

TABLE II. Results for different model fits to the data of the R, G, and B primaries of the CRT
measured by Berns.14

� Range kg L0 Lum RMSE CIEL RMSE Clip value

Berns R, method:
GOGO Lum 1.618 1.097 0.000 0.0140 5.074 22.55
GOGO CIEL 1.667 1.086 0.002 0.0186 1.562 20.19
GLID Lum 1.671 0.116 1.080 0.002 0.0117 1.038 18.89
GLID CIEL 1.695 0.179 1.071 0.002 0.0123 0.820 16.90

Berns G, method:
GOGO Lum 1.546 1.136 0.005 0.0120 5.325 30.53
GOGO CIEL 1.661 1.091 0.002 0.0242 1.857 21.27
GLID Lum 1.688 0.239 1.075 0.002 0.0032 0.398 17.79
GLID CIEL 1.698 0.263 1.072 0.002 0.0035 0.304 17.13

Berns B, method:
GOGO Lum 1.539 1.099 0.005 0.0123 5.848 22.97
GOGO CIEL 1.633 1.067 0.003 0.0245 2.125 16.01
GLID Lum 1.675 0.231 1.042 0.002 0.0042 0.840 10.28
GLID CIEL 1.668 0.227 1.044 0.002 0.0046 0.812 10.75

TABLE III. Results for different model fits to the measured data of the R, G, and B primaries of a trinitron CRT.

� Range kg L0 Lum RMSE CIEL RMSE Clip value

Trinitron R, method:
GOGO Lum 2.161 1.094 0.022 0.0054 2.121 21.91
GOGO CIEL 2.236 1.069 0.006 0.0088 0.666 16.46
Glid Lum 2.344 0.207 1.037 0.000 0.0020 0.709 9.10
Glid CIEL 2.290 0.139 1.052 0.003 0.0026 0.251 12.60

Trinitron G, method:
GOGO Lum 2.034 1.104 0.000 0.0074 3.164 24.02
GOGO CIEL 2.133 1.074 0.000 0.0139 1.126 17.57
Glid Lum 2.220 0.246 1.047 0.000 0.0018 0.428 11.45
Glid CIEL 2.204 0.229 1.052 0.000 0.0019 0.303 12.60

Trinitron B, method:
GOGO Lum 2.078 1.071 0.000 0.0079 3.965 16.90
GOGO CIEL 2.196 1.039 0.000 0.0177 1.371 9.57
Glid Lum 2.293 0.274 1.006 0.000 0.0014 0.519 1.52
Glid CIEL 2.260 0.227 1.015 0.000 0.0020 0.262 3.77
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procedure never failed to find the model parameters. This
leads to the conclusion that the GOGO-model might not
correctly describe the relation between input voltage and
output luminance of a CRT. The addition of gain and offset
parameters has undoubtedly improved the gamma model,
but it cannot correctly predict the luminance output over the
whole input voltage range.

A possible explanation is that the century old single-gamma
model for CRTs is too simple to model the physical reality, and
not all the differences in gamma measurement results can be
attributed to differences in voltage offsets. This is exactly what
Olson2 established in extensive tests on CRTs over the whole
input voltage and electron beam current domain. He found that
gamma varied over the voltage domain from values as high as 9.5
on the low end to a minimum of 1.5 on the high end of the scale,
with a range of about linear decrease in the middle. His measure-
ments far exceeded the range of normal display operation and in
his paper the normal range of voltage operation of the measured
displays is not specified, and luminance was not measured, but it
seems reasonable to assume the normal display operating range to
be in the nearly linear decreasing gamma region. Berns11 argues
that changes in gamma only occur at very low voltages and
luminances, and the effects could hardly be measured and would
be too small to be perceived. But Olson’s findings place the
normal gamma of about 2.2 in an area where gamma is rapidly
decreasing with increasing voltage, and Olson concludes that a
simple gamma does not suffice for the purpose of high-resolution
film recording.

An indicative test for the changing gamma hypothesis can
be performed by splitting the data samples in an upper
128–255 and a lower 0–128 half. For all the tested displays
the gamma fitted in a GOGO-model for the lower half was
invariably higher than the gamma fitted for the upper half.

The change in gamma can also be visualized by plotting
the apparent gamma, a differentı̈al measure characterizing
the slope at one point of the curve.

�app �
log�Yi�1 � Y0� � log�Yi � Y0�

log�di�1 � dc� � log�di � dc�
(9)

The apparent gamma is extremely sensitive to noise in the

measurements and to a correct estimation of the voltage offset
dc. In Fig. 1, a moving average over 9 samples of a full scale
(0, 1, 2, . . . , 255) measurement of a delta-gun CRT is plotted.
Even then the small peaks caused by slight misalignments in
the graphics card DAC (at 64, 128, and 192) and between
different luminance meter scales (at 197) are clearly visible. It
also shows the influence of different voltage offset estimations
on the apparent gamma. If the GOG(O)-model is correct, then
with the right voltage offset the apparent gamma would be a
straight horizontal line at gamma level. In the figure, the lines
are either curved or show a decreasing gamma for increasing
digital counts in the range 60–255. These curves can be com-
pared with the apparent gamma for simulated data shown in
Fig. 2. Comparison shows that the measured and offset cor-
rected curves in Fig. 1 have shapes similar to the curves with
a descending gamma in Fig. 2. Instead of using Olson’s com-
plex formula, with voltage constants that should be measured
inside the display housing, these curves are based on the
GOGO-model function with a linearly decreasing gamma over
the luminance range of the CRT. This linear shift can be
characterized by the parameter AR denoting the range of
gamma variation in the gliding gamma model.

Yi,R � Y0,R if kg,R

di

dmax
� 1 � kg,R 
 0

Yi,R � �kg,R

di

dmax
� 1 � kg,R���AR�0.5di/dmax�

� Y0,R otherwise
(10)

As shown in Tables I–III, the gliding gamma model is better
fitted to explain the variation in the luminance measure-
ments. The total root mean square error is smaller in the CIE
lightness domain as well as in the luminance domain. The
clipping value is nearer to the apparent threshold in the
measurements. For the delta gun display that would mean an
increase in the amount of possible colors from 11 to 13.5 out
of the maximum 16.7 million.

Computational Complexity

The introduction of a fourth parameter in the optimization
procedure raises the chances of divergence or finding a
suboptimal solution. We used an LU-decomposition method
with the following constraint: Y0 � 0 and Y(dmax) � Ymax.
The first is a physical constraint: luminances cannot be
negative. The latter is a matter of computational efficiency

FIG. 1. Apparent gamma for measured data with different
values for offset and gamma range as provided by the
different model fits. The descriptions in the legend have the
same top-to-bottom order as the curves at digital count 100.
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in color generation: there is no need to check if the gener-
ated color exceeds the maximum luminance for a primary.

Estimating the starting values for the parameters in the
minimization can speed up the procedure and raises the
chances of finding the right solution, with more accurate
results. If there is any offset luminance, the most likely
source is a voltage offset for the other primaries. It is
reasonable to assume that the voltage offset for each pri-
mary is proportional to its maximum luminance.

Y0,R,start � Y0

Ymax � Y0 � Ymax,R

Ymax � Y0
(11)

The clipping value and therefore the gain factor can be
estimated by extrapolating the power function from the
digital value dz1, with the lowest luminance measurement
higher than Y0, Yz1.

dc,R,start � dz1,R � 255� Yz1,R � Y0,R

Ymax,R � Y0,R
�1/�

(12)

kg,R,start �
dmax

dmax � dc,R
(13)

with � the nominal system gamma: 2.2 for PC, 1.8 for
Macintosh, etc. A starting value for � could be computed
from the measured values at about 40% and 60% of the
digital code scale. For a graphics card with 256 values and
17-step sampling this would be given as follows:

�R,start �
log�Y144,R � Y0,R� � log�Y112,R � Y0,R�

log�144 � dc,R� � log�112 � dc,R�
(14)

In practice, this gamma estimation is not reliable enough
due to the cumulative errors of Y0 and dc,R and the noise
enhancing effect of the log-difference measure. Nominal
gamma values, if available, generally provide better starting

values. For the gamma range a value of 0.25 appeared to be
a good starting point.

These starting values provide suitable approximations of
the final parameters in the optimization; they cannot guar-
antee an optimal solution. However, the recognition of an
optimal solution is not difficult. For a 17 sample fit, the total
CIE Lightness RMSE should be smaller than 1. Correct
solutions from other fitting methods can be used as starting
values.

DISCUSSION

The gliding gamma model with optimization in the CIE
lightness domain provides a better characterization of the
CRT display. Figures 3 and 4 show the error of the fits for
different models in the luminance and the CIE-lightness
domain, respectively. The GOGO model fit optimized on
luminance error performs reasonably well in the luminance
domain, but has substantial errors for low digital counts in
the lightness domain. Adapting the optimization to the light-
ness domain provides a smaller average error, which is more

FIG. 2. Apparent gamma for simulated data with gamma
2.2 and different values for offset and gamma range. The
descriptions in the legend have the same top-to-bottom
order as the curves at digital count 100.

FIG. 3. Luminance differences between measured data
and fits for different models for the green channel of the
delta-gun CRT and the sRGB standard. The GLID lum data
are very close to the GLID CIEL data and therefore left out.

FIG. 4. CIE lightness differences between measured data
and fits for different models for the green channel of the
delta-gun CRT and the sRGB standard. The GLID lum data
are very close to the GLID CIEL data and therefore left out.
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spread over the whole domain. The error for the gliding
gamma model with optimization in the lightness domain is
hardly noticeable in the lightness as well as in the luminance
domain. The results in the tables and in a great number of
measurements and fits not reported here, show the model is
consistent with the physical reality of the CRT configuration
and gives good estimations of voltage offsets and luminance
offsets caused by flare.

The improved model comes at the cost of an extra pa-
rameter describing the linear range over which gamma
varies. The gamma shift poses problems in determining the
inverse function needed to compute the digital counts for
each primary (R, G, B) from the CIE-coordinates of the
desired color. This can be solved by using a short iterative
procedure, but a more common approach is working with
lookup tables. Both methods add to the computational com-
plexity of correct color generation.

On the whole the shifting gamma seems to make
display characterization more complex, and take us far-
ther away from the most important advantage of the
gamma model methods: the single parameter display
characterization. Four parameters are needed to describe
the model and gamma is no longer fixed. But a closer
look at the results in Tables I–III shows that the central
gamma value in the gliding gamma model fits has less
variation over the primaries and is closer to the nominal
gamma values than the fixed gamma in the GOGO fits. So
the concept of gamma as a single figure describing the
TRC of a CRT still stands.

CONCLUSION

The two methods suggested clearly improve the models
fitted to the CRT’s TRC. The optimization in the lightness
domain enhances the perceptual validity of the models.
These could be further refined by making allowances for the
viewing intent, that is, the intended view-surround contrast
conditions (e.g., office, living room television, or cinema
lighting conditions).

The voltage dependency of CRT gamma, detected and
physically explained by Olson,2 can have a measurable
effect on the TRCs within the luminance operating range of
office CRTs. The gliding gamma model provides more
accurate fits for these TRCs in the lightness and luminance
domain.

The gliding gamma model appears too complex to
impose it on other display technologies. A new standard
should be developed rather than trying to fit the TRCs of
the new technologies to the technical oddities of the
CRT. As shown in Figs. 3 and 4 the sRGB standard does
not do a great job of describing the TRC of at least one
sample of the CRT technology it is meant to represent.
The “physical properties” of the display technologies
should not be the base for color management standards,
and these should be based on human lightness perception,
with CIE lightness the most likely candidate. New tech-
nologies already have lookup tables to correct their tech-

nical TRCs and these could easily be filled with lightness
correction curves. And with the acceptance of the digital
display interface there should be no problem to integrate
lightness correction LUTs in the CRT. The gliding
gamma model can then be used to compute the correction
tables.

APPENDIX

The DICOM Grayscale Standard Display Function
(GSDF)8 is defined by a mathematical interpolation of
1023 luminance levels derived from Barten’s model.15

The GSDF calculates the luminance, L, in candelas per
square meter, as a function of the just-noticeable differ-
ence (JND) Index, j:

log10 L� j�

�
a � c.ln� j� � e.�ln� j��2 � g.�ln� j��3 � m.�ln� j��4

1 � b. ln� j� � d.�ln� j��2 � f.�ln� j��3

� h.�ln� j��4 � k.�ln� j��5

(A1)

with ln referring to the natural logarithm, j the index (1 to
1023) of the luminance levels L(j) of the JNDs, and a �
�1.3011877, b � �2.5840191 E�2, c � 8.0242636 E�2,
d � �1.0320229 E�1, e � 1.3646699 E�1, f � 2.8745620
E�2, g � �2.5468404 E�2, h � �3.1978977 E�3, k �
1.2992634 E�4, m � 1.3635334 E�3.

To apply the above formula to a device with a specific
range of L values, it is convenient to also have the inverse
of this relationship, which is given by the following equa-
tion:

j�L� � A � B. log10�L� � C.�log10�L��2 � D.�log10�L��3

� E.�log10�L��4 � F.�log10�L��5 � G.�log10�L��6

� H.�log10�L��7 � I.�log10�L��8 (A2)

with A � 71.498068, B � 94.593053, C � 41.912053, D �
9.8247004, E � 0.28175407, F � �1.1878455, G �
�0.18014349, H � 0.14710899, I � �0.017046845.
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