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Abstract

The finite element (FE) method is widely used to numerically simulate forming processes. The accuracy of an FE analysis strongly

depends on the extent to which a material model can represent the real material behavior. The use of new materials requires complex

material models which are able to describe complex material behavior like strain path sensitivity and phase transformations. Different

yield loci and hardening laws are presented in this article, together with experimental results showing this complex behavior.

Recommendations on how to further improve the constitutive models are given. In the area of damage and fracture behavior, a non-local

damage model is presented, which provides a better prediction of sheet failure than the conventional Forming Limit Diagram.

r 2007 Elsevier Ltd. All rights reserved.
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1. Introduction

During the few last decades, the sheet metal forming
industry tends to favor light construction principles,
leading to the usage of new materials like aluminum,
sandwich laminates, High Strength Steel and metastable
steels. Without extensive knowledge of the materials used,
it is hardly possible to adequately design the forming tools
and make a proper choice of blank material to manufac-
ture a product with the desired shape and performance. As
a result, a costly and time consuming trial- and error-
process is started to determine the proper process design
leading to the desired product. To accelerate the product
time to market, process modeling by computer simulation
can be used to replace the experimental trial- and error-
process by a virtual trial- and error-process. Rapid
developments in computer hardware make the finite
element (FE) analysis of complex deformation responses
increasingly applicable. Although FE Programs are quite
sophisticated nowadays, their accuracy and reliability do
e front matter r 2007 Elsevier Ltd. All rights reserved.
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not yet satisfy the industrial requirements. The main
reasons are the lack of knowledge of the behavior of the
applied new materials and the inaccuracy of the used
numerical algorithms (e.g. numerical integration, element
formulation). As a result, the FE method is not sufficiently
capable of simulating forming processes. Therefore,
research is necessary to improve the usability of numerical
simulations in sheet metal forming.
This article focuses on some recent developments in the

field of material characterization. To improve the consti-
tutive modeling of metals, more flexible and more material-
specific yield loci and hardening laws compared to the
conventional models are needed. Section 2 describes the
current state of progress in this field. Both an experimental
setup and material models, which account for complex
material behavior like strain path dependency and phase
transformations, are presented. Another field of interest is
the damage and fracture behavior of material during sheet
forming. A commonly used method to predict geometrical
instabilities is the forming limit curve (FLC). However, the
use of an FLC has some limitations. To improve the
prediction of failure, ductile damage models can be used
instead or complementary to the FLC approach, as
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mentioned in Section 3. The article finishes with some
concluding remarks and future trends.

2. Material characterization

Section 2.1 begins with a theoretical introduction of the
stress–strain behavior of stable and metastable materials.
Section 2.2 shows how this stress–strain behavior can be
captured in numerical models to be able to describe the
material behavior as accurately as possible. Material data
is required as input data for these material models. The
more complex the material models become, the more
complex is the material data required. Some recipes to
obtain this data are treated in Section 2.3.

2.1. Material physics

2.1.1. Yield loci

A yield surface encloses the elastic region in a multi-axial
stress space. The yield surface also predicts anisotropic
behavior of the material, also indicating that the yield
surface should be chosen according to the material
behavior. Yield criteria are developed from the onset of
material modeling. A still widely used model is the Tresca
model which shows good correspondence to the behavior
of aluminum. The Hill’48 model is more suited to steels
and is more flexible than the Tresca model. Besides
modeling the elasto-plastic transition of the material, yield
loci are used to determine FLCs for failure, see Section 3.1.

Currently, two groups of yield surfaces can be distin-
guished. The first group contains yield descriptions that are
specifically developed for certain materials and are
determined by the yield stress in the uniaxial tensile test
and 1 or 2 additional parameters [1,2]. The other group
consists of yield surfaces that are flexible, and hence are
able to describe multiple materials, but require more input
[3,4]. The Vegter yield-criterion (a member of the latter
group) is developed for sheet material characterization
and is a typical macro-scale description of the yield surface.
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Fig. 1. The Vegter yield surface with the four test points.
As illustrated in Fig. 1 the yield criterion combines the
results of four tests; simple shear test, tensile test, plane
strain test and the biaxial test. Bezier interpolation between
these four reference points is used to describe the yield
surface. Assuming that the material exhibits the same
behavior in compression as in tension, makes the yield
surface symmetrical around the line s1 ¼ �s2 (principal
stresses). Furthermore, the region where s14s2 is the same
as the region where s24s1, but with the specimen rotated
90�. So the yield surface is symmetric around the lines s1 ¼
�s2 and s1 ¼ s2. Planar anisotropic behavior is modeled
by making all reference points dependent on the rolling
direction. Consequently, tests have to be performed in
different directions.
A challenge in developing new yield criteria is to

minimize the number of parameters, and hence the number
of required tests, while having a satisfactory flexibility in
the criterion.

2.1.2. Work hardening

The yield surface, as described in the previous section, is
however not a static boundary. The yield surface changes
due to plastic deformation. Changes one can think of are
enlargement, shape change, rotation or translation in stress
space of the yield surface and all kinds of combinations.
The underlying mechanism of yield surface changes can be
found in the microstructure of the material. During plastic
deformation, microstructural developments and—with
increasing strain—also texture lead to work hardening of
the material. The strength of the material increases which
makes this phenomenon useful. However, with increasing
strain, the amount of plastic strain can become too high
and the material will fail.
The microstructural developments are initiated with the

formation of a small cellular structure. Enforced by the
deformation, dislocations migrate through the material and
form boundaries of dislocations that envelop volumes
having relatively small concentrations of dislocations. This
process starts already at strains of 1% or 2%. With
increasing strain, dislocation sheets [5] are developed
approximately parallel to the most active slip systems.
They consist of dislocations that are fixed in the plane and
contribute to further hampering of the deformation.
Because the dislocation sheets have a specific direction
with respect to the deformation direction, they contribute
to the strain path sensitivity of the material. With
increasing strain more dislocations migrate towards the
dislocation sheets and get stuck there. Microbands [6–8]
develop and create opportunities for dislocations to
migrate through the dislocation sheets. With increasing
strain the microbands evolve into dislocation sheets.
As a metal undergoes more severe deformation, a

preferred direction or texture develops [9]. Certain crystal-
lographic planes are oriented in a preferred manner with
respect to the direction of maximum strain. The type of
texture that develops depends primarily on the number and
type of slip planes. Depending on the type of texture the
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anisotropy factor can increase and thereby enhance deep
drawability [10].

2.1.3. Metastable steels

‘Metastable’ is a thermodynamics term used to describe
a phase that is not the most stable one at the current
temperature and pressure conditions and additionally does
not have sufficient free energy to transform into the most
stable one. Metastable steels earn their name because of the
metastable austenite phase they comprise. Austenite can be
retained at room temperature partially or completely after
the annealing process with the help of chemical constitu-
ents such as chromium and nickel. These constituents are
found in austenitic stainless steels and make that type
of steels metastable in the sense that the austenite can
transform into martensite if sufficient free energy is
supplied. Steels like AISI 304, 316 and ASTM-A 564 are
called TRIP (TRansformation Induced Plasticity) steels
because under plastic deformation the retained austenite
transforms into martensite, during which additional plastic
deformation is gained.

In addition to the plasticity gained by transformation,
the yield strength of the steel increases significantly due to
the increasing amount of martensite, resulting in an
unusual stress–strain behavior as shown in Fig. 2. In the
figure it can be observed that it is possible to achieve very
high strength levels with little loss of formability with these
materials. Besides, due to their chemical composition they
are highly corrosion resistant. These properties make them
very favorable for industrial applications. However, it
can also be deduced from Fig. 2 that it is hard to fit
conventional material models which use a simple yield
surface and a hardening law to model their behavior.

Before transformation, ideally, the material consists of
equally sized and shaped austenite grains. Upon transfor-
mation, within these grains, martensite plates, needles or
laths (further on all these shapes will be referred to as
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Fig. 2. Stress–strain curves of ASTM-A 564 TRIP steel at different

temperatures [11].
plates) start forming. The transformation itself is very
rapid and approaches the speed of sound in solids. These
plates grow instantly until they reach an obstacle such as a
grain boundary or another plate. Thus, the material after
transformation comprises of plates of martensite bounded
by imaginary grains and these plates are of various sizes
since the space available for new ones decreases with
proceeding transformation [12].
The reason austenite is trapped in the matrix and cannot

transform into martensite is the elastic strain necessary to
deform the matrix during transformation. Martensite is
lower in density, so there must be enough free energy to
cover for the bulk straining of the surrounding when a
martensitic plate forms. Additionally, the lattice rearrange-
ment from austenite to martensite requires shear deforma-
tion. The matrix therefore is strained in shear which
requires additional free energy. The required mechanical
energy (mechanical driving force) can be calculated at
different temperatures [13].
In addition to lattice straining and the calculation of the

mechanical driving force, one very important point to
consider is the fact that martensite nucleates heteroge-
neously in the matrix. That is, it is not possible for
martensite plates to form anywhere in the bulk, but some
heterogeneity is required in the form of lattice distortions.
This phenomenon is proven experimentally and there are
widely accepted formulations that govern the nucleation
theory of martensite [14,15]. This fact has also been
regarded considering the strain-induced transformations
by Olson and Cohen who considered the shear-band
intersections as the main nucleation sites for martensite
and formulated the progression of the transformation
based on the number and availability of these sites [16].
There exist a number of algorithms for simulation of this

phenomenon. Some are empirical in their nature and rely
on experimental results to fit the results [11]. However,
once fit they produce very reliable outputs as far as the
material remains the same. These models are very sensitive
to material properties and a small change in a property can
cause significant errors in the analysis. On the other hand,
there are models that take the above mentioned phenom-
ena into account and are scientifically more explanatory.
They rely on some of the phenomena introduced above but
because of the complexity of integration it is usually not
possible to consider all of them at once.

2.2. Material modeling

2.2.1. Yield loci and hardening laws

In numerical computations, a yield function f is
commonly used. The equation f ¼ 0 represents the
situation where the stress state is on the yield surface; in
this situation plastic deformation is possible. If fo0 the
material is in the elastic region, whereas f40 is infeasible.
The yield stress sy (a measure for the size of the yield
surface) describes the isotropic hardening of the material
and can be determined by the stress–strain curve of a
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uniaxial tensile test. Also a corresponding hardening law
can be used, the Nadai and Swift laws being well known
examples.

By doing some standard uniaxial tests the hardening
parameters can be determined. Performing the tests under
different angles with respect to the rolling direction (RD),
e.g. 0�, 45�, and 90�, and measuring the contraction in
transverse direction (TD) enables one to calculate the
stress–strain curves and the anisotropy factors. Together
with an appropriate yield criterion, this is enough
information to define the hardening behavior in most
commercial FE software.

2.2.2. Strain path dependency

In most sheet metal forming processes the strain rate and
strain path are not constant. The influence of strain rate
can be predicted with strain rate dependent hardening laws
[17,18]. Strain path dependency is an upcoming item to
improve the predictions with FE-simulations. The current
hardening models can be divided in three groups; isotropic
hardening; kinematic hardening and strain path dependent
models.

Isotropic hardening describes the evolution of the
‘‘growth’’ of the yield surface and is able to accurately
reproduce the results of uniaxial tests. Kinematic hard-
ening describes the movement of the yield surface in the
principal stress space. Reverse loading, and more specifi-
cally the Bauschinger effect, can be modeled with this
method. The modeling of the saturation of the yield stress
after a stress reversal is improved with these models. Some
more advanced modeling is done by [19].

The third group contains models that can describe
arbitrary strain path changes. This is quite complex,
because it requires information about the history of the
strain path. Schmitt et al. [20] made a first step by
introducing a measure for the strain path change:

y ¼
_ep1 : _e

p
2

k_ep1k � k_e
p
2k

, (1)

where the subscripts 1 and 2 represent the situation before
and after the strain path change, respectively. For a
monotonic strain path, y equals 1, for a reverse test y
equals �1 and y equals 0 corresponds to an orthogonal
test. Indeed, any value between �1 and 1 is possible, but
these three situations are the extremes. Commonly, strain
path dependent models are constructed in such a way that
the behavior of an arbitrary strain path change y is
interpolated between the behavior of two reference tests.
Viatkina et al. [21,22] have developed a model specifically
for FCC-material (e.g. aluminum). Teodosiu and Hu [23]
have developed a semi-physical material model that
operates on macro-scale and is probably the most well-
known model, see also [24,25]. It uses 13 material
parameters that have to be determined from uniaxial,
reverse and orthogonal tests. It is only compatible with the
Hill’48 yield surface. The flexibility is good, but the number
of tests is quite large. The model describes the strength of
the material by means of the fourth order tensor S in the
current strain direction SD and in the latent, or comple-
mentary, direction SL:

S ¼ SD þ SL. (2)

During every increment in the calculation the strength is
evaluated, but also the division between the directional and
latent part is determined, which depend on the strain path
change. This is then further evaluated in terms of isotropic
and kinematic hardening. This material model is able to
describe all observed strain path effects in literature: the
Bauschinger effect and the plateau in stress after a stress
reversal in a reverse test, the overshoot in stress and work
softening after an orthogonal test. Parallel to the macro-
model, also a micro-model has been developed [26,27]. In
general, the computational effort and the large number of
tests that have to be done to obtain a reliable material
model are the major drawbacks of these methods.
2.2.3. Phase transformations

In Section 2.1.3, it is introduced that the rate of
martensitic transformation is influenced by the mechanical
driving force and the amount of nucleation sites for
martensitic plates. In this section these concepts will be
further discussed. A typical strain induced transformation
curve is shown in Fig. 3.
For transformation to occur it is known that an energy

barrier has to be overcome. This energy barrier is dictated
mainly by temperature and can be calculated employing
thermodynamics equations. The relative free energies of
austenite and martensite are calculated with respect to
temperature and the difference of these two determines
how much more energy must be supplied to the material to
have a spontaneous phase transformation. It is found in
literature that this relation is linear and the barrier
decreases with increasing temperature [13] as shown in
Fig. 4.
Fig. 4 shows the amount of driving force DGcritical,

necessary for martensite transformation at temperature
MS (martensite start temperature). At MS this critical
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driving force equals the chemically stored driving force
(difference between the two curves). However, for higher
temperatures, the chemically stored driving force is not
sufficient to let austenite transform to martensite. The
difference in driving force (i.e. DGcritical minus DG at
temperature T) must then be supplied by a mechanical
driving force.

One of the most challenging issues is to calculate the
mechanical driving force needed for the transformation.
Driving force is the opposite of the amount of work U that
would be done by transformation under the applied stress,
i.e. for small strains, the work is calculated as the amount
of strain multiplied by the amount of stress [13]. Conse-
quently, one has to know how much strain the transforma-
tion would cause in order to know the driving force.
Fortunately, it is possible to calculate the transformation
strain using the lattice correspondence of austenite and
martensite [28]. Due to the high symmetry of the austenite
lattice however, in a single crystal there exists multiple
possible strains (variants) of which only the favorable ones
can transform. There are micromechanical models which
consider all the variants and track their growth separately
[29,30].

However, micromechanical models cannot be used to
simulate the overall material behavior because it is
computationally too expensive. Therefore, some of the
microscale parameters are averaged over many grains,
yielding a mesoscale model which is presented in the
remainder of this section. Knowing the current state of the
available driving force it is already possible to comment on
the possibility of transformation. If the energy barrier is
breached by some grains then transformation would start.
This is sufficient for prediction of the change of the MS

(martensite start temperature) when quenched under
mechanical loading. Since MS is defined as the temperature
at which the first trace of martensite plates appear, it is
possible to calculate the temperature where the maximum
resolved driving force in any grain exceeds the critical
driving force. In Fig. 5 the calculated distribution of
maximum resolved driving force in grains throughout the
material is plotted. It is assumed that the same stress on the
material point acts on each grain. The figure shows that
under hydrostatic stress all the variants gain the same
amount of mechanical driving force whereas under tension,
due to the shear component of loading, there is a
distribution of the driving force among grains. While
Fig. 4 shows the critical driving force (DGcritical) and the
current chemical driving force at temperature T, Fig. 5
shows the distribution of the mechanical driving force
stored in the material grains. If the required amount of
additional energy is known, then Fig. 5 shows what
fraction of the grains have that energy, hence giving a clue
on how the transformation would proceed. Additionally,
this figure clearly shows that the formation of martensite
strongly depends on the loading situation.
However, to have the complete picture of strain induced

transformation, it is necessary to take the nucleation
phenomenon into account. Using the formulation supplied
by Olson and Cohen [16], it is possible to approximate the
formation of nucleation sites in the form of shear-band
intersections with respect to equivalent plastic strain.
Their formulation utilizes the averaging of microscale
phenomena via a phenomenological relation and can be
integrated in a macroscale constitutive model.
Another important issue is the homogenization of the

microstructure for plastic strain and stress. Since the
relative hardness levels of austenite and martensite are
significantly different, plastic strain will tend to accumulate
in austenite while the stresses build up in martensite.
During the update of stress therefore the total strain must
be decomposed into elastic, plastic and transformation
parts as � ¼ �e þ �p þ �tr and then the plastic strain must
be distributed into phases. Using this stress and strain
information the amount of transformation can be itera-
tively solved as in the model by Stringfellow et al. [31].
To conclude, the simulation of the mechanical behavior

of metastable steels requires physically valid material
models for describing the strain-induced martensitic
transformations. Therefore, the validity of the constitutive
model strongly depends on the model that describes the
phenomenon of austenite to martensite transition which
takes place in microscale. There are atomistic descriptions
of this transition in literature which enable the calculation
of certain parameters such as the mechanical driving force
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and the number of nucleation sites. Micromechanical
models consider a length scale of several grains and thus
can employ these relations directly to simulate the
transformation. However, due to computational reasons
it is not possible to simulate the overall behavior of the
material with these models. In order to get to macroscale
efficiently, some of the parameters must be averaged over
many grains with random or textured orientations. Doing
this, a portion of the scientific accuracy is sacrificed to gain
industrial applicability. The advantage of macroscale
models is the availability to use mechanical tests to deter-
mine unknown parameters introduced by phenomenologi-
cal relations which, on the contrary, is a very challenging
task for micromechanical models.

2.3. Material testing

A new biaxial testing device for sheet material is
developed at the University of Twente [32]. The equipment,
Fig. 6, can deform a sample in shear and tensile directions.
The actuators for the shear and tensile directions are
controlled individually making all arbitrarily combinations
of shear and tensile deformation possible. The width/height
ratio of the deformation zone is chosen quite large to
obtain a homogeneous shear deformation in the material.
Due to this high ratio, a plane strain condition is
Fig. 6. The test equipment.
introduced in horizontal direction when applying tensile
deformation. The covered domain is depicted on the right-
hand side of Fig. 7.
Dots of silicone cement are attached to the surface of the

deformation zone of the sample; these are tracked by a
camera and the co-ordinates of the dots are used to
determine the strains in the plane of the sample. The
stresses in tensile and shear directions are easily determined
by measuring the forces in these directions and by using the
geometry of the sample. The stress in horizontal direction
is more complicated because of the plane strain boundary
condition. As a result the position of the stress state in the
principal stress space is unknown due to the missing stress
component [33].
The machine is capable of doing numerous experiments,

but with the extra possibilities also some extra complexity
is introduced. A good example that illustrates this point is a
test with a prescribed strain path. For this, it is important
to know that the displacement of the clamps is prescribed,
and is not adjusted during the test. Due to the strain path it
is possible that stress relaxation takes place. However, due
to its stiffness, the test frame gives an extra deformation to
the sample and hereby disrupting the intended strain path
[34]. Compensation for this kind of problems have to be
made to get the prescribed strain paths. An advantage of
this testing machine over a cruciform biaxial tester is the
homogeneity of the deformation [35,36]. The deformation
zone in such a sample is hard to deform homogeneously
and therefore these tests are mostly used for small strains in
the plastic zone [35]. However, the elasto-plastic transition
for various combinations of strains is still interesting for
the determination of a yield locus [36].

2.3.1. Reverse tests

In this section some results of reverse tests in simple
shear are discussed. Two materials are tested: DC06 steel
and AA5182 aluminum. Both metals are used in the
automotive industry. The results are depicted in Fig. 8.
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The amount of shear deformation in the two tests differ
slightly, primarily due to slip in the clamps of the sample.
Also, the elasticity of the test frame hampers the maximum
achieved strain. During the first stroke, the dislocation
sheets are developed and during this process dislocations
migrate to these barriers. Once stuck there they hamper
further deformation because they reject dislocations of the
same sign. If the deformation direction is reversed, these
dislocations migrate in opposite direction and enter ‘‘open
space’’ where they can migrate without any trouble to the
barrier at opposite side. Here the process repeats itself and
the pile up develops again whereby the increase in stress
converges to a saturation rate. This is illustrated by a
hardening rate that hardly differs from the elastic behavior
in the reverse stroke.

The BCC material (e.g. steel) clearly shows a plateau in
stress after the reversal, after that the material resumes
hardening. The aluminum however does not show this
plateau, but resumes hardening with almost the same rate
as in the first stroke. Both materials exhibit the Bauschin-
ger effect, although the DC06 has a distinct difference in
yield stress compared to the aluminum. It is mentioned that
there is a distinction in evolution of the Bauschinger effect.
Although not depicted, more strain in the first stroke gives
more Bauschinger effect for the DC06, while the AA5182
does not show any increase.
2.3.2. Orthogonal tests

The orthogonal tests shown here are performed on the
DC06 steel that has been used in the reverse tests as well.
The sample is first loaded in tensile direction after which
the material is loaded in shear direction. In one case the
strain path change is suddenly introduced while in the
other case the tensile deformation and shear deformation
have a bit of overlap leading to a gradual strain path
change.
In Fig. 9 the measured stresses are indicated. It shows
that the different strain paths have quite different resulting
stress paths. The test where the strain path change is
introduced gradually shows a shear stress that gradually
converges to the simple shear test. This is in contradiction
to the test where the strain path change is introduced
suddenly. The shear stress increases rapidly and shows an
overshoot before dropping back to the level of the simple
shear test. The stress in tensile direction shows the same
features. The test with a sudden strain path change shows a
rapid decrease in stress, while the test with a gradual strain
path change shows a gradual decrease of stress. During the
tests, the stress state moves from the plane strain point to
the shear point.
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It is assumed that a sudden strain path change, see
Fig. 10, hampers the initial deformation and hence requires
a large stress. The dislocations that tend to move in the
orthogonal direction are restricted in their movement by
the dislocation sheets. At a certain stress level the force
becomes too high and microbands occur; these are
channels of relatively dislocation-free areas that penetrate
the dislocation sheets. Once these have been formed
dislocations can migrate more easily through the material
and hence require less stress, explaining the softening after
the overshoot. The abovementioned results show that for
an accurate modeling of material behavior, strain path
dependency has to be accounted for.

2.3.3. Phase transformation tests

In order to verify and quantify the phenomena described
in Sections 2.1.3 and 2.2.3 some mechanical tests are
necessary. As discussed earlier there are tests which lead to
conclusions such as the small particle tests by Magee [14],
which proves that martensite nucleates heterogeneously
and furthermore there is a potential distribution of defects.
Additionally, it is known theoretically that the hydrostatic
stress has a very significant effect on the rate of
transformation deduced from the fact that transformation
produces a volumetric expansion, and with hydrostatic
stress, this makes a positive work [13]. Also, since
expansion is isotropic and of the same amount for all the
martensitic variants, this work is constant, which leads to
the conclusion that the effect of hydrostatic stress is a linear
increase in the mechanical driving force. There are multi-
axial experiments carried out to quantify this phenomenon
as in [11,37,38].

There are however not many experiments that directly
relate the nucleation of martensite to plastic strain, except
for Olson et al. [16] which is based on the role of shear
band intersections on nucleation. In the nucleation theory
of martensite the importance of initial nucleation sites and
the autocatalytic effect is emphasized. To verify that this
phenomenon is applicable to strain induced transforma-
tion, additional tests are necessary.

Considering the need for mechanical tests in the above-
mentioned topics, some tests have been carried out with the
biaxial tester described in the introduction of Section 2.3.
With this equipment it is possible to attain deformation
paths that can stimulate different stress states within the
material. Hence, the visualization of the effect of stress
state on the rate of transformation is achieved to the extent
of the capabilities of the setup. To monitor the transforma-
tion a magnetic sensor is used. The sensor exploits the
fact that martensite is ferromagnetic whereas austenite is
paramagnetic meaning there is a significant difference
between their magnetic permeability values. A series of
tests have been carried out with proportional deformation
paths to quantify the effect of hydrostatic stress on the rate
and the results are plotted in Fig. 11. The material ASTM-
A 564 is completely austenitic at room temperature and can
transform 100% with the aid of mechanical deformation.
The exact amount of hydrostatic stress is not attainable
with this setup. However, it is clear from the figure that it
significantly affects the rate. A point to mention here is that
all the curves have the same shape which proves that the
effect of hydrostatic stress is isotropic and homogeneous.
These experiments have also lead to quantitative results
that show that the effect is linear.
To observe the effect of plastic strain alone is a

challenging task since transformation is affected by many
variables. However, utilizing some theoretical knowledge
on the transformation it is possible to eliminate some of
these variables. It is known that the chemical driving force
is a function of temperature and decreases with increasing
temperature and that transformation starts only when the
total driving force exceeds a limit. Thus, if the material is
strained at a high temperature, then transformation will be
retarded while still being plastically strained. After this
treatment it is possible to observe the effect of plastic strain
on the rate of transformation. Fig. 12 shows the result of
one of these experiments.
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It is clear from the figure that there is a very pronounced
effect of prestraining on the rate of transformation. These
results prove some of the theories in the literature such as
the creation of nucleation sites with plastic strain and the
consumption of the ones with potencies high enough to be
activated by the applied stress during the deformation at
room temperature. Therefore, in the constitutive modeling
of these types of steels it is possible to build algorithms
in multiscale which can make use of the phenomena in
micro- and mesoscales and transfer the averaged results to
macroscale.

3. Failure

Damage, the degradation of material properties, and
fracture are important criteria in the design of products
and processes. In most cases cracks must be avoided in
order to fulfill the product specifications. However, some
products and processes rely on the controlled growth of
damage and/or cracks in order to obtain a certain
functionality or shape, e.g. sheet metal cutting.

Most metals at room temperature show a ductile failure
mechanism, which consists of three stages—the nucleation,
growth and coalescence of voids. Voids nucleate at
inclusions or precipitates and grow under the applied
loads. A microcrack is formed when the matrix between
the voids fails. Finally these microcracks propagate by
coalescence with voids in front of the crack tip. The spacing
and distribution of void nucleating inclusions is the
key microstructural feature for setting the crack growth
resistance. For structural metals, the size of the void
nucleating particles ranges from 0.1 to 100mm, with
volume fractions of a few percent [39–41].

In case of multi-step forming processes, damage induced
in previous forming steps may influence the response
in subsequent steps. Furthermore, the development of
damage during forming may be important for the proper-
ties of the final product. For example the crash behavior of
a formed product may deteriorate due to the presence of
damage. The design of processes and products can benefit
from an integral management of the amount of damage
introduced, by avoiding damage in critical locations in the
product, by tolerating a certain amount of damage in non-
critical locations or even by applying damage on purpose
to control the crack trajectories. Therefore accurate
predictions of the damage are required.

A conventional method to predict failure is the use of
FLCs, Section 3.1. However, the applicability of FLC’s is
limited. Ductile damage models, as described in Section 3.2,
can be used instead of or complementary to the FLC
approach to improve the prediction of failure. The
performance of these damage models is shown in Section 3.3.

3.1. Forming limit curve

Traditional assessments of the formability of sheet metal
materials are based on the appearance of geometrical
instabilities, e.g. necking of the sheet. Necking occurs when
the strain hardening exhibited by the material can no
longer compensate the thickness reduction which results
from large in-plane strains. As a consequence, the plastic
deformation becomes unstable and localizes in a narrow
region, resulting in a crack. A commonly used method to
predict geometrical instabilities in sheet metal forming
processes is the FLC. Necking will occur when the strains
in the product exceed the FLC in the (in-plane) principal
strain space. In such cases the process has to be adapted.
However, the use of an FLC has some limitations:
�
 The FLC has been measured or calculated with the
assumption that the strain state is constant over the
thickness of the sheet. In sheet bending processes with
small radius-to-thickness ðR=tÞ ratios, the outer layer of
the sheet is unstable, but the sheet as a whole is not.
Therefore the formation of a neck is impossible. An
example is the hemming process;

�
 Non-traditional forming materials with less formability,

such as aluminum, titanium and high-strength steels,
often fail due to physical instabilities, even before
necking starts. Even in situations where physical
degradation is not the main failure mechanism, it may
have a significant effect on and interact with the
geometrical necking mechanism [42].

�
 An FLC is only valid for proportional strain paths.

However, most forming processes involve highly non-
proportional strain paths, for instance due to multiple
forming steps, see Section 2.2.2.

�
 Many forming processes take place at elevated tempera-

tures, at high (strain) rates and are accompanied by
complex microstructural changes such as phase changes,
see Section 2.2.3. These mutually strongly coupled
phenomena, which also interact with the development
of damage, cannot easily be described in terms of an
FLC.

3.2. Damage models

3.2.1. Fracture criteria

Indicators which calculate the probability of fracture as
a function of the deformation and stress history are
gradually becoming available in simulation software. These
indicators are mostly used for bulk forming processes [43],
but they can also be applied to sheet metal forming [44].
A simple indicator is the equivalent plastic strain. In

practice, however, this criterion turns out to be a relatively
poor predictor of damage. More accurate criteria include
information on the stress state and history. Especially the
stress triaxiality (hydrostatic stress divided by the equiva-
lent stress) proves to be an important factor. A super-
imposed hydrostatic stress significantly increases the strain
to fracture. Although some successes have been reported
[43,44], the results are only valid for specific processes and
materials. Therefore obtained results cannot be easily
applied to new cases.
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Fig. 13. Three point bending test.
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3.2.2. Local damage models

Contrary to the fracture criteria, local damage models
aim to describe the interaction of damage growth and
plastic flow. Examples of these damage models are the so-
called Gurson Tvergaard Needleman family of models or
Continuum Damage Models [45–47]. The damage is now
incorporated into the constitutive relations, which leads to
a redistribution of the stress and strain fields when the
damage develops. Here, a scalar variable op 2 ½0; 1� is
used to describe the degradation of the material properties
(Eq. (3)).The material fails if the damage z exceeds the
critical value zc. Expressions for the damage values can be
found in [45,46]. The overall stress can be written as
the stress in the undamaged material sM multiplied by the
factor ð1� opÞ, the amount of undamaged material able
to carry any load (Eq. (4)). The damage is included in the
elastic properties and also in the yield function (Eq. (5))
in which the strain hardening competes with the damage
softening.

op ¼
z

zc
, (3)

s ¼ ð1� opÞsM, (4)

sy ¼ ð1� opÞf ð�
p; ::Þ. (5)

Crack growth can be seen as the natural outcome of the
degradation process in these models. However, it is well-
known that these models suffer from a pathological
dependence of the element size and direction. The
localization will likely occur in only one row of elements.

3.2.3. Non-local damage models

Non-local models have been introduced to overcome the
mesh dependency of standard softening continua [48].
In this article, a non-local damage model will be presented,
as described comprehensively by Mediavilla [49] and
Engelen [50].

A non-local damage variable z̄ is introduced which is
calculated from the local damage z using a Helmholtz
partial differential equation. This model contains a length
scale. The degradation op is a function of the non-local
damage z̄.

op ¼
z̄

z̄c
. (6)

In non-local damage models, the length scale is used to
average the localization over more than one element; the
width of the localization depends on the length scale and
not on the element size.

3.3. Three-point bending example

The damage models described in the previous section will
be demonstrated in this section with simulations of a three
point bending test (Fig. 13).

The shown damage models contain some extra material
parameters, which have to be determined experimentally
[51,52]. At the moment no established identification
method exists.
An elasto-plastic material model is used with Young’s

modulus of 210GPa and Poisson ratio of 0.3 and the
Nadai hardening law. The used damage model accounts for
the influence of the hydrostatic stress [51]. Therefore
damage will start growing at the outer radius of the bend
sheet. The critical values of the damage zc and z̄c are taken
to be equal to 0.5, which already results in failure for very
small bending angles.
Three different meshes—mesh1, mesh2 and mesh3—

have been used for the simulations, which have decreasing
mesh sizes of 0.04/0.02/0.01mm respectively, in the
horizontal direction. The mesh size in vertical direction is
0.05mm and constant.
Fig. 14 shows the difference between the local and the

non-local model. It can be seen that the non-local model
spreads the damage in the localization band over a larger
area.
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Different failure patterns can be obtained by changing
the value of the length scale as shown in the Figs. 15
and 16. Small shear-bands can be seen for the local model
(i.e. l ¼ 0:0). These bands get wider for increasing length
scale. For large length scales (l ¼ 0:2) these bands
disappear completely.

Similar shear-bands are presented in investigations on
the bendability of aluminum [53,54]. The difference in
microstructure between the alloys should be captured in
the non-local model by a different length scale and damage
evolution law.

In Fig. 17(a) the force–displacement diagram is shown
for different length scales. The larger the length scale, the
more ductile is the response. Fig. 17(b) shows the mesh
dependency of the local damage model, whereas the results
of the non-local model are almost insensitive to the mesh
size, Fig. 17(c).
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4. Discussion and future trends

In the beginning of material modeling, simple models
were used to describe the hardening behavior and yielding
conditions. These models proved to be sufficient for a small
range of materials with a straightforward behavior.
However, in the last decades the industrial requirements
for an accurate simulation increased together with the use
of new advanced materials. These advanced materials show
complex material behavior such as strain rate sensitivity,
strain path dependency, non-isotropic hardening, phase
transformations etc. To come up with material models
which can describe these effects, a thorough knowledge of
the physics behind this behavior is required. Studying these
physics can be done on multiscale level, from microscale
to macroscale. The advantage of microscale models is
that they are able to directly simulate complex effects,
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e.g. martensitic transformation, however at high computa-
tional costs. Hence, the overall material behavior cannot be
captured by these models; so, macromechanical material
models must be used for this purpose. A macroscopic
material model estimates the micromechanical material
behavior without actually performing calculations on grain
size level. In this way industrial applicability is gained by
sacrificing some of the accuracy. Hence, today’s challenge
is to develop macroscopic models which meet tomorrow’s
industrial requirements on both accuracy and applicability.
The prediction of failure is improved by using damage

models. Non-local damage models are favored to the local
damage models, since they do not show mesh size depen-
dency. It is shown that the use of non-local damage models
will improve the understanding of the failure mechanisms.
Using these models complementary to the FLC approach can
result in better failure predictions for critical applications.
However, there are some drawbacks in using the non-local
damage models. The length scale in the non-local model
determines the element size in the damaged areas as it should
be larger than the element size in order to capture the
gradients properly. Ideally this length scale is related to the
microstructure. However, especially in 3D simulation, small
length scales lead to a large number of elements. In practice
the length scale might be chosen larger in order to decrease
the problem size. Also adaptive remeshing of the damaged
area might solve this problem [49]. The application of the
non-local method to shell elements is not straightforward as
element sizes are normally larger than the thickness and
length scales smaller than the thickness. Furthermore, details
smaller than the thickness, like the shear-bands in the bending
problem, cannot be captured using the Kirchhoff/Love or
Mindlin plate bending assumptions.
Besides, crack propagation is not taken into account in

this article. It is often modeled by element erosion, i.e.
elements in which the damage criterion has been reached
are removed from the problem and the simulation is
continued on this updated geometry. Element erosion
results in mass loss and a faceted crack surface. This may
have a strong influence on the local stress and strain
distributions and may lead to numerical instabilities.
Alternative computational techniques to describe evolving
cracks, such as remeshing or partition-of-unity methods,
are not sufficiently well developed and therefore not yet
used very often for industrial cases.
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