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PAUL HAVINGA EXPLAINS HOW WIRELESS
SENSOR NETWORKS ARE BRINGING THE
GREAT BARRIER REEF ONLINE, PROVIDING
MARINE ENVIRONMENTAL DATA. 

SENSOR NETWORKS
The Great Barrier Reef (GBR), located along the north-east coast of
Australia is made up of over 3,200 reefs and extends over an area of
280,000 square kilometers. The scale of the fluctuation of environ-
mental parameters in the GBR, ranges from kilometre-wide oceanic
mixing to millimetre-scale inter-skeletal currents. Being able to
monitor such parameters (e.g. temperature, light, etc.) at real-time
and at a high spatial and temporal resolution would enable
scientists to better understand the underlying complex environ-
mental processes that help shape the behaviours of the biological
and physical characteristics of the GBR.

The Australian Institute of Marine Science (AIMS), which is one
of the world’s leading research centres focusing on marine environ-
ments is at the forefront of carrying out research on various aspects
of the GBR. Currently AIMS has a test site at Davies Reef which is
located around 80km from the shore of the main AIMS research
facility at Cape Ferguson. In the present set-up at Davies Reef,
temperature data is logged using one data logger that has two
sensors attached to it at two different depths. Samples are taken
once every 30 minutes and stored within the data-logger. This data
is subsequently transmitted to AIMS via a 3.3MHz HF radio.

The main drawback of the current setup is that it only allows
single point measurements. This makes it impossible to get a true
representation of the temperature gradients spanning the entire reef
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which is approximately 7 by 3 kilometres. The bandwidth limitation
of the HF radio also makes it impossible to study the fluctuations of
various environmental parameters in real-time.

Having high-resolution data streaming in from the reef would
not only improve understanding of various environmental processes
(e.g. coral bleaching) but would also have immediate benefits to
society at large. For example, as the data will be made available to
the public, the tourism industry will be able to tap into the informa-
tion to better understand diving conditions. The fishing industry will
also benefit from knowing how temperature changes and gradients
affect fish behaviour. Data collected by the sensors could also be
used to study the effects of excess fertiliser washed off from the
agricultural lands on the coast of Queensland.

Researchers at the University of Twente and Ambient Systems in
the Netherlands have been working closely with scientists at the
Australian Institute of Marine Science (AIMS) to develop a large-scale
wireless sensor network (WSN) that will enable the GBR to be
monitored at extremely high spatial and temporal resolutions.
Monitoring the physical parameters of an environment at such high
resolutions is something that is currently not possible using existing
data logging hardware.

What are Wireless Sensor Networks?
WSNs are typically made up of hundreds or even thousands of tiny
energy-efficient, battery operated sensor nodes with built-in wireless
transceivers (Fig. 1). Every sensor node also has a CPU, a small

amount of RAM and a number of general purpose I/O connections
to connect various types of sensors. It is important to realise that
sensors nodes are different from sensors which simply have radio
transmitters attached to them. Unlike sensors with wireless transmit-
ters, wireless sensor nodes are able to process the data within them
before transmitting the sampled data due to their built-in computa-
tional capabilities. So for example, if a sensor node acquires a
reading that is faulty, it could decide to drop the message instead of
wasting energy transmitting it.

Similarly, a sensor node may even drop duplicate messages. As
individual sensor nodes may have limited communication range (e.g.
around 50-100 meters) communication in a WSN is typically done
through a multi-hop network. So instead of transmitting data directly
from a sensor node to the base station, data from a sensor node can
be relayed through a number of intermediate sensor nodes, before it
finally reaches its destination.

This enables the network to cover a much larger geographical
area. Figure 2 illustrates how the sensor node (from Ambient
Systems) will be placed in a weather proof canister and then into a
buoy. Every canister will have a sensor string attached to the bottom
which will allow a vertical temperature profile to be created.

These buoys, which will then be spread around the entire area of
Davies Reef, will transmit the data over to base station located at a
tower that has been erected on the sea floor. The microwave
communication system on the tower subsequently transmits the
collected data to the AIMS research facility 80 km away as shown in
(Fig. 3). The fact that sensor nodes are usually battery powered
means that the amount of power available for a node to operate
properly is highly limited. 

Such tight energy usage restrictions mean that energy efficiency
has to be of paramount importance when designing any protocols
for WSNs. There are generally two significant sources of energy
consumption in sensor nodes: the operation of the wireless
transceiver and the operation of the sensors attached to the sensor
nodes. The sensor network platform we are deploying on the GBR
takes both of these sources into consideration to ensure that the

The disadvantage of collecting raw data.

Fig 4

Data collected by the sensor network is transmitted to AIMS via a microwave link.

Fig 3

Buoys fitted with “sensor strings”

Fig 2

A typical example of a wireless sensor node
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lifetime of the network can be maximised to run for a few years
without battery replacement. As mentioned earlier, data collected by
sensor nodes is usually transmitted to the base station through
intermediate sensor nodes.

This results in a parent-child relationship such that communica-
tion is performed through a tree structure as shown (Fig. 4). The
problem with such a structure is that as the collected data
propagates towards the base station, the intermediate nodes that
are closer to the base station are required to transmit far greater
amounts of data than their counterparts who are further away. This
results in two problems. Firstly, due to the larger amount of data that
needs to be transmitted, nodes closer to the base station tend to
exhaust their energy reserves earlier. This causes the nodes lower
down in the tree to be “cut off” thus resulting in a disconnected or
partitioned network. Secondly, as the sensor nodes typically have a
low bandwidth, nodes closer to the base station are unable to relay
all the received data to their parent nodes.

This results in a substantial amount of lost messages which in
turn has an adverse effect on the quality of data collected.
Processing data within a Wireless Sensor Network In order to allevi-
ate the problems mentioned above, we use a distributed data
aggregation algorithm that reduces the amount of data that needs
to be transmitted by taking advantage of spatial and temporal
correlations that exist in sensor readings between neighbouring
sensor nodes. As illustrated in Figure 5, instead of having every node
transmit its sensor reading, we assign specific roles to the various

sensor nodes – a node can either be an aggregating node or a non-
aggregating node.

Aggregating nodes are put in charge of figuring out whether a
correlation exists between itself and its neighbours which are one
hop away. For example, the neighbouring node N2 might always be
1.7°C above the aggregating node N1 while N4 might always be
0.2°C below node N1. In such a scenario, the aggregating node N1
would first send the correlation information describing how its
readings are related to its correlated neighbours to the base station
and subsequently, this would be followed by its own readings.

Thus if for instance the temperature reading of N1 increases, the
base station would be able to compute the readings of all the other
neighbours of N1 that have correlated readings. Nodes that do not
have correlated readings, continue to transmit raw sensor readings.
As correlations may not be constant through out the day, our
algorithms are able to adapt to varying correlations. Since the
network will be deployed in a harsh environment, certain nodes in
the network could always fail. However, our aggregation algorithm is
designed to work seamlessly even when certain nodes fail or if new
nodes are added to the network.

This also ensures that the network is easily scalable. Thus our
sensor nodes are capable of making completely autonomous
decisions in order to ensure that the network continues to operate
properly even with a dynamic network topology.

As we mentioned earlier, our algorithm does not only reduce
energy consumption by reducing the operation of the transceiver by
minimising the amount of data that needs to be transmitted, but
also decreases the number of sensor sampling operations. The
environmental parameters that we monitor do not always fluctuate
very rapidly. However, there may be certain periods when such
fluctuations occur. We take advantage of this pattern by reducing
the sampling rates of sensors when sensor readings change gradual-
ly (and can be predicted fairly accurately) and increase the sampling
rate at other times. Our algorithm also uses a distributed mechanism
to “wake up” neighbouring sensors if a particular sensor detects a
sudden spike so as not to miss out on any unusual events.

A large-scale sensor network of around 100 nodes is currently
being tested around the campus of AIMS and also in the waters
around the field operations jetty at Cape Ferguson to fix both
software bugs to guarantee that communication is carried out
reliably and also to ensure that the hardware (e.g. weather proof
canister) is able to withstand the harsh climate that can be experi-
enced out in the open sea. Figure 6 is an extract from the prelimi-
nary sensor readings that have been streaming in so far. The initial
large scale deployment on the GBR has been planned for the later
part of this year.
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Reducing the amount of data that needs to be transmitted by taking advantage
of spatial correlations of sensor readings.

Temperature readings streaming in from 6 sensor nodes deployed at the 
AIMS campus.
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