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The Impact of Loss of Control on Movement BCls

Boris Reuderink, Mannes Poel, and Anton Nijholt

Abstract—Brain—computer interfaces (BCIs) are known to
suffer from spontaneous changes in the brain activity. If changes
in the mental state of the user are reflected in the brain signals
used for control, the behavior of a BCI is directly influenced
by these states. We investigate the influence of a state of loss of
control in a variant of Pacman on the performance of BCIs based
on motor control. To study the effect a temporal loss of control
has on the BCI performance, BCI classifiers were trained on elec-
troencephalography (EEG) recorded during the normal control
condition, and the classification performance on segments of EEG
from the normal and loss of control condition was compared.
Classifiers based on event-related desynchronization unexpectedly
performed significantly better during the loss of control condition;
for the event-related potential classifiers there was no significant
difference in performance.

Index Terms—Brain—computer interface (BCI), common
spatial patterns, electroencephalography (EEG), event-related
desynchronization (ERD), lateralized readiness potential, loss of
control, mental states, nonstationary signals.

I. INTRODUCTION

A BRAIN-COMPUTER interface (BCI) enables direct
communication from the brain to devices, bypassing the
traditional pathway of peripheral nerves and muscles. BCIs
can help patients that are completely locked-in by paralysis,
such as for example patients with amyotrophic lateral sclerosis
(ALS), but healthy users can also benefit from a BCI [1], [2].
The traditional approach to BCI is to provide the subject with
a control signal that is a fixed function of measurements of
neural signals. The user then has to train for weeks or even
months to gain adequate, voluntary control over the BCI [3].
An alternative to user training is to use machine learning (ML)
methods to automatically construct a (subject specific) model
that discriminates between the naturally occurring brain signals
associated with a given mental task. These BCIs do require
a calibration or training session that is used to automatically
construct a subject-specific model of the brain signals before
the BCI can be used. A remaining problem is that the basic
assumption made by these ML methods that the data in the cal-
ibration and application session is independent and identically
distributed often does not hold, since the brain signals’ statistics
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are often not stationary but vary over time. This variability
in the electroencephalography (EEG) can result in a loss of
performance during the application of the BCI [4]-[6].

One source of variability in the EEG is related to the changes
in the user state. For example, differences in alertness and work-
load can alter the characteristics of the EEG. This variability
might therefore pose a problem for real-world BCI application
[5]. In turn, the user state is influenced by the performance of
the BCI; for example a nonworking BCI could cause frustra-
tion, anger or reduced alertness. This interaction between the
user state and the BCI performance might form a positive feed-
back loop, resulting in a BCI that spins out of control. Given
the huge drawbacks of a BCI whose accuracy depends on the
mental state of a user, understanding the influence of changes in
the mental state on the BCI is needed to develop reliable BCls.

Specifically, the influence of frustration associated with loss
of control (LOC) on a BCI is of great interest since it might
cause the previously described feedback loop. This influence
was investigated in [7] and [8]. In these studies, users were in-
structed to use real movement with their left or right hand to
rotate, respectively, L or R-shaped objects to a target position
in order to study the effect of loss of control on the BCI per-
formance. The color of the letter indicated the angle of rotation,
and every second the user could press a key to rotate the ob-
ject in the direction indicated by the shape of the object. After
performing a calibration block with cued left/right hand move-
ment and two practice blocks with this so-called RLR paradigm,
a LOC was simulated in the third block by occasionally using
a wrong angle of rotation in the application. Both an event-re-
lated desynchronization (ERD) and an event-related potential
(ERP)-based classifier were trained on the first block and ap-
plied to the other blocks in an offline analysis. A significant
difference between the training block and the LOC block was
found for the distribution of ERD based features, but for ERP
features no difference was found. This indicates that there is
variability in ERD features related to loss of control.

In this paper, we investigate the influence of a mental state
associated with loss of control on the performance of a BCI.
The difference between our study and [7] and [8] is that: 1)
we use an interleaved block design to control for effects that
manifest spontaneously over time, such as increasing fatigue,
changing temperature, drying gel on the electrodes, etc.; 2) we
use the same environment for training and evaluating the BCI
classifiers to minimize differences not related to LOC; 3) that
we use self-reported emotional ratings to validate the effect of
loss of control on the mental state; and 4) we test and correct for
confounding behavioral changes, such as changes in the force,
speed or order of the finger movements, and eye movements. In
the next sections we describe the methods, results, and discus-
sion followed by conclusions and directions for future research.

1534-4320/$26.00 © 2011 IEEE
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normal

Fig. 1. In normal condition, left button rotated player 90° counterclockwise;
right button rotated player 90° clockwise. In LOC condition, 15% of keyboard
input was ignored, and a visual lag was induced (not shown).

II. METHODOLOGY

To study the effect of loss of control (LOC), we designed a
Pacman game that periodically reduces the amount of control
the user has over his avatar. The EEG was passively recorded
during game play, and afterwards the offline performance of an
ERD and an ERP based classifier was used to assess the influ-
ence of LOC on the BCI performance. In the rest of this section,
we describe the data collection, the preprocessing and classifi-
cation of the EEG, and the evaluation method in more detail.

A. Data Collection

1) Pacman Game: A game was designed to induce a state
of LOC, with game play similar to the original Pacman game
[9]. The major differences with other Pacman games is that our
game periodically tried to induce a state of LOC in the user by
responding unreliably to the keyboard commands, which is a
proven method for frustration induction [10]-[12]. To simplify
(simulated) BCI control, the user input was reduced to a button
for the left index finger that turns Pacman 90° counterclock-
wise and a button for the right index finger that turns Pacman
clockwise.

2) Experiment Design: The LOC was induced in a random-
ized interleaved block design with experimental blocks of two
minutes. In one-third of these two-minute blocks LOC was in-
duced, in the other blocks the game play remained unmodified.
The LOC blocks were evenly distributed over the session by
building a series from shuffled sequences of three blocks (one
LOC and two normal blocks). In the LOC condition, we ran-
domly ignored 15% of the key strokes, resulting in a barely
playable game (see Fig. 1). In addition, the display occasion-
ally lagged in the LOC condition. After each block, the user
was asked to rate his mental state in terms of valence (plea-
sure), arousal and dominance (subjective feelings of control)
on a Likert-scale presented under the self-assessment manikin
(SAM) [13].

3) Experimental Procedure: Subjects were asked to read and
sign a form of consent and were subsequently wired with the
EEG and physiological sensors. The experimenter briefly ex-
plained the game and the self-assessment procedure. The subject
was allowed to practice the controls for two minutes before the
experiment was started. If users mentioned that the game was
unresponsive during the experiment, the experimenter asked
them to continue playing and promised to find the cause later.

629

After 30 minutes, the experimenter stopped the experiment and
the users were debriefed.

4) Sensors and Recording: A BioSemi ActiveTwo EEG
system was used to record the EEG and physiological signals
at a sample rate of 512 Hz. For EEG, 32 Ag/AgCl active
electrodes placed at locations of the Extended International
1020 system were used. To measure the influence of ocular
and muscular artifacts, we recorded the EOG (horizontal and
vertical pairs) and two pairs of EMG signals over the left and
right flexor digitorum profundus (the muscles used to press
with the index finger). Additional physiological sensors, such
as temperature, respiration, the galvanic skin response and the
blood volume pulse were recorded as well, but not used in the
present study!.

B. Preprocessing

The following preprocessing procedure was applied to re-
duce the influence of noise and artifacts caused by eye move-
ments and muscle tension: first the recording was downsam-
pled to 128 Hz to speed up processing. After downsampling,
the data was high-pass filtered using a fourth-order Butterworth
filter to remove frequencies below 0.2 Hz, and notch-filtered
using a fourth-order Butterworth filter from 49—51 Hz to remove
power line noise. The EEG was then corrected for eye move-
ments using a regression based subtraction method [14]. To
prevent noise from spreading to other channels, we performed
channel-level preprocessing before we applied the electrooccu-
lography (EOQG) correction and rereferenced the signals to the
common average reference (CAR).

C. Key Press Classification From EEG

Most motor imagery-based BCls are based on sensory-motor
rhythms, specifically the event-related desynchronization
(ERD) that occurs during both real and imaginary movement.
Because the ERD of real and imagined hand movement is
similar [15], we use real movement to train BCIs that predict
the movement from the EEG signal, since it provides a clear
ground truth and allows for a tighter controlled experiment. In
this section, we outline the classifiers used for detection of the
ERD and the ERP associated with the movements executed to
play the game.

1) ERD Features: The ERD classification was based on the
decrease in the Rolandic mu rhythm (8-12 Hz) and Rolandic
beta frequencies (peak around 20 Hz) on the contra-lateral
motor cortices that occurs when movement is initiated [16].
After preprocessing, we applied a sixth-order Butterworth
bandpass filter to extract the frequencies from 8-30 Hz, which
includes both the mu and beta rhythms. From the filtered EEG
we extracted windows of one second, centered on the moment
that key stroke was registered. Visual inspection confirmed that
an ERD did indeed occur in this period. For these segments we
trained subject-specific spatial filters with the common spatial
patterns (CSP) algorithm.

The CSP algorithm [17] finds a matrix W with spatial filters
that map the EEG into a new space with basis vectors that have
a high variance for the first class and a low variance for the

IThe recordings are available at http://borisreuderink.nl/perm/affpac/.
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second, and vice versa. Given the number of sensors s, and the
number of samples 2, W is an s X s transformation matrix with
the following property:

EVVXl =01 and E‘/VXI + EW/'Xz =1 (l)
where D is a diagonal matrix with decreasing values, I is the
identity matrix and Xy, is the channel covariance matrix of the
s x n EEG measurements matrix X for given class ¢. Rows of
W that correspond to a high value in DD have a high variance
(power) for the first class and a low variance for the second,
and vice versa. Because of this discriminatory property, the m /2
first and the m /2 last rows were kept to construct the final matrix
W with m = 6 spatial filters.

After applying the CSP algorithm, we calculated the variance
(which corresponded to the band power in the mu and beta band)
for each transformed channel, which resulted in m spatial band-
power features.

2) ERP Features: A less frequently used paradigm for clas-
sification of EEG related to movement is based on the Bere-
itschaftspotential (BP), a negative ERP related to movement ini-
tiation. The BP consists of an early phase beginning about 2 s
before the movement onset and a late phase with a steeper slope
400 ms before the onset [ 18]. We used the asymmetric distribu-
tion of the late BP over the scalp for classification of the later-
ality of the hand movements, which is known as the lateralized
readiness potential (LRP).

For the LRP classification, we used the same preprocessing
pipeline as used with the CSP classification up to the band-
pass filter. Instead, we applied an (fourth-order Butterworth)
low-pass filter at 10 Hz and again extracted windows of one
second centered on the moment of registration of keyboard
input. These trials were then transformed with a whitening
transform P which has the property that the transformed sig-
nals are uncorrelated, and have unit variance

Spx = PYXxPl =1 2)

With the eigenvalue decomposition ¥x = UAUT, we find

that
P=A 20T, 3)

After whitening with P, we downsample the signal by taking
every fourth sample point, resulting in an s x (e/4) feature
vector where e = 128 is the number of samples in a classifi-
cation window. Despite superficial differences, this method for
LRP classification is conceptually similar to the conventional
approaches for ERP detection, such as [19], [20], but does not
rely on time segment or channel picking.

3) Classification: The ERD and LRP features are used to
train a final linear support vector machine (SVM) classifier. The
SVM’s regularization parameter ¢ was selected with a separate
cross-validation loop on the two-minute blocks in the training
set.

D. Performance Measure

BClI classifiers are often evaluated by comparing their respec-
tive accuracies. This is problematic, as accuracies (or equiva-

lently, error rates) are hard to interpret when the prior probabili-
ties of the classes are unequal and/or variable. Furthermore, the
statistic does not take the time needed to perform a trial (key
press) into account. Due to our short inter-trial intervals (ITIs),
lower accuracies are to be expected for our BCIs than the ac-
curacies reported for more traditional BCI environments, where
multiple seconds are used to detect an imagined movement. De-
spite these drawbacks, we provide accuracy measures.

The information transfer rate (ITR) conveniently captures
the amount of information a user can communicate through a
(noisy) channel with an optimal encoding strategy. It does so
by combining the quality of and the time needed for the pre-
dictions. As such, the ITR is a better measure to evaluate BCI
performance. Note that different formulas to calculate the ITR
are used in the BCI literature, for example Wolpaw’s definition
in [3] is often used. This definition has a number of assumptions
that are often violated in practice, most notably the assumption
that all classes have the same prior probability. ITR based on
mutual information (MI) does not rely on these assumptions,
but the labels of the trials still need to be independent of each
other for a correct estimate of the ITR. Due to the need of fewer
assumptions, we use MI to measure the information contained
in the prediction of a single trial. The MI expresses the decrease
in uncertainty of a discrete variable ) (the true labels), given a
discrete variable Z (the predictions of the classifier)

O e TR (CYV I
I(2,)) = %1( y) log, p1(2) p2(y) @

where p(z, y) is the joint probability distribution and p; (z) and
p2(y) are the marginal probability distribution functions of Z
and Y. With the base-2 logarithm the reduction in uncertainty
is expressed in bits. We use the MI between the classifiers pre-
dictions and the ground truth as a second performance measure.
The joint and marginal probabilities in (4) are estimated by their
relative frequency of occurrence in the confusion matrix.

We calculate the third measure ITR R, in bits per minute,
based on the MI (4), and the median? inter-trial intervals
med (At)

I

R =60 med(At)’

)

As a fourth, and last performance measure, we use the area
under the curve (AUC) of the receiver operating characteristic
(ROC) [21] to express the ranking performance of the clas-
sifier. The AUC is equal to the probability that a randomly
chosen instance of the first class is ranked above an randomly
chosen instance of the second class; i.e., an AUC of 0.5 indicates
random performance, and an AUC of 0 or 1 indicates perfect
ranking ability. Like the MI, the AUC does not assume equal
prior probabilities.

Originally, we planned to use the Kullback-Leibler diver-
gence (KLD) as a measure of change in the feature distributions
as in [4], but the assumption that the features are normally dis-
tributed was violated heavily by both our ERD features (even

2We use the median instead of the mean because At resembles a Poisson
distribution.
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after log-transforming) and our LRP features. This made the es-
timation of the KLD infeasible due to the need for high-dimen-
sional density estimation.

E. Loss of Control Analysis

To analyze the influence of user frustration on the perfor-
mance of a BCI, we trained a BCI on normal blocks, and mea-
sured the difference in performance of the same classifier be-
tween unseen, normal blocks and unseen blocks from the LOC
condition. Because we could not assume that the distribution of
the EEG signal would remain stationary, training and evaluating
a BCI on samples uniformly spread over the sessions might lead
to an overestimation of the performance. In order to have a more
reliable measure of how an online BCI would perform, we there-
fore used a special evaluation scheme where complete experi-
mental blocks were left out for evaluation; the session consisted
of series permutations of three experimental blocks, two normal
blocks and a block with LOC simulation. For every three blocks,
we added the first normal block to the training set for the BCI
classifier. The remaining normal and LOC block were used for
evaluation. This way, the training data was spread over time,
but we still had independent blocks for evaluation. Note that
this evaluation was not symmetrical, since the classifiers were
trained on normal blocks but tested on blocks of both the normal
and LOC condition.

If there were any difference between the normal and LOC
conditions, we expected to find a lower performance on LOC
blocks compared to blocks with normal control, since the model
was optimized for a different distribution than the observations
it was evaluated on had.

F. Confounding Factors

To induce mental state change associated with LOC, we in-
tentionally degraded the quality of control. Behavioral changes
(e.g., repetitive and force-full keystrokes, and more frequent
gazing at the hands) might occur as a result of the method of
induction. Therefore, potential differences in BCI performance
might be caused solely by these changes in behavior. In this con-
text, behavioral changes are confounding factors and need to be
corrected for.

However, we cannot discern behavior caused by the method
of induction, and behavior caused by induced changes in the
mental state. Correcting for confounding factors could therefore
reduce the variation in mental state and lead to an underestima-
tion of the effect. Therefore, we performed our analysis both
with and without correction for confounding behavior.

Behavioral changes that we identify as confounding factors
are the inter-trial interval (ITI), the repetition of key strokes with
the same hand, the fraction of key strokes per hand, the force
used to press a key, and eye movements. The ITI can be con-
founding because the EEG is analyzed over a short period of
time; key strokes that follow each other quickly could lead to
masking of relevant EEG features, or worse, to the leaking of
label information from one key stroke to the next. Repetition of
strokes with the same hand might lead to increased performance
for the same reason. Force is a confounding factor because force
has an influence on the ERD [22]. Artifacts related to eye move-
ments are known to have a profound influence EEG analyses,
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TABLE I
STATISTICS OF CONFOUNDING VARIABLES. REPETITIVENESS (SECOND
COLUMN) AND LOG-EMG POWER (LAST COLUMN) DIFFER SIGNIFICANTLY
BETWEEN CONDITIONS. EMG POWER IS MAXIMUM POWER IN INTERVAL
[—0.2.0] s. START AND END OF ARROW SIGNIFY MEAN VALUE IN
NORMAL AND LOC CONDITION, RESPECTIVELY

log At p(yt =yt—1) logpow. EMGL log pow. EMG R
SO 048 — -036  0.51 — 0.59 131 — 1.21 1.08 — 1.15
S1 -0.51 = -0.53  0.54 — 0.59 2.70 — 2.60 2.04 — 2.17
S2 -0.54 — -0.59 0.50 — 0.52 2.65 — 2.58 2.51 — 2.46
S3 -0.47 — -0.61 0.56 — 0.54 1.99 — 1.88 2.15 — 231
S4 -0.46 — -0.55  0.53 — 0.58 3.14 — 335 1.76 — 1.86
S5 046 — 044 0.56 — 0.60 270 — 2.56 4.06 — 3.91
S6 -0.46 — -0.48 0.55 — 0.55 2,11 — 2.55 2.14 — 247
S7 -0.40 — -0.55  0.58 — 0.56 1.70 — 1.71 2,13 = 2.14
S8 037 — -044 047 — 0.56 2.89 — 295 294 — 3.02
S9 -0.58 — -0.55 045 — 0.54 3.02 — 3.08 2.01 — 2.06
S10 -0.58 — -0.44 047 — 0.53 243 — 242 2.52 — 2.55
S11 045 — 042  0.52 — 0.58 3.01 — 2.86 297 — 3.13
mean  -0.48 — -0.50  0.52 — 0.56 247 — 248 2.36 — 2.44

Wile. T=32, p=0.583 T=6, p=0.010  T=31, p=0.530  T=12, p=0.034

but these were already removed by the EOG regression method
during preprocessing.

To correct for the confounding factors, we used multivariate
frequency matching. Frequency matching involves stratifying
the distribution of the confounding variable and drawing sam-
ples such that the number of samples within each stratum is the
same per condition [23]. In our case, the multivariate distribu-
tions of the previously described confounding variables in the
normal and LOC conditions were matched.

These confounding factors were quantified as follows. To
quantify the ITI, we used the logarithm of the difference in sec-
onds between consecutive trials. The key stroke patterns were
modeled with a discrete bivariate distribution of the label of the
current and previous trial. For force, a bivariate distribution of
the log-transformed electromyography (EMG) power was used.
To calculate EMG power, the procedure outlined in [24] was
used: 1) apply a high-pass filter with a cutoft of 30 Hz; 2) apply
the Hilbert transform to extract the envelope of the signal; and
3) apply a low-pass filter with a cutoff of 40 Hz to smooth the
signal.

A multidimensional histogram with regularly spaced bins
was used to extract strata for frequency matching: four bins
were used for log ITI, 2 x 2 bins were used for label patterns,
and 5 x 5 bins were used for log EMG power for index fingers.

G. Statistical Tests

Comparisons over subjects were performed using Wilcoxon
signed-rank tests, on paired values for both conditions per each
subject. This test is a nonparametric alternative to the commonly
used paired Student’s t-test, which could not be applied because
the t-test’s assumptions that the measurements are normally dis-
tributed and have equal variances do not hold for classification
performance [25]. We used a significance level o« = 0.05 for all
tests presented in this paper.

The over-subjects analysis tests for group effects. In addition,
we performed a more sensitive meta analysis that combines the
within-subject p-values to test for individual differences. It com-
bines the p-values of different subjects to reject the combined
null hypothesis g, that states that each of the individual null
hypotheses is true. The combined alternative, H 4, is that at least
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plot shows EMG power of left bipolar channel for left index-finger presses, bottom plot shows EMG power for right hand movement measured with right bipolar

channel.

one is not true. For this purpose, Fisher’s method was suggested
in [26] for combining p-values

k
X7 =-2) log,p; (6)
i=1
where p; is the p-value for subject . When the null hypotheses
are all true, and the p;’s are independent, X 2 follows a y?2 dis-
tribution with 2k degrees of freedom.

III. RESULTS

A. Subjects

Twelve healthy users (age 2743.9) participated in the experi-
ment. All participants had normal, or corrected to normal vision,
and reported not to use medication. Only three of our subjects
were female, and all subjects were right-handed. Most partici-
pants had some video game experience, and four subjects had
previous experience with BCls.

B. Self Assessments

To verify the induction of changes in the mental state, we ana-
lyzed the self reported emotional ratings of the SAM. Most sub-
jects rated the LOC condition more negatively than the normal

condition, over subjects this difference was significant (T =
3,p < 0.01). While we expected to find a trend towards more
arousal in the LOC condition, there was no significant difference
(T = 23,p = 0.26). The dominance dimension, which mea-
sures the amount of dominance, or control they have on their
environment, indicate that people seemed to be significantly
(T = 3.5, p < 0.01) more in control in the normal condition.

C. Confounding Behavioral Differences

In this section, we describe the analysis of the characteris-
tics of the user’s behavior, as it might have a confounding in-
fluence on the BCI performance. Both differences in the ITI,
and the pattern of consecutive key strokes, can indicate a con-
founding behavioral change. The per-subject statistics for these
confounding factors are presented in Table I. For the log ITI,
we see an insignificant tendency to shorter intervals between
key presses in the LOC condition (see also Fig. 2). The proba-
bility that a key press is made with the same hand is significantly
higher in the LOC condition. This can be caused by increased
repetition, by increased imbalance of the class ratios, or a com-
bination thereof. Nevertheless, it indicates a significant behav-
ioral change.
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Fig. 4. Vertical eye movement (first row) show downward eye-gaze just after a key stroke at# = 0. Horizontal bipolar EOG channel is rather uneventful, only for
right hand movement (last column) does there appear to be a delayed reaction to key press, first negative (looking left) then positive (looking right). Dashed lines
indicate standard deviation. There is no significant difference (16 point Bonferroni corrected Wilcoxon signed-rank test over subjects) between normal (black) and

LOC condition (red).

TABLE II
INFLUENCE OF LOC ON CSP CLASSIFIER IS SHOWN BELOW, WITHOUT CORRECTION FOR CONFOUNDING FACTORS. STAT AND END OF ARROW
INDICATE MEDIAN PERFORMANCE FOR NORMAL AND LOC CONDITION RESPECTIVELY. p-VALUE OF MANN-WHITNEY U TEST ON PER-BLOCK

PERFORMANCE IS DISPLAYED ABOVE ARROW. ROW DENOTED WITH “WILC.” SIGNIFIES OVER-SUBJECT COMPARISON WITH WILCOXON SIGNED

RANK TEST. ROW DENOTED BY “FISH” PRESENTS RESULTS OF COMBINING ONE-SIDED p-VALUES FOR INCREASE IN PERFORMANCE

Accuracy AUC MI ITR
S0 0679 2225 0736 0759 2228, 0843 0.110 22222 0193 11.680 22222, 13763
s 0599 22228 0618 0616 222 0652 0.021 222 0041 2.601 2225 4505
p=0.92 p=0.62 p=0.77 p=0.92
s2 0619 22222 0555 0543 2222, 0578 0.001 22270 0000 0.088 22222, 0.025
$3 0474 22213, 0519 0466 2222, 0518 0.004 2222 0003 0452 22277, 0338
p=0.92 p=0.92 p=0.77 p=0.77
s 0519 22222 0507 0549 22222, 0506 0.002 22277 0003 0.224 22277, 0351
s5 0741 222220750 0828 2222 0832 0.167 22222 0188 15.616 2222, 20.297
p=0.65 p=0.86 p=0.59 p=0.59
s6 0538 2220 0509 0543 22255, 0520 0.003 22252 0006 0.302 22222, 0.664
s7 0544 22219 0600 0.565 2222 0657 0.005 2221% 0027 0.532 22295, 3082
p=0.34 p=0.34 p=0.48 p=0.48
s8 0542 P22 0581 0.556 2= 0589 0.004 222255 0010 0.366 22225, 1.035
s9 0735 22215 0768 0797 22215 0830 0.160 22215 0218 18.879 P05, 04 404
p=0.35 p=0.48 p=0.35 p=0.35
S10 0612 2223, 0582 0670 22225 0651 0.046 22225 0018 5611 2225, 2108
p=0.34 p=0.95 p=0.95 p=0.64
SI1 0608 222 0553 0504 222, 0509 0.020 2222, 0023 2371 22254, 5 059
mean 0.601 — 0.608 0.624 — 0.651 0.045 — 0.061 4.893 — 6.062
Wile.  T=31.0, p=0.530 T=12.0, p=0.034 T=14.0, p=0.050 T=17.0, p=0.084
Fish. p=0.123 p=0.078 p=0.259 p=0.222

The temporal development of the EMG signal is displayed
in Fig. 3. An increase in the EMG power is visible just before
the stroke is registered, and a much weaker increase is visible
when the key is released. Most of the activity is registered in the
interval [—0.2, ()] s relative to the registration of the key press.
We used the maximum EMG power in this interval to estimate
the force used to press a key (see Table I). Movements with the
right index finger produce significantly more EMG power in the
LOC condition.

Although we remove (most) of the influence of the EOG
signal form the EEG, it is interesting to look at the user’s gaze
and blink behavior during a key press (Fig. 4). We can see that
users tend to look at their hands 200 ms after a key press, which
is most visible in the vertical EOG, and at 300 ms, the vari-
ability of the vertical EOG signal seems to increase. This might

be caused by eye blinks or an adjustment to the new movement
direction of the avatar in the game.

In summary, our behavior analysis has shown that the normal
and LOC-conditions are very similar in the timing, the pre-
dictability of the key strokes, the amount of force used to press
the keys, and in eye movements. However, there is a small but
significant increase in repetition of the same movement, and a
small significant increase in the force used with the right hand.
After balancing the confounding variables and their interac-
tions, on average 25% of the original trials were removed.

D. Impact of LOC on BCI

To investigate the influence of LOC on the BCI performance,
we trained the ERD-based and the ERP-based classifiers on
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TABLE III

INFLUENCE OF LOC ON CSP CLASSIFIER IS SHOWN BELOW, WITH CORRECTION FOR
CONFOUNDING FACTORS ENABLED. PLEASE REFER TO TABLE II FOR EXPLANATION

Accuracy AUC MI ITR
s 0678 222 0667 0718 2225, 0785 0.094 22252, 0056 7.370 2225, 4896
p=0.05 p=0.09 p=0.05 ~ p=0.09
St 0543 2229, 0646 0572 2229 0686 0.007 2222 0063 0.734 2222, 6751
s2 0640 2=1%% 0626 0558 22202 0548 0.009 2=21% 0002 0.825 22227, 0.165
p=0.62 p=0.62 p=0.77 p=0.62
$3 0541 222920553 0483 2222, 0514 0007 22270 0005 0.482 22252, 0450
p=0.19 p=0.77 p=0.92 p=0.92
s 0569 =219 0530 0572 2227 0536 0.013 22222, 0008 1.416 2222, 0.769
p=0.77 p=0.62 p=0.77 p=0.77
s5 0 0753 2227 0743 0857 22202, 0821 0198 22270 0180 14.086 22277, 15423
s6 0532 22221 0558 0498 222 0579 0004 2=22% 0011 0.308 222, 0.874
s7 0549 =22 0577 0613 2222 0623 0010 2222 0015 0.964 2227, 1534
s8 0543 220" 0605 0549 2222 0583 0.002 22222 0017 0.166 22222, 1.394
s9 0687 2222, 0740 0783 2222 0833 0.086 22 0162 8770 22215, 16.045
p=0.05 p=0.82 p=0.24 p=0.35
S10 0.658 2%, 0617 0676 22222 0673 0054 2224 0035 4888 2225, 3447
SI1 0585 222, 0551 0.615 22200 0544 0.021 222225 0005 1.320 22215 0366
mean 0.606 — 0.618 0.625 — 0.644 0.042 — 0.047 3.445 — 4318
Wilc. T=31.0, p=0.530 T=27.0, p=0.347 T=35.0, p=0.754 T=35.0, p=0.754
Fish. p=0.237 p=0.050 p=0.063 p=0.047
S2 LR-N S4 LR-N S5 LR-N S6 LR-N S10 LR-N

S7 LR-N S8 LR-N S9 LR-N
N e 2

=

S11LR-N

S9 cond

=

S10 cond

Fig. 5. These scalp plots display the difference between left and right hand movement in normal (first row) and LOC condition (second row), and the difference
between normal and LOC in the last row. Color encodes AUC-ROC ranking performance of 8—30 Hz band power at specified location; red indicates a positive
rank correlation with target class (right hand for the first two rows, or LOC in the last), blue a negative correlation. Conditions were corrected for confounding
factors with frequency matching. Most subjects display a more pronounced spatial activation in LOC condition.

blocks from the normal condition, and compared the perfor-
mance on unseen normal blocks with the performance on blocks
from the LOC condition. Please refer to Section II-E for more
information on this procedure.

The performance of the CSP-based features classifier on the
normal and LOC blocks without correction for confounds is dis-
played in Table II. The single trial detection accuracy may seem
rather low (60%), but this is similar to the accuracies obtained
in other studies that use short ITIs, such as [7]. This was also
reflected in the mean ITR of 5.5 bits per minute, which is com-
parable to the ITRs obtained by naive users with motor-imagery
based ERD BCIs. Despite this low recognition rate, the ERD
BCIs performance did significantly increase in the LOC condi-
tion for the AUC and MI measures.

When correction for confounding factors was performed, the
results were different (Table III); the over-subject differences
disappeared, but there were more significant within-subject
differences in sometimes opposing directions. Combined with

Fisher’s method, the one-sided p-values for a within-subject
increase in performance was significant for both AUC and
ITR. This indicates that at least one individual increase in
performance was significant at the o = 0.05 level.

The spatial distribution of the movement related ERD is
shown in Fig. 5. Subjects SO, S1, S5, S9, and S10 do display
the prototypical ERD on the motor cortices. Remarkably, these
activations are more pronounced in the LOC condition (second
row), which supports the observed increase in performance.
Note that the CSP classification is based on covariance of the
EEG channels, while in this figure only the variance is shown.

In contrast to the ERD-based classifiers, the LRP classifiers
had a constant high performance with a minimum ITR of 11.6
bits per minute. Furthermore, they did not seem to behave differ-
ently in the LOC condition, not with (Table V) and not without
correction for confounding factors (Table IV). Visual inspection
of the classifier’s weights confirmed that the most discrimina-
tive features were located on the motor cortices, i.e., the BCI
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TABLE IV
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INFLUENCE OF LOC ON ERP CLASSIFIER IS SHOWN BELOW, WITHOUT CORRECTION FOR CONFOUNDING FACTORS. PLEASE REFER TO TABLE Il FOR EXPLANATION

Accuracy AUC MI ITR
so 0765 22273 0747 0824 2229, 0812 0223 22204 0179 24349 P2028, 47575
p=0.34 p=0.64 p=0.23 p=0.34
s 0802 2224 0758 0.866 2224 0823 0282 22223, 0195 32.838 2224 20 092
s2 0726 22227 0750 0790 22222 0800 0.142 =202 0154 16.269 22227, 18,677
s3 0711 2227 0724 0779 22252 0788 0133 2227 0130 11.719 2227, 16195
s 0692 22222 0714 0767 2227, 0803 0.096 2222 0110 11.672 222, 11882
p=0.77 p=0.92 p=0.92 p=0.62
s5s 0720 2227 0715 0.800 22222, 0700 0.142 22222 0136 14.584 22252, 15041
s6 0703 22215 0726 0766 22215 0789 0.116 22212 0155 13.460 2222 16.812
p=0.77 p=0.62 p=0.77 p=0.62
s7 0772 22277 0778 0.833 22252, 0857 0225 22277 0234 23.515 22252, 26844
s8 0702 222%% 0742 0778 22290, 0830 0.121 2=2%% 0175 10.529 2222, 18768
so 0831 22228, 0785 0.886 222 0873 0328 22225 0046 38.768 P22, 29488
p=0.82 p=0.95 p=0.82 p=0.95
$10 0704 22252, 0701 0790 2225, 0783 0.120 =22, 0120 14.146 2225, 14663
sit 0835 2223 0843 0931 2228 0001 0344 P20 0375 41.508 22281, 38085
mean 0.747 — 0.749 0.818 — 0.823 0.190 — 0.185 21,115 — 205
Wile.  T=32.0, p=0.583 T=30.0, p=0.480 T=36.0, p=0.814 T=37.0, p=0.875
Fish. p=0.546 p=0.197 p=0.570 p=0.350
TABLE V
INFLUENCE OF LOC ON ERP CLASSIFIER IS SHOWN BELOW, WITH CORRECTION FOR
CONFOUNDING FACTORS ENABLED. PLEASE REFER TO TABLE II FOR EXPLANATION
Accuracy AUC MI ITR
so 0710 2225, 0730 0800 22204 0820 0.134 22205 0164 11,145 222, 9779
st 0810 22215 0777 0870 22228 0854 0295 22215, 0033 28.990 22222, 19258
s2 0720 2222 0746 0792 2227 0801 021 22202 0127 12,031 2227, 12,806
p=0.77 p=0.62 p=0.92 p=0.27
3 0716 =27 0702 0763 2222 0766 0.133 22203 0134 9.135 22227, 11983
p=0.62 p=0.77 p=0.77 p=0.37
s4 0696 222920707 0759 =270 0787 0010 22270 0133 12.860 22227 13445
p=0.77 p=0.92 p=0.27 p=0.92
$5 0640 2227 0649 0729 222020735 0094 22220 0071 7364 22202 6853
p=0.47 p=0.86 p=0.47 p=0.72
s6 0671 2221 0605 0769 222250760 0086 2220 0124 6.197 2222 7.992
s7 0730 222920733 0824 2207 0811 0174 22222 0164 15.149 22292, 15587
s8 0709 2222 0799 0777 22292, 0847  0.106 2222 0265  9.679 2222, 21.099
S9 0845 2222 0803 0925 22222 0874 0379 22225, 0078 35203 2223, 99 589
s10 0.671 22222, 0688 0764 2222 0765 0089 =252, 0099 7261 22235, 9269
sit 0835 2228 0800 0921 22224 0883 0350 22BN 0331 23343 P22 96031
mean 0.730 — 0.738 0.808 — 0.809 0.173 — 0.177 14.871 — 15.3
Wilc. T=31.0, p=0.530 T=38.0, p=0.937 T=36.0, p=0.814 T=28.0, p=0.388
Fish. p=0.392 p=0.484 p=0.456 p=0.162

was based on brain activity. The increase in performance for
S8 was probably a false positive, since the combination over
subjects with Fisher’s method was not significant.

IV. DISCUSSION

We successfully induced a negative mental state with lack of
feeling of control in the LOC condition, as shown by the sig-
nificant differences in the SAM ratings. The performance of
our ERD classifier improved significantly in the LOC condi-
tion. However, we did find small differences in the statistics of
known confounding behavior. After correcting for these factors,
there were still differences in the performance of the CSP-based
BCI. This difference in performance was probably caused by a
change in feature distribution associated with the change in the
mental state of the subject.

The correction for confounding statistics could have reduced
the contrast between the experimental conditions, since changes
in behavior and emotional state are interrelated and the behav-
ioral changes were removed. This might explain why the over
the over-subjects effect disappeared. After correction, more
within-subject differences became significant, sometimes in
opposing directions. While correcting for confounding factors
was necessary to exclude the possibility that the effects depend
solely on the LOC induction method, the results without cor-
rection are more ecologically valid, since increased effort and
repeated attempts to perform the same action are to be expected
when the BCI fails.

It is surprising that the same ERD classifier predicts the labels
of data from a different distribution significantly better than it
predicts labels of the data with the distribution it was trained
on. The significant differences in the AUC values indicates that
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the improvement in the LOC condition cannot be simply ex-
plained by a bias shift, since that would not account for im-
proved ranking of trials. This suggests that the ERD feature dis-
tributions of the two classes move away from the classifier’s
hyperplane in the LOC condition.

Our findings for the ERD classifiers contradict the findings
presented in [7], where a decrease in performance for the LOC
condition was reported. On ERP classification the studies do
agree; [7] reports no significant difference, and also in our
study no significant effect was found for LRP classification.
The differences between our study and [7] for ERD classifica-
tion could be caused by several differences in the experimental
setup: 1) our ITI is about half the ITT used in [7]; 2) we did
gather training and evaluation data in the same environment
with the same user tasks; 3) our subjects were not informed
that the system would respond incorrectly; and 4) unlike [7],
we show that the performance differences between the two
conditions were not (fully) caused by behavioral differences.
But both our study and [7] do agree that LOC has a profound
influence on the ERD features.

V. CONCLUSION AND FUTURE WORK

In this experiment, we simulated a nonresponding BCI con-
troller to study whether associated changes in the users mental
state have an influence on the BCI performance. The self-re-
ported emotional ratings confirmed that the loss of control
(LOC) condition induced a more negative, and less dominant,
mental state. These different mental states were accompanied
by minor behavioral changes for which we corrected. Contrary
to our expectations, we observed a significant performance in-
crease during the LOC condition for the ERD-based BCIs. For
the ERP-based BCIs, we found no change in performance. The
image that we sketched in the introduction of a BCI spiralling
completely out of control appears to be an illusion. However,
the difference in performance demonstrates that variabilities
in the feature distributions related to LOC do in fact exist and
could be more dire under different circumstances.

For future work, a logical next step would be the investigation
of the origin of the increase of performance for ERD classifiers.
We suspect that it might be related to a shift in attention from
the game context during normal play to the movement of the
hands in the LOC condition. Since the strength of the beta band
ERS is related to attention in constant isometric force motor
tasks [27], an increase of attention on the motor task in the LOC
condition could result in more pronounced beta ERD/ERS, and
indirectly in better classification results. This would form an
interesting hypothesis for a follow-up study. Related is also the
study presented in [28] that shows a pronounced beta rebound
when the observed movement does not match the movement the
user was supposed to execute.

The recordings from our current experiments could also be
analyzed for correlates with emotions, as we already have self-
reported emotions for every two-minute block in the experi-
ment. The first steps in this direction have been taken in [29].
The recognition of emotions from EEG would be immensely
valuable to both locked-in patients—who would otherwise have

to verbalize their mood using other means, such as the P300
speller—and healthy users.
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