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Science, technology, engineering, and mathematics (STEM) is rapidly transitioning to STEAM, which is the integration
of the arts and design into the sciences. This transition is due to the need of adapting creativity in the sciences and
engineering fields. This demonstrates the growing importance of the arts contribution towards the sciences in various
ways. An area where art shows promise is in brain-computer interfaces. In this paper, we propose a definition for artistic
brain-computer interfaces (artistic BCI) from a passive BCI perspective. We defined its composition in four fields:
human-computer interaction, neurophysiology, art, and computing. This definition is based on the user’s state stimulation
and expression and how art could help us and the end user understand the user’s affective state. We also discuss its
applicability towards different areas and how these areas can benefit from artistic BCI.
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Introduction

A brain-computer interface (BCI) is a direct communica-
tion between the brain and a neurophysiological device.
BCIs are adapted to manipulate machines’ actions cogni-
tively and to measure and identify the affective and cog-
nitive state of the user. BCI was introduced for the first
time by Jacques Vidal in 1973.[1] Since its introduction,
it has been traditionally researched in the medical field
with the focus on developing assistive technologies for
people with disabilities. BCI is constructed of three main
categorizations: passive BCI, active BCI, and reactive
BCI.[2]

• Passive BCI: it uses the user’s brain activity output
to distinguish the user’s affective/cognitive state for
the purpose of enriching the human-machine
interaction. It does not concentrate on voluntary
control.

• Active BCI: it is the use of the user’s brain activity
output for controlling an application or various
types of machines. This is independent from exter-
nal events; therefore, it is not based on stimulations
caused by external variables.

• Reactive BCI: it is similar to active. In this case,
the user’s brain activity output for controlling an
application or machine is dependent on external
events.

In recent years, the explosion of ubiquitous non-
invasive BCI devices (Figure 1) has helped non-clinical
researchers implement BCI methodologies in the field of

human-computer interaction (HCI) with a focus on
designing, developing, and evaluating human-centric
applications for users without mental or physical disabili-
ties. Furthermore, HCI researchers have become more
interested in the use of BCIs due to their potential to
help the researchers understand how the human brain
behaves in various events. With help from non-medical
researchers, designers, and developers, BCI applications
have expanded from medical applications to applications
for entertainment, non-neuroprosthesis and non-medical
device control, and measurement/enhancement of hedo-
nic experiences. BCI may consist of several activities:

• the measurement and processing of the user’s brain
activity with a neurophysiological device;

• the translation of brain activity to affective and
cognitive states (user-state monitoring);

• the adaptation of a system based on a user’s brain
activity;

• changes to the physical or virtual environment
based on a user’s state;

• the translation of brain activity towards user’s
intention for device control;

• the evaluation of existing systems based on the
user’s behavior and brain activity.

Many of the major aforementioned activities are a
reflection of the meaning and purpose of affective BCI.
Affective BCI focuses on the understanding and manipula-
tion of the user’s affective state through a non-invasive
wireless/non-wireless wearable neurophysiological device.
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This includes the understanding of human nature,
behavior, interaction with the physical and virtual worlds,
decision-making, perception, memory, engagement, and
others.[3] The human affective states are gathered from
different brain areas: amygdala, insula, pre-frontal/frontal
cortex, and the anterior cingulate gyrus. In the field of
HCI, researchers can create (this involves the design and
development process) applications that benefit from the
ability to detect the user’s affective state. The detection of
the user’s affective state could help researchers improve
their systems to elicit a positive emotional state. For exam-
ple, the measurement of the levels of engagement when
the user is interacting with an application can aid towards
the identification of the strengths and weaknesses of the
application. Certain interactions may trigger a drop in
engagement for the users; this may be implied as the
weakness that needs to be redesigned.

In this paper we define artistic BCI from a passive
BCI perspective, the elements it consists of, and how it
could be applied across different areas such as gaming,
wearables, user to user telecommunication, smart homes,
the workforce, entertainment, human-robot interaction,
and education. We describe how artistic BCI can be used
as a stimulus and/or as an expression through these
areas. This paper also presents general information about
artistic BCI from both passive and active BCI perspec-
tives, but will focus on passive BCI through the different
applications and by providing unique examples different
from [4].

Artistic brain-computer interfaces

Artistic BCI applications were introduced years before
assistive BCIs. In 1965, the American composer Alain
Lucier, of experimental music and sound installations,
composed the ‘Music for Solo Performer’. This composi-
tion was performed in real time using his electrical brain-
waves through electroencephalographic (EEG) channels.
His composition was based on amplified alpha rhythm. It
was mentally controlled, which enabled the control of
percussion instruments. As early as the 1970s, in artistic
explorations of EEG brain activity measurements we
often see artists exploring the brain activity patterns of
two users or more to create a playful application or a

piece of art using BCI input.[5] Figure 2 is a good
example of an artistic representation of the brain. An
example of utilizing artistic BCI with images similar to
this is by correlating each color to a different affective
meaning. The areas with an increased number of rays
going outward in the image could map the intensity of
the user’s affective state.

Artistic BCI is a form of affective BCI that focuses
on the understanding of the user’s affective state through
artistic forms. In 2013, Gürkök and Nijholt introduced
and formalized the idea of artistic BCIs and its three cat-
egories: audification/visualization, musification/anima-
tion, and instrument control. They provided examples of
previous work based on EEG devices that can relate to
artistic BCI and their components. They also provided
recommendations on how to develop artistic applications
using affective BCIs.[4] We used this paper as motiva-
tion and gathered the presented knowledge of previous
work in affective BCI and other areas to provide a for-
mal definition for artistic BCI. Examples of how artistic
BCI can be applied in different application areas are also
presented.

Artistic BCI from a passive BCI perspective can be
defined as a visual and audial representation of the user’s
affective state identification. It can take the form of a
stimulus or a user’s affective expression. The stimulus is
used to elicit the user’s affective state from negative to

Figure 1. Current wearable BCI devices (from left to right): OpenBCI 3D printed EEG headset, Emotiv EPOC, Emotiv Insight,
Interaxon Muse, Neurosky Mindwave, Melon.

Figure 2. Visualization example of a brain. This image is
taken from http://www.theverge.com/2015/3/11/8,190,681/well
come-images-science-photography-2015.
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positive and help them keep a positive emotional state.
The stimulus can take the form of a sound, music, video,
picture, or anything that affects the user’s state. The ex-
pression is the representation of the user’s state visually
or through a type of audio where the corresponding user
and others are able to see visually or hear how the user
is feeling. It also serves as assistance that helps users see
how others are feeling when interacting with them or
other entities. These forms of artistic BCIs will be
explained further in the areas as examples. It can be said
that artistic BCI consists of three major components:

• a visual or audial representation of the user’s affec-
tive and cognitive state;

• conversion of the brain signals to control com-
mands for virtual and real artistic instruments; well
adapted implementations of control are motor ima-
gery, event-related potential (ERP) (i.e. P300), and
steady-state visually evoked potential (SSVEP);
These serve as different methods of control;

• the use of the brain rhythms to compose sound and
draw visualizations; this does not serve as the rep-
resentation, but as the control.

Artistic BCIs are also a way to create art for physical
and virtual environments through cognitive control using
a BCI. Artistic BCI may consist of four major fields
(Figure 3): art, HCI, computing, and neurophysiology.
These fields contain knowledge and tools, which can
help the field of artistic BCI progress and become more
established. Through art, design principles such as how
people perceive various colors and shapes are studied.
Neurophysiology helps us understand more about how
the human brain functions through different events and

conditions. HCI provides knowledge about how
applications can be usable for humans to enrich the user
experience and facilitate their lifestyle. Computing is the
area used to apply the principles of the other three fields
in order to build efficient applications.

Implementation of artistic BCI across different
application areas

Artistic BCI can be implemented in the different afore-
mentioned forms (expression and stimulus). The exam-
ples provided in this section were inspired by the
statement presented by Gürkök and Nijholt:

‘If art means to express emotion, then through art we
might understand what emotion we are experiencing. If
this is the purpose, then it might be desirable that the
produced art piece is a simple one and interactive one so
that the artists can understand the relation between their
inner state and influence on the product.’[4]

Every provided example assumes a user is wearing a
BCI, either EEG or a functional near-infrared spec-
troscopy (fNIRS) technology. Also, in some cases, we
assumed the BCI devices are robust enough for both sta-
tionary or on-the-go tasks, although currently they need
improvement. The examples provided below may also
serve as start-up ideas of different artistic BCI applica-
tions that may be researched.

Gaming

There have been several debates as to whether video
games are or are not considered art. Aaron Smuts, the
author of ‘Are Video Games Art?’ supports the notion
that they are. In his article, he offers many reasons to
support his claim, including the fact that there are clear
thematic continuities between video games and the his-
tory of Western literature as well as the fact that games
share expressive goals with other recognized forms of
art.[6] In [7] a theory is developed where video games
are seen as aesthetic objects, which supports the claim
that video games are a type of art.

Museums like the Museum of Modern Art (MOMA)
in New York, USA, have started to incorporate video
games such as Pacman (Figure 4) as a showcase. In
2013, at the Human Factors in Computing Systems Con-
ference, also known as the Computer-Human Interaction
(CHI) conference, Paola Antonelli, the Director of
MOMA, explained that video games are a form of inter-
action design and therefore may be a form of art. She
expressed the idea that design is a higher form of
creative expression. Video games allow gamers to be
creative when competing with other gamers or when
solving puzzles to pass an obstacle. We should ask our-
selves, if design is a form of art and video games are aFigure 3. The four major fields that constitute artistic BCI.
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form of interaction design, are not video games a form
of art by nature?

In video games, stimulus and expression are evident.
The graphic’s color of the game can serve as a stimulus
to get the gamer’s state to fit the theme of the mission.
For example, Figure 5 shows the movie Her, in which
the actor plays a video game where his living room is
immersed in the video game. The lighting of the game at
that current time is green, not for any particular purpose.
From an artistic BCI view, the gamer wears a BCI
device and transmits the affective state to the game; the
graphic’s colors can change to stimulate the affective
state to fit the theme of the mission and have a more
realistic gaming experience.

Researchers are looking at improving BCI as a
method of interaction for gaming. Most of the current
work is on using brainwaves to control the virtual char-
acters in video games.[8,9] There has also been work on
game-like applications that allow users to paint through
active BCI.[10] In the future, affective data can be used
to affect how the game is actually visually rendered. If
gamers are wearing a BCI device while playing video
games, the representation of the graphics (color inten-
sity) could be determined by their affective state to either
represent it or attempt to mediate their current state. If
gamers are sad, the color selections for the environment
represent the user’s emotion. Additionally, the weather
conditions in the game could reflect their affective state.
For example, when the gamers are experiencing anger,
thunderstorms may be a good representation of their
emotion. This would be an interesting application in
multi-player online games, where the gaming environ-
ment is based on the host’s affective state. When gamers
are playing games like Grand Theft Auto, during online
multiplayer missions, the session host can set the
weather conditions. In the game, the lighting of the game
can be changed to a sunset, rain, snow, or really sunny.
This is a similar idea, except the condition will be set
based on affective data and not manual selection. In
addition to the environmental changes, affective data
could influence the appearance of a user’s avatar. A good
example of shape-shifting avatars based on the user’s
affective state is the Alpha World of WarCraft (WoW).
WoW is a massive-multiplayer online roleplaying game
designed and developed by Blizzard Entertainment. The
affective edition of WoW allows the avatar to shape-shift
based on the user’s alpha activity. When the user is agi-
tated, the avatar takes the form of a bear and shows its
eagerness to fight, whereas when the user is relaxed, but
alert, the avatar shape-shifts to a mentally adept night
elf.[11]

Many games on the market now allow players to dic-
tate the demeanor and attitude of their avatars. Instead of
selecting an arbitrary demeanor once, using affective data
could offer close to real-time representation of the play-
ers’ true demeanor. Imagine two people are playing an
intense online game; players may be interested to know
when their opponent gets angry, flustered, or even confi-
dent. This type of feedback is currently given to users
through the ability to verbally communicate, if they
choose to enable their microphones and interact with
each other.

Wearables

Electronic devices that are body-worn are known as
wearables. They take various forms: wristband, head-
band, jacket, shirt, helmet, glasses, and more. Some
researchers have even explored ‘Beauty Technology’,

Figure 4. Pacman video game. This image is taken from
http://www.fashionforwardtrends.com/man-of-the-moment-pac-
man.

Figure 5. Gamer immersed in the video game. This image is
taken from http://www.feelguide.com/2014/10/06/that-stunning-
video-game-from-the-movie-her-will-soon-be-a-reality-thanks-to-
microsoft/.
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which hides electronic components in existing beauty
products such as temporary tattoos, conductive makeup,
and acrylic nails.[12] They are adapted for various types
of events. Aside from the obvious fact that a BCI device
could itself be considered a ‘wearable’, there is an
opportunity for a deeper relationship where other wear-
ables use the power of a BCI device. Visualization is an
important component for many wearables and is a form
of art. Projects like [13] are using affective data to create
a ‘mood-ring’-like bracelet. The bracelet’s LEDs light up
in different colors based on the user’s current emotional
state. The purpose of the bracelet is to help users regu-
late their emotional state. This idea could be expanded
to other jewelry items as well as clothing. Wearables
with emotional intelligence can be used to inform the
wearers about themselves or to communicate their emo-
tional state to others (Figure 6). In either case, the use of
colored lighting is an artistic representation of affective
data.

Wearables are a great way to explore interesting chal-
lenges in the data visualization space, particularly the
challenges associated with visualizing emotion and affec-
tive data. One of the motivating factors for [13] was that
‘Current neurofeedback interface devices are not
designed to be used on a daily basis and are not consid-
ered user-friendly’. The authors in [13] also mention the
media equation theory,[14] which states that the way
people interact with media and with other people is
based on the same principles. This was a justification for
using media in the form of a light on the bracelet to
encourage engagement and understanding of one’s own
emotion. Wearable technology integrated into clothing
could also benefit from artistic BCI. Sharing affective
data with these wearables could provide a stylish way
for users to express their affective state. To achieve this,
art could be displayed on screens attached to clothing.
These screens could be used to reflect the user’s state.

Images with colors and themes correlated with a user’s
emotion could be displayed dynamically. The current
and future wearable BCIs can benefit from visualization
integration. The BCIs can display different light patterns
and colors (i.e. red can represent upset or disgust, or
blue representing relaxation or peacefulness) to express
the user’s affective state.

The authors of ‘Future Fashion’ present two concepts
they feel will be important to interpret the fashion of the
future: fungility (exchangeability) and empathy. They
make the argument that beyond aesthetic design, ‘Fash-
ion will engage with the flow of information and inte-
grate seamlessly with the physical environment’. As a
part of that seamless integration, the authors predict that
in the future, fashion will create changes, movements,
colors, and sounds to communicate brainwaves.[15]

User-to-user telecommunication

In this era, human-to-human conversation is performed
in different ways. Each type of non-face-to-face commu-
nication has the limitation of one or both users not
knowing how the other user feels when certain topics are
being introduced. In the case when two users are texting
each other, it is very difficult to understand what kind of
emotion the other person is experiencing. Emoticons
help the users to convey certain emotions, but their
usage and meaning may vary by culture, gender, and
generation. Also, certain words are capitalized to express
yelling, but yelling can express both negative and posi-
tive emotions. If users are able to interpret how the other
user is feeling when they are conversing, then the con-
versation may have a more positive impact. In this case,
providing a visual feedback feature within the texting
application that indicates the current user’s affective state
would be useful. Both users would wear a wearable BCI
device that decodes their brainwaves to an affective state
that is then displayed in the application. The visual feed-
back would represent the user’s emotional status. This
visual feedback could be represented through various
colors, shapes, or symbols. A simple example could con-
sist of red representing the user as angry and blue mean-
ing s/he is peaceful. This can also be helpful when the
user is about to call someone. Before calling that person,
the application can show the affective state; this would
allow the user to determine whether it is an appropriate
time to have a particular conversation. This presents a
good way to express emotions and assist users to have
more successful and positive conversations. As artistic
BCIs take the form of visualization composed of differ-
ent colors and patterns, it could serve as a form of
expression. The expression would be the visual feedback
associated with the affective state of the user when
conversing through text or phone call. Chanel and Mühl
have started to discuss the use of physiological signals to

Figure 6. Clothes portraying lights from the movie Tron. This
image is taken from http://collider.com/tron-3-tron-legacy-se
quel-news-joseph-kosinski.
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improve social interactions. Based on their observations
from previous studies for other HCI purposes, they
concluded that physiological measures may have the
potential to enhance social interactions and connect peo-
ple.[16]

Smart homes

A smart home is an environment that provides ambient
intelligence and automatic control to its residents.[17]
This technology often facilitates common everyday tasks.
Smart homes could also provide interactive art for users.
Most of the previous work in the area of BCI and smart
homes focuses on direct control via active BCI.[18] Pre-
vious work suggests that the use of physiological data
with interactive art is promising.[19] Artistic BCI in
smart homes could be represented in many forms. One
of the implementations of art in smart homes is informa-
tive art.[20] Informative art is used to communicate use-
ful information in an appealing manner to users. Pairing
interactive informative art with artistic BCI could pro-
vide new ways for users to apply designs to their home.
These dynamic designs could also be used to stimulate
the user state. For example, if a user gets frustrated, the
smart home system could alter art in the home to assist
users with calming down. This same concept could also
be applied to physical visualizations like fireplaces or
indoor artificial water falls. Mapping artistic BCIs to set-
tings such as light intensity and color in ambient envi-
ronments could present novel ways to communicate or
stimulate emotions. Ambient lights in the home can also
be used to produce art using affective data. Art in homes
is commonly used to express things such as personality,
themes, and emotions. Artistic BCI could provide a way
for users to passively influence design while expressing
various emotions. Art in some cases is used to decorate
the exterior section of homes. Exterior home decorations
range from water fountains to outdoor light fixtures. As
more advances are made in Internet of things (IoT)
research, smart home functionality will spread beyond
devices located inside homes. This could present an
opportunity to use artistic BCI with exterior home deco-
rations based on affective data. One example of this is
modifying lights by a pool or patio based on the user’s
state. Artistic BCI could also be used to modify exterior
art to stimulate a user state while the user is outside. The
way that homes are decorated is how users are
expressed. The use of artistic BCI can strengthen that
connection between the home and the emotional charac-
teristics of users.

Workforce

As the market for BCI applications for healthy users
becomes more promising, interest from industry may

also increase. A preliminary study investigating
marketability suggests that BCI researchers are optimistic
about the amount of time it will take BCI devices for
healthy users to reach the market.[21] This work also
suggests increased marketability could result in industry
adoption. Many tools such as word processing and
spreadsheet applications have become very common in
the workplace. This was not always the case prior to the
software applications becoming established and efficient.
Similar to how these applications increased productivity
for businesses, BCI could also optimize working condi-
tions. Previous work suggests that online BCI systems
could assist with avoiding hazardous scenarios by detect-
ing certain cognitive states.[22] Artistic BCI could be
used to communicate the state of employees in these sce-
narios. Employee morale is also an important factor for
many businesses. Currently, this is commonly measured
through employee satisfaction surveys. Although surveys
are currently one of the most efficient ways to analyze
satisfaction, they could present issues when anonymity
and data accuracy are questioned. BCI presents a way to
capture affective data that could provide results that are
more reliable than standard surveys. In order to avoid
anonymity issues, employee affective data should not be
uniquely linked to individuals. Furthermore, the data
should mainly be used to observe the average emotional
states among units or the entire company. Artistic BCI
comes into play during the analysis phase. Visualizations
based on the collected affective data could be used to
communicate the employee population morale and/or
motivation. This visualization could also be presented as
on-screen art and placed in certain areas in businesses.
This approach could assist management understand thor-
oughly their employee emotional state.

Another great example of BCI visualization in the
workplace is the [23] project that emerged from the MIT
Media Lab. With the growing popularity of open floor
plans for modern work environments, they developed a
system that would help combat some of the negative
trade-offs of the growing trend. For example, although
the open floor plans can help boost creativity and
encourage social interactions, they can reduce privacy
along with workers’ focus and productivity. The trans-
parent system uses the NeuroSky device to capture EEG
signals and measure a user’s focus. The user’s level of
focus and availability is visually communicated to other
workers by changing the opacity of a glass wall. When
the level of focus and need for privacy is high, the wall’s
opacity increases. Once the focus level decreases, the
wall becomes more transparent. Similarly, work has been
done to investigate the use of neurophysiological signals
to support social interaction, which is being called social
signal processing (SSP).[16] They are investigating the
affective exchange between members of a group to
determine ‘group mood’, similar to the group-think
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phenomenon. This work stretches beyond the traditional
affective evaluation for only emotional states; it evalu-
ates disagreement, ambivalence, and attention. The
notion of a group mood could have interesting implica-
tions not only in a workplace setting, but also in a more
social setting as well. Although artistic BCI is not quite
ready for major use in the workplace, it has great poten-
tial to serve as both a utility and a tool to create art.
Measuring morale and presenting it via artistic BCI also
could apply to other more social settings such as the
entertainment domain.

Entertainment

Using BCI for entertainment purposes has recently
gained popularity.[11] Most of the work on entertainment
BCI is focused on the gaming domain as discussed in
the gaming section. In this section, we discuss nightlife
entertainment that could benefit from artistic BCI. Previ-
ous research suggests that artistic BCI can assist with
driving novel context-aware applications.[24] Artistic
BCI could be integrated into these applications. One
example of how artistic BCI could be applied is through
interactive dance performances. There has been work
that looks into how physiological data can be used to
influence sound and light during dance perfor-
mances.[25] There has also been work investigating the
possibilities of crowd interaction with art in social envi-
ronments.[26] Research similar to these works suggests
that physiological data could be used to express art in
nightclub environments. One potential use is reflecting
the user’s affective state through nightclub lights (Fig-
ure 7) on a big artistic visualization screen. These lights
can display a large array of different colors at various
levels of intensity. They are often mounted to ceilings
and project colorful light displays on a nightclub’s floor.
The lights are sometimes equipped with motors that

enable movement. This presents the possibility of
mapping affective data not only to light intensity and
color, but also to motion. Suppose the mood of the club
attenders suddenly spiked. Using artistic BCI, this could
be expressed through the lights in the club to provide a
more personal and natural experience. Artistic BCI could
also be used in this setting to represent or stimulate the
users’ state through audio. An example of this is playing
certain sound effects to engage dancers when their atten-
tion levels drop; a good example of sound/music is elec-
tronic dance music (EDM). Although there must be
much work on filtering noise caused by users’ movement
and sweat before this concept can become a reality it
presents a novel approach to the use of artistic BCI in a
social context.

Human-robot interaction

Recently, there has been an emergence in robotics ori-
ented towards artworks. This artistic research has
resulted in researchers working on projects that are less
restricted to traditional robotic research. The artwork fea-
tured in the robotic domain ranges from dancing
robots.[27] to quadrotor robots that give musical perfor-
mances.[28] There has also been work on robotic sys-
tems that can produce virtual and physical art.[29,30] In
recent years, scientists and artists with a common interest
in robotics and the arts began creating communities.
According to one previous work that investigates the
Artbots community, robot art could be useful for creating
interactive experiences.[31] Most of the existing work
that integrates robotics and BCI focuses on communica-
tion and control. As a result, there is little to no work
done on using artistic BCI with robots to create art. The
integration of artistic BCI and robotics could result in
many types of art forms. One way is to provide art-gen-
erating robots with the user’s affective data. Based on
the data received, these robots could create visualizations
that represent or stimulate the user’s state. This sharing
of emotion could be done with a virtual or physical
robot. Another form of BCI robot art could consist of
driving the dance/movement behavior of a robot through
a user’s emotional state. This presents a way to represent
the user’s state through kinematic motion. This approach
allows users to play a role similar to a ventriloquist. In
this example, instead of using strings to control motion,
the user’s state is used. Similar to the previous work
mentioned above, artistic BCI could also be used to cre-
ate robot-generated music based on the user’s state,
which expresses the user’s state through audio.

Education

The use of BCIs in the educational domain has been
shown to be promising to assist learners. Researchers

Figure 7. Illustration of colorful lights in an entertainment
place. This image is taken from http://imgkid.com/clubbing-
lights.shtml.
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have mainly measured levels of engagement while users
are learning and have adapted a custom-built tool to
enhance the learning experience.[32,33] Other studies
have focused on the comparison of learning techniques
while wearing a BCI (Figure 8).[34] The adaptation of
artistic BCI in education can be useful from an expres-
sion and stimulus perspective to assist teachers to iden-
tify in real time, or after the given task, the student’s
learning experience: for instance, a scenario where
learners in a classroom are wearing a BCI and the tea-
cher is able to monitor on his or her computer or
mobile device when the students are engaged. The visu-
alization type and the use of colors are the key to the
data comprehension for both the teacher and students.
The teacher should be able to understand the data fast
and modify their teaching style to fit the majority of
the student’s learning styles. From the student’s per-
spective, the ability to track his or her cognitive work-
load and engagement while doing certain homework
can be a good metric to facilitate his or her study habit
improvements.

Virtual and physical visualizations (projections)

The audial representation of the user’s affective state has
been well documented through the field of brain-com-
puter music interfaces (BCMIs). The visual representa-
tion of the brain activity is an important aspect to
understand the user’s affective state, but it has not been
studied formally as the audial representation. Visualiza-
tions can be presented in many forms. These forms range
from simple visualizations on computer screens or com-
plex holograms. Each of these visual media types pre-
sents different ways to visualize and communicate data.
Visualizations are currently commonly found on screens

such as TVs, computer monitors, tablets, projectors, and
computers. There has been previous work that utilizes
on-screen visualizations for artistic BCI.[10,35] Another
example of this is representing affective brain signals via
a particle system.[36] An additional positive feature of
on-screen visualization is its ability to change dynami-
cally based on a user’s state. Unlike some forms of phys-
ical visualizations, these visualizations need to be
changed in real time. To take advantage of this feature a
user’s state can be recorded over time and used to render
art that corresponds to the user’s changing state. An
additional bonus for on-screen visualizations is the lim-
ited amount of resources that it needs. Many of the
examples mentioned in the aforementioned sections only
require a computer screen and a BCI device.

Although much of the focus of visualization lies in
the virtual space, physical visualizations could also be
useful for artistic BCI. Humans have interacted with
physical visualizations since 5500 BC.[37] As a result,
humans are naturally proficient at understanding physical
affordances and structures that appear in the real world.
In the physical domain, visualizations are not constrained
to pixels. Instead of pixels, elements such as physical
matter, liquids, and gasses can be used to display visual-
izations.[38] Physical matter-based visualization produces
objects that can be touched and observed in the real
world. This enables users to utilize multiple senses (vi-
sual and touch) when interacting with a physical visual-
ization. Mapping information collected from a BCI to
different types of textures and structures could provide
interesting pieces of art. One way to generate physical
structures from affective data is by utilizing 3D printing
technology with BCI. These physical pieces of art could
be used to symbolize memories or experiences. They
could also serve as souvenirs, jewelry, and other items
used to physically capture and share emotions. Along
with physical matter, light also influences human visual
senses. Researchers have recently investigated using
lights to reflect a user’s emotional states.[39] Water is
also a physical element that can be used to display art.
Previous work investigated ways to use water to generate
various forms of visualizations.[40,41] These examples
show that ambient displays featuring water could serve
as a way to visualize data from a BCI.[42] Along with
physical matter and liquids, fire can also be used as a
physical visualization. Previous work suggests that fire
can work as a visualization.[43] Fire can be used to
engage users’ visual and somatic senses dynamically.
Being able to see and feel BCI-generated art change
dynamically could provide a unique experience for users.
The examples listed above represent only a few ways
physical visualization can be used to express art.
Although they may require more resources, physical
visualization provides opportunities for art to engage
more senses than virtual visualizations.

Figure 8. Student completing a class assignment while wear-
ing a BCI.
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Current wearable BCI challenges

Current wearable BCI devices offer low cost expendi-
ture, flexibility, and a wider variety of applications for
different purposes. However, the channel quality of the
wearable BCIs is not as robust as the traditional BCIs
yet, which restricts the adaptability of artistic BCI appli-
cations. It requires the user to stand still, restrict muscle
movement as much as they can, have a certain type and
length of hair, and be in a room that is at a decent, cold
temperature to avoid sweat. These requirements do not
allow the user to perform a real-world task in a natural
manner and may negatively affect how they feel about
BCIs. An ergonomic issue is that these BCIs are not
adjustable for all the different types of head shapes and
sizes. Each device has its own limitation on how they
can be worn and who can wear them.

The current states do not allow researchers to identify
the user’s affective state for all the different possible sce-
narios. At this instance, these devices are more func-
tional in a stationary position, while real-world tasks are
not always stationary. Through different research studies,
recommendations on how to advance this technology for
universal adaptation of users performing real-world tasks
or laboratory experiments may be beneficial. Artistic
BCIs are still able to use these devices for the identifica-
tion of the user’s affective state and express it visually,
through audio, or a combination of both.

Conclusion

We discussed the integration of BCI and the arts and
how it was introduced many years ago. We provided a
definition of artistic BCI and how it can be applied in
different application areas: gaming, wearables, user-to-
user telecommunication, smart homes, workforce, enter-
tainment, human-robot interaction, and education. In
each area, artistic BCI was explained in the form of
expression or stimulus. Artistic BCI from a passive BCI
view is composed of the visual and audio representation
of the user’s affective state. In this paper, we categorized
artistic BCI into four major fields: HCI, computing, arts,
and neurophysiology. The four fields serve as a mini-
mum requirement towards the implementation of artistic
BCI methodologies. Artistic BCI will assist users when
detecting their users’ affective state while they are per-
forming real-world tasks.
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