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Abstract. This paper describes the role natural language processing
(NLP) can play for multimedia applications. As an example of such an
application, we present an approach dealing with the conceptual indexing
of soccer videos which the help of structured information automatically
extracted by NLP tools from multiple sources of information relating
to video content, consisting in a rich range of textual and transcribed
sources covering soccer games. This work has been investigated and de-
veloped in the EU funded project MUMIS. As a second example of such
an application, we describe briefly ongoing work in the context of the
Esperonto project dealing with upgrading the actual web towards the
Semantic Web (SW), including the automatic semantic indexing of web
pages containing a combination of text and images.

1 Introduction

This paper describes the role natural language processing (NLP) can play in the
conceptual indexing of multimedia documents which can then be searched by se-
mantic categories instead of key words. This topic was a key issue in the MUMIS
project1. A novelty of the approach developed in MUMIS is to exploit multiple
sources of information relating to video content (for example the rich range of
textual and transcribed sources covering soccer games). Some of the investiga-
tion work started in MUMIS is being currently pursued with the Esperonto
project2, looking at images in web pages, and trying to apply content infor-
mation to the pictures on the base of the semantic analysis of the surrounding
text.

In the first part of the paper (section 2) we will propose a general discussion
on the role that can be played by NLP for multimedia application. This overview
is widely based on [2] and [3]. In the largest part of the paper we will exemplify
1 MUMIS was a project within the Information Society Program (IST) of the Euro-

pean Union, section Human Language Technology (HLT). See for more information
http://parlevink.cs.utwente.nl/projects/mumis/.

2 Esperonto is a project within the 5th framework within the Information Society
Program (IST) of the European Union. See for more details www.esperonto.net
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the general topic with the presentation of the MUMIS project that is concerned
with the topic of multimedia indexing and searching. The presentation of this
project is an extension and update of [7]. The last part of the paper will briefly
sketch the ongoing work in Esperonto, aiming at attaching content information
in images contained in web pages, by using semantic features automatically
attached by NLP tools to the surrounding texts.

2 The Role of NLP for Multimedia Applications

[2] and [3] give an overview of the role that can be played by NLP in multimodal
and multimedia systems. We summarize here the central points of those studies.

2.1 Multimodal and Multimedia Systems

The terms multimedia and multimodal are often source of confusion. [2] adopts
the definitions as proposed in [13], which establishes a distinction between the
terms medium, mode and code. The term mode (or modality) refers to the type
of perception concerned, being for example visual, auditory or olfactory percep-
tion. The term medium refers to the carrier of (CD-ROM, paper etc.), to the
devices (microphone, screen, loudspeakers etc.), as well to the distinct types of
information (texts, audio or video sequences). The term code refers to the par-
ticular means of encoding information (sign languages or pictorial languages).
One can speak of a multimedia system if this allows to generate and/or to an-
alyze multimedia/multimodal information or provide some access to archives of
multiple media. In existing applications, often the process of analysis applies
only to multimodal data, whereas generation is concerned with the production
of multimedia information.

2.2 Integration of Modalities

We speak in the case of analysis of a process of integration of modalities, since
all the available modalities need to be merged at a more abstract level in order
to take the maximal advantage of every modality involved in the application.
Certain representation formalisms, as they have been defined in the context of
advanced NLP (see for example [12]), can play a central role in this process
of fusion. So the well-defined technique of unification of typed feature struc-
tures, combined with a chart parser, is used in a system described in [10]. Using
this formalism allows to build a semantic representation that is common to all
modalities involved in the application, unifying all the particular semantic con-
tributions on the base of their representation in typed feature structures

2.3 Media Coordination

In the case of the generation of multimedia material including natural language,
for the purpose of multimedia presentation, one can speak of a process of me-
dia coordination: it is not enough to merge various media in order to obtain a
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coherent presentation of the distinct media involved. The information contained
in the various media has to be very carefully put into relation if one wants to
obtain real complementarities of media in the final presentation of the global in-
formation. And since systems for natural language generation have been always
confronted with this problem of selecting and organizing various contributions
for the generation of an utterance, they can provide for a very valuable model
for the coordination of media in the context of the generation of multimedia pre-
sentations. A lot of systems for natural language generation are therefore said
to be plan-based.

2.4 Natural Language Access to Multimedia

Multimedia repositories of moving images, texts, and speech are becoming in-
creasingly available. This together with the needs for ’video-on-demand’ systems
require fine-grain indexing and retrieval mechanisms allowing users access to spe-
cific segments of the repositories containing specific types of information.

It turns out that natural language can play a multiple role. It is first easier to
access information contained in the multimedia archive using queries addressed
to (transcript of) audio sequences or to the subtitles (if available) associated to
the videos as to analyze the pictures themselves. It is further more appealing to
access visual data by means of natural language, since the latter supports more
flexible and efficient queries as the query based on image features. And ultimately
natural language offers a good means for condensing visual information. The
selected list of projects concerned with video indexing we give below is stressing
this fact: at some point always some language data will be considered to support
retrieval of images or videos.

In order to support this kind of natural language access, video material was
usually manually annotated with ’metadata’ such as people involved in the pro-
duction of the visual record, places, dates, and keywords that capture the es-
sential content of what is depicted. Still, there are a few problems with human
annotation. First, the cost and time involved in the production of “surrogates” of
the programme is extremely high; second, humans are rather subjective when as-
signing descriptions to visual records; and third, the level of annotation required
to satisfy user’s need can hardly be achieved with the use of mere keywords.

2.5 NLP Techniques for Indexing Multimedia Material

Many research projects have explored the use of parallel linguistic descriptions
of the images (either still or moving) for automatic tasks such as indexing [42],
classifying [43], or understanding [44] of visual records, instead of using only
content-based (or visually-based) methods in use [40]. This is partly also due to
the fact that NLP technologies are more mature for extracting meaning as the
technologies in use in the field of image. Content-based indexing and retrieval of
visual records is based on features such as color, texture, and shape. Yet visual
understanding is not well advanced and is very difficult even in closed domains.
For example, visual analysis of the video of a football match can lead to the
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identification of interesting “content” like a shooting scene (i.e., the ball moving
towards the goal) [45], but this image analysis approach will hardly ever detect
who is the main actor involved in that scene (i.e., the shooter). For accessing
visual information with the help of natural language, certain systems make use of
a shallow analysis of linguistic data associated with pictures, like the transcripts
of audio comments or subtitles. In most of the case this is already enough in
order to provide for a first classification and indexing of the visual data (see
for example [11], [32] or [33]). Other systems use more sophisticated linguistic
analysis, like information extraction (IE): the detection of named entities and of
standard linguistic patterns can help the multimedia retrieval systems to filter
out non-relevant sequences (for example the introduction of speakers in news
broadcasting). An example of such systems is given in the ”Broadcast News
Navigator” developed at MITRE (see [15]) . The MUMIS project, described
in details below, is going even further, since full IE systems are analyzing a
set of so-called ”collateral” (parallel) documents and produce unified conceptual
annotations, including metadata information that is used for indexing the video
material and supports thus concept-based queries on a multimedia archive. A
similar approach is described in [23], where the domain of application is classical
dance. In this work only a small set of textual documents is considered, in a
monolingual setting.

3 MUMIS: A Multimedia Indexing and Searching
Environment

MUMIS has been proposing an integrated solution to the NLP-based multi-
media content indexing and search. The solution consists of using information
extracted from different sources (structured, semi-structured, free, etc.), modal-
ities (text, speech), and languages (English, German, Dutch) all describing the
same event to carry out data-base population, indexing, and search. MUMIS
makes an intensive use of linguistic and semantic based annotations, coupled with
domain-specific information, in order to generate formal annotations of events
that can serve as index for videos querying. MUMIS applies IE technologies on
multilingual and multimedia information from multiple sources.

The novelty of the project was not only the use of these ’heterogeneous’
sources of information but also the combination or cross-source fusion of the
information obtained from each source. Single-document, single-language infor-
mation extraction is carried out by independent systems that share a semantic
model and multi-lingual lexicon of the domain. The result of all information ex-
traction systems is merged by a process of alignment and rule-based reasoning
that also uses the semantic model.

For this purpose the project makes use of data from different media (textual
documents, radio and television broadcasts) in different languages (Dutch, En-
glish and German) to build a specialized set of lexicons and an ontology for the
selected domain (soccer). It also digitizes non-text data and applies speech recog-
nition techniques to extract text for the purpose of annotation. Audio material
has been analyzed by Phicos [46], an HMM-based recognition system, in order
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to obtain transcriptions of the football commentaries (spontaneous speech). It
uses acoustic models, word-based language models (unigram and bigram) and
a lexicon. For Dutch, English, and German different recognition systems have
been developed. i.e. different phone sets, lexicons, and language models are used.
Transcriptions for 14 German, 3 Dutch, and 8 English matches have been pro-
duced. [25] gives more details on the automatic speech recognition (ASR) and
the transcription work done in the context of MUMIS.

The core linguistic processing for the annotation of the multimedia material
consists of advanced information extraction techniques for identifying, collecting
and normalizing significant text elements (such as the names of players in a team,
goals scored, time points or sequences etc.) which are critical for the appropriate
annotation of the multimedia material in the case of soccer. One system per
language has been used or developed.

Each system delivers an XML output, an example being shown in figure 1
which serves as the input of a merging component, whose necessity in the project
is due to the fact that MUMIS is accessing and processing multiple sources from
distinct media in distinct languages. The merging tool is combining the seman-
tically related annotations generated from those different data sources, and de-
tect inconsistencies and/or redundancies within the combined annotations. The
merged annotations are then stored in a database, where they will be combined
with relevant metadata that are also automatically extracted from the textual
documents.

Those annotations are delivered to the process of indexing key frames from
the video stream. Key frames extraction from MPEG movies around a set of pre-
defined time marks - result of the information extraction component - is being
carried out to populate the database. JPEG key frames images are extracted
that serve for quick inspection in the user interface.

Within the MUMIS user interface, the user first interacts with a web-portal
to start a query session. An applet is being down-line loaded, which mainly offers
a query interface. The user then enters a query that either refers to metadata,
formal annotations, or both. The on-line system searches for all formal annota-
tions that meet the criteria of the query. In doing so it will find the appropriate
meta-information and/or moments in some media recording. In case of meta-
information it simply offers the information in scrollable text widgets. This is
done done in a structured way such that different type of information can eas-
ily be detected by the user. In the case that scenes of games are the result of
queries about formal annotations the user interface first presents selected video
key frames as thumbnails with a direct indication of the corresponding meta-
data. The user can then ask for more metadata about the corresponding game or
for more media data. A snapshot of the demonstrator is show in figure 2 above.

4 Multimedia Indexing in the Esperonto Project

Within the Esperonto project, NLP-based annotation strategies, combining with
ontologies and other knowledge bases, are applied in order to upgrade the ac-
tual Web towards the emerging Semantic Web. In this project, experiments are
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7. Ein Freistoss von Christian Ziege aus 25 Metern geht ueber das Tor.
(7. A 25-meter free-kick by Christian Ziege goes over the goal.)

<EVENTS>
<TYPE>Free-kick</TYPE>
<DISTANCE>Meter-from (25)</DISTANCE>
<1 PLAYER>Ziege</1 PLAYER>
<CLASS>goal scene fail</CLASS>
<ARTEFACT>Goal</ARTEFACT>
<TIME>7:00</TIME>

</EVENTS>

<META> DOM NAME=”SOCCER”</META>

<PLAYER>
<PLAYER NAME>Ziege</PLAYER NAME>
<PLAYER NOTE>#(3,5)</PLAYER NOTE>
<PLAYER POS>#4 ##3</PLAYER POS>
<PLAYER NUMBER>##17</PLAYER NUMBER>
<PLAYER AGE>##28</PLAYER AGE>
<PLAYER CLUB>##FC Middlesbrough</PLAYER CLUB>
<PLAYER NUMB PLAYS>##52</PLAYER NUMB PLAYS>

</PLAYER>

Fig. 1. Example of the XML encoding of the result of the automatic extraction from a
sentence of a relevant event, with its associated relations entities and relations. The in-
formation about the player is dynamically included from the processing of 2 structured
texts reporting on the same game, marked with # and ## respectively.

also conducted on the use of Semantic Web annotation structures, eventually
consisting of complex ontology-based frames (or templates), that are associated
to parts of text surrounding pictures to the indexing of the pictures themselves.
Work is still not advanced enough in order to be reported in detail this paper,
but actual results show that the main problem will consist in automatically de-
tecting the parts of text related to the pictures. Here the caption of the picture,
as well as the name of the image in the html document can offer a support for
filtering the relevant semantic annotation from the surrounding texts.

5 Conclusions

The MUMIS experience has shown that NLP can contribute in defining seman-
tic structures of multimedia contents, at the level proposed by domain-specific IE
analysis. The full machinery of IE, combined with ASR (and in the future with
Image Analysis, so for example with the actual results of the Schema Reference
platform3 can be used for multimedia contents development and so efficiently
3 See http://www.schema-ist.org/SCHEMA/ and also the contribution on the

SCHEMA reference platform in this volume.
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Fig. 2. MUMIS User Interface. Thumbnails proposed for the query “Show the fouls
comited by Beckham in the game England-Germany”

support cross-media (and cross-lingual) information retrieval and effective nav-
igation within multimedia information interfaces, thus simplifying the access to
content (and knowledge) distributed over multiple documents and media, which
are also increasingly available on the Web. The Esperonto project is currently
porting some of the experiences gained in former projects on content indexing of
multimedia documents in the Semantic Web framework. We will try to integrate
part of the work described above within the SCHEMA reference platform.

Work that remains to do consist in fully integrating results of image/video
content analysis with the semantic analysis of text/transcripts, towards a full
Semantic Web annotation services for multimedia documents.
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