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Abstract.  In this paper we discuss discrete-time systems 
which have constraints on all or part of the inputs as well as 
on the states of the system. We show that solvability of sta- 
bilization problems is closely related to two important con- 
cepts: right-invertibility of the constraints and the constraint 
invariant zeros. In the case of right-invertible constraints we 
give constructive methods to determine suitable controllers. 

1 Introduction 

Two most commonly encountered constraints in control en- 
gineering are actuator constraints and state constraints. Ref- 
erences [ 1] and [8] capture some recent research activities 
regarding constraints on actuators, i.e. on inputs. Besides 
the actuator constraints, state constraints are a major concern 
as well in control engineering. However, state constraints, 
unlike actuator constraints, have not received much atten- 
tion from a structural point of view. There have been some 
efforts on dealing with state and input constraints utilizing 
the concept of positive invariant sets [2] and techniques of 
model predictive control [3,4]. However, the available tools 
along these lines are computationally very demanding and 
the resulting controllers are highly complicated. 
During the last decade several aspects of control design 
problems for linear systems with magnitude and rate con- 
straints on control variables have been studied among others 
by the first and third author and their students and collab- 
orators. A number of powerful analysis and design meth- 
ods such as low gain, low-high gain, scheduled low gain, 
scheduled low-high gain and many variations of them have 
been developed for several core control design problems in- 
cluding global and semi-global internal stabilization, exter- 
nal stabilization, output regulation, and disturbance rejec- 
tion. Having thus studied the problems associated with con- 
straints on control variables, the research thrust of the first 
and third author and their students has broadened to include 
magnitude and rate constraints on control variables as well 
as state variables. In connection with stabilization, whenever 
amplitude and rate constraints on both state as well as input 
variables exist, a taxonomy of all possible constraints is in- 
troduced, and several fundamental results on global, semi- 

global, and regional stabilization are developed in a recent 
paper [5]. The work of [5] focuses on continuous-time sys- 
tems and generalizes, extends, and covers all existing results 
including those developed in [7]. The focus of this paper is 
on discrete-time systems. 

It is becoming evident that the taxonomy of constraints de- 
veloped in [5] plays dominant roles in every type of control 
design problem not only for continuous-time systems but 
also for discrete-time systems. The taxonomy of constraints 
is developed by appropriately modeling the constraints in 
terms of what is called a constraint output (of the given sys- 
tem) which is specified to lie in a prescribed constraint set. 
It turns out that the mapping from the input to the constraint 
output vector or more specifically its structural properties 
play dominant roles in dictating what is feasible and what 
is not feasible. Based on their impact for control purposes, 
such structural properties have been categorized in two di- 
rections both of which have profound impact on what can 
or cannot be achieved for a given system. One direction 
of categorization is based on the right invertibility or lack 
of it of the mapping from the input to the constraint out- 
put vector. This direction of categorization delineates the 
constraints into two mutually exclusive categories, (1) right 
invertible constraints representing the case when the map- 
ping from the input to the constraint output vector is right 
invertible, and (2) non-right invertible constraints represent- 
ing the case when the mapping from the input to the con- 
straint output vector is not right invertible. Another direc- 
tion of categorization is based on so called constraint invari- 
ant zeros of the plant, i.e. the invariant zeros of the mapping 
from the input to the constraint output vector. Like in the 
case of right-invertibility or lack of it, this direction of cat- 
egorization delineates the constraints into two main mum- 
ally exclusive categories, (1) at most weakly non-minimum 
phase constraints representing the case when the constraint 
invariant zeros are in the closed left half complex plane 
for continuous-time systems or in the closed unit disc for 
discrete-time systems, and (2) strongly non-minimum phase 
constraints representing the case when one or more of the 
constraint invariant zeros are in the open right half com- 
plex plane for continuous-time systems or outside the unit 
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disc for discrete-time systems. Based on such a taxonomy 
of constraints, two main features emerge: 

• Neither the constrained semi-global nor the con- 
strained global stabilization problem is solvable 
whenever the constraints are strongly non-minimum 
phase. 

• There exists a perceptible demarkation line between 
the right and non-right invertible constraints. In par- 
ticular, the solvability conditions for the constrained 
semi-global and global stabilization problems do not 
depend on the shape of the constraint set(s) for right 
invertible constraints whereas for non-right invertible 
constraints they indeed do so. 

This paper which dwells with discrete-time systems focuses 
on the above aspects and draws contrast with continuous- 
time systems. Although the development for discrete-time 
systems parallels somewhat that in continuous-time sys- 
tems, there are several fundamental differences between 
continuous- and discrete-time systems: (1) the solvabil- 
ity conditions for the posed problems differ from those of 
continuous-time systems; for instance, unlike in continuous- 
time systems, for semi-global stabilization, the order of the 
infinite zeros of a discrete-time system cannot be greater 
than two, (2) techniques of proofs are different, and (3) the 
methods of constructing appropriate controllers need to be 
revised as well. 

2 Problem formulation 

Consider a discrete-time linear system: 

I x (k  + 1) = Ax(k)  + Bu(k) 

Ed " y(k) = Cyx(k) + Dyu(k) 

z(k) = Czx(k) + Dzu(k) 

(2.1) 

where x 6 R n , u 6 I[~. m , y 6 R r , z 6 IRP are respectively 
state, input, measurement output and constrained output as 
shown in the following figure: 

.I 

For two a priori given sets ~3 C IRP and 7- C l~p, we are 
interested in stabilization of the plant E subject to the con- 
straint that the output z(k) remains in the set ,~ for all k ~> 0 
while the variation rate of z(k), i.e. z(k -t- 1) - z(k), remains 
in the set 7-. In particular, we are interested in obtaining 
necessary and sufficient conditions for the existence of such 
a feedback. We will also present design methodologies to 
achieve constrained stabilization. 

We make the following fundamental assumption on the na- 
ture of the constraint sets ,$ and 7-: 

Assumption 2.1 The following conditions on ,8 and 7" are 
satisfied: 

(i) The sets Jd and 7- are closed, convex and contain 0 as 
an interior point. 

(ii) 8 n 7- is bounded. 

(iii) We have CrDz = 0 and 

-$ = (,~ N im Cz) + (-8 n im Dz) 

7" = (7" n im Cz) + ( 7  N im Dz) 

Remark. We observe that im Cz reflects the state constraints 
while im Dz reflects the input constraints. Therefore the de- 
composition of -S and 7" as required in (iii) only implies that 
we have constraints on states and/or inputs. 

The following notion is necessary before we proceed to the 
problem formulation. 

Definition 2.2 Let the system (2.1) and constraint sets J3 
and 3" be given. We define 

a;(,$, y') .= {x0 ~ I~ p I 3 uo such that Czxo + Dzuo ~ "8 

and Cz(Axo + B u o ) -  Czxo ~ 9-} 

as the admissible set o f  initial conditions. 

We formulate our problems either in global or in semi-global 
setting. 

Problem 2.3 Semi-global constrained stabilization via 
state feedback Consider the system (2.1) along with con- 
strained sets -8 C Rp and 9" C Rp. For any a priori given 
bounded set W contained in the interior of "V (-8, 7-) find, if 
possible, a state feedback (possibly nonlinear) u = f ( x ,  k) 
such that the following conditions hold: 

(i) The equilibrium point x = 0 of the closed-loop sys- 
tem is asymptotically stable with "W contained in its 
basin of attraction. 

(ii) For any x0 6 "W, z(k) ~ ,8 and z(k + 1 ) -  z(k) ~ 7- 
for all k > 0. 

Problem 2.4 (Global constrained stabilization via state 
feedback) Consider the system (2.1) along with constrained 
sets 4 C ~P and 7" C RP. Find, if possible, a state feedback 
(possibly nonlinear) u = f ( x ,  k) such that the following 
conditions hold: 

(i) The equilibrium point x = 0 of the closed-loop sys- 
tem is asymptotically stable with q;(-$, 7-) contained 
in its basin of attraction. 
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(ii) For any xo ~ 3~(8, 7"), z(k) ~ 8 and z(k + 1) - z ( k )  e 
7" for all k > 0. 

Problem 2.5 (Semi-global constrained stabilization via 
measurement) Consider a system (2.1) along with con- 
straint sets 8 C I~P and 7 C I~p. For any a priori 
given bounded set W contained in the interior of the set 
3~(8, 7") x IR s , find, if possible, a measurement feedback 
(possibly nonlinear and time-varying) of the form, 

p(k  + 1) = l (p(k) ,  y(k),  k), 

u(k) = g(p(k) ,  y(k),  k) 

p 6 I~ s 

such that the following conditions hold: 

(i) The equilibrium point (x, p) = (0, 0) of the closed- 
loop system is asymptotically stable with W con- 
tained in its basin of attraction. 

(ii) For any (x0, P0) 6 W, we have z(k) ~ .$ and 
z(k + 1) - z ( k )  ~ 7" for all k > 0. 

Remark. It is natural to formulate a global constrained 
stabilization problem via measurement feedback along the 
same lines as in the above problems. However, we have not 
done so here mainly because, except for some very special 
cases, a global constrained stabilization problem via mea- 
surement feedback is not solvable. See [5] for a discussion. 

3 Taxonomy of constraints 

We let C, C e ,  C e and C O denote respectively the set of 
complex numbers in the entire complex plane, outside the 
unit circle, inside the unit circle, and on the unit circle. 
The following notions are fundamental to the taxonomy of 
constraints given below. 

Definition 3.1 The system: 

x(k  + 1) = Ax(k)  -t- Bu(k)  

y(k) = Cx(k)  + Du(k) 

where x E ]R n, u E Nm and y E NP, is said to be right 

invertible if for  any yref(k) defined on [0, ee), there exists 
a u(k) and a choice ofx(O) such that y(k) = Yref(k) for  all 
k 6 [0, c~). 

Definition 3.2 The invariant zeros of  a linear system with a 
realization (A, B, C, D) are those points ;~ ~ C for  which 

rank( 'A ( : )  < normrank s I  A 
C D C 

where " normrank " denotes normal rank. 

The first categorization is based on whether the subsystem 
from u to z is right invertible or not. The constraints are said 
to be 

• right invertible constraints if the subsystem Ez : 
(A, B, Cz, Dz) is right invertible. 

• non-right invertible constraints if the subsystem Ez : 
(A, B, Cz, Dz) is not right invertible. 

It turns out that the location of the invariant zeros of the sub- 
system from u to z is also important in characterizing the 
solvability of stabilization problems. We refer to these in- 
variant zeros as constraint invariant zeros: 

Definition 3.3 The invariant zeros of  the system character- 
ized by the quadruple (A, B, Cz, Dz) are called constraint 
invariant zeros of  the given system E. 

The second categorization of constraints is based on the lo- 
cation of the constraint invariant zeros. The constraints are 
said to be 

• minimum phase constraints if all the constraint invari- 
ant zeros are in C e . 

• weakly minimum phase constraints if all the constraint 
invariant zeros are in C e U C o with the restriction that 
any invariant zero in C ° is simple, 

• weakly non-minimum phase constraints if all the con- 
straint invariant zeros are in C e U (2 o with at least one 
non-simple invariant zero in C o . 

• at most weakly non-minimum phase constraints if all 
the constraint invariant zeros are in C e U C o . 

• strongly non-minimum phase constraints if at least 
one constraint invariant zeros is in C e . 

4 Right invertible constraints 

In this section we provide necessary and sufficient condi- 
tions for the solvability of Problems 2.3 and 2.4, under the 
assumption that the subsystem (A, B, Cz, Dz) is right in- 
vertible, i.e. the right invertible constraints. In Section 6 we 
concentrate on the case where (A, B, Cz, Dz) is non-right 
invertible and clarify the intrinsic additional difficulties we 
encounter in the general case. 

Theorem 4.1 Consider the plant Eel as given by (2.1). As- 
sume that the system characterized by (A, B, Cz, Dz) is 
right-invertible. Let the sets 8 and 7" satisfy assumption 2.1. 
Moreover, assume the set .8 is bounded. Then the global or 
semi-global constrained stabilization problem as defined in 
Problem 2.3 or Problem 2.4 is solvable if and only if" 

(i) (A, B) is stabilkzable. 
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(ii) The constraint invariant zeros of the given system Ed 
are all in the closed unit disc, i.e. the system Ed has 
at most weakly non-minimum phase constraints. 

(iii) The subsystem (A, B, Cz, Dz) has no infinite zeros of 
order greater than one. 

Proof  : The main part of the proof is to design an appropri- 
ate control law. The construction of such a control law is 
outlined in the next section. • 

For the case of measurement feedback, we have the follow- 
ing theorem which, due to space limitations, we will not 
prove in this paper. 

Theorem 4.2 Consider the plant Ed as given by (2.1). As- 
sume that the system characterized by (A, B, Cz, Dz) is 
right invertible. Let the sets )3 and 7" satisfy Assumption 2.1. 
Then the semi-global constrained stabilization problem via 
measurement feedback as defined in Problem 2.5 is solvable 
if the following conditions hold: 

(i) (A, B) is stabilizable. 

(ii) The constraint invariant zeros of the given system E 
are all in the closed unit disc, i.e. the system E has at 
most weakly non-minimum phase constraints. 

(iii) The subsystem (A, B, Cz, Dz) has no infinite zeros of 
order greater than one. 

(iv) The pair (Cy, A) is observable. 

(v) ker Cz C ker Cz A. 

(vi) ker(Cy Dy) C ker(Cz Dz) 

Moreover, conditions (i) and (ii) are necessary for the solv- 
ability of the semi-global constrained stabilization problem 
via measurement feedback as defined in Problem 2.5. 

Note that condition (vi) states that the constrained output is 
part of the measurements. 

5 Controller design 

The design of control laws for constrained stabilization will 
largely rely on the structure of the underlying system. For 
this aim, the original system needs to be rewritten in a spe- 
cial coordinate basis so that the system properties involving 
invariant zeros and infinite zeros are revealed naturally. A 
detailed special coordinate basis (scb) is presented in [6]. 
In terms of scb, there exist a set of three coordinate bases, 
one in input space, another in state space, and yet another in 
output space where z lies, and an output injection matrix K1 
such that the subsystem Ezu (A, B, Cz, Dz) can be rewrit- 
ten as (we slightly abuse the notation of scb given in [6] in 
order to keep the system variables easily tractable): 

x l ( k q - l l )  (A l l  0 ) {xl(k)~nt_ ( O ~ u  
x2(kn t- 1 = A21 A22 \x2(k)] ~B2] (k) 

y(k) = (Cyl  Cy2) xl(k) ' i  + Dyu(k) 
' ' (~) l 

(k) i 

(5.1) 
where xl 6 IR nl and x2 6 IR n2 . This decomposition ren- 
ders the subsystem characterized by the quadruple (A22, B2, 
Cz,2, Dz) strongly controllable and having no finite zeros 
(see [6]). 
In the rest of this section, we assume that the constraints are 
right invertible. In this case we have some additional struc- 
ture in the sense that we have Cz,1 -- 0 and therefore the 
z-equation in (5.1) becomes 

( ) l ;  1) 
Z = 0 Cz, 2 Jr- Dzu. 

2 

The decomposition above reveals that the controller design 
can be accomplished in two layers. Moreover, we can char- 
acterize the domain of attraction of the original system in 
terms of two subsystems. To this end, we first need a con- 
cept. 

Definition 5.1 Consider the system: 

• { x(k-t- 1) -- Ax(k )+  Bu(k) (5.2) 

where u(k) ~ )30 and u(k + 1 ) -  u(k) ~ 70, where )30 and 
7-o are convex sets which contain zero as an interior point 
and are such that )3o A 7"o is bounded. We define the re- 
gion JRc(E, "So, 7o) of  asymptotic null-controllability with 
input constraint sets )3o and 7"o to be the set of initial condi- 
tions xo such that there exists u(k) satisfying u(k) ~ )3 and 
u(k + 1 ) -  u(k) ~ 7" for all k > 0 and lim/~-+oo x(k) = 0 
for all x(O) = xo. 

The zero dynamics of the subsystem characterized by (A, B, 
Cz, Dz) are the dynamics of xl in (5.1) and therefore given 
by: 

Es : xl(k + 1) = Al lx l (k )n  t- Klz(k) (5.3) 

which, by viewing z as input, has input constraints in the 
sense that we must have that z(k) ~ )3 and z(k + 1) - z(k) 
7- for all k > 0. Define ~C(Es,  )3, 7-) as the region of 
asymptotic null-controllability of system Es with input con- 
straint sets )3 and 7-. 
Next consider the subsystem: 

x2(k + 1) -- A22x2(k) ur- B2u(k) -Jr- A21xl (k) 

z(k) -- Cz,2x2(k) -t- Dzu(k) 
(5.4) 
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which is extracted from system (5.1). We define: 

~2(~,  7") ~--- { X2,0 E ]~P2 [ ~ U0 such that 

Cz,2X2,o Jr- Dzuo E .'$ and 

Cz,2(Ax2,o q- B 2 u o ) -  Cz,2X2,o E 7" 

where x2,0 = x2(0) } 

Then we have the following theorem: 

(5.5) 

Theorem 5.2 Consider the plant 12d as given by (2.1). As- 
sume 7" = I~P (i.e. no rate constraints are present). More- 
over, let the subsystem from u to z be right invertible and 
assume the constraint set ,8 satisfies Assumption 2.1. For a 
given stabilizing controller u = f (x), denote its domain of  

stabilization as dqYA (12). Then we have: 
i 1  

ff,~f(12) C__ Jqc(12s, ,'S, ]t{ p ) X 372(,'~ , I[{ p ) 

Moreover, if z = g(xl )  is a stabilizing controller for the 
subsystem (5.3) such that z E 3 with domain of  stabilization 
J'2~(125), then we can find for any compact set ~ ,  satisfy- 
ing ~ C pJqg (125)for some p < 1, a stabilizing controller 
u = g(x) for  the complete system Ed whose domain of  sta- 
bilization contains 32 x "V2(8, R p) and such that the closed 
loop system satisfies the constraints z ~ 8 for all k >~ 0 and 
for all initial conditions in ~ x 3~2 (8, ]l{p ). 

Remark .  A fundamental aspect of solvability conditions as 
given by Theorems 4.1 and 4.2 is that they are indepen- 
dent of any specific features of the given constraint sets. 
That is, for  the case of  a right invertible system 12d, if 
the semi-global or global constrained stabilization problems 
are solvable for some given constraint sets satisfying As- 
sumption 2.1, then these problems are also solvable for all 
constraint sets satisfying Assumption 2.1. 

Due to space limitations, we only present the main steps of 
controller design. The details are omitted. 
Step 1: We first choose a feedback for z such that the zero 
dynamics is globally or semiglobally stable. More specifi- 
cally, given e and 6, we choose z0 -- f (x l) such that for the 
system: 

xl (k  -t- 1) = AllXl(k)  + Klzo(k) -k- Kay(k) (5.6) 

we have: 

• (5.6) is stable in the sense that for all initial conditions 
(global case) or all initial conditions in some arbitrar- 
ily large but compact subset "WI (semiglobal case) and 
any disturbance v satisfying 

IIv(k)ll ~< MX k (5.7) 

we have that x l(k) ~ 0 as k -+ oo 

• We have for all k: 

f (xl (k)) E .8, f (xl (k + 1 ) ) -  f (xl (k)) e 7", 

IIf(xa (k))ll < s, IlffxlCk + 1)) -- f ( x l  (k))ll < ~. 

The controller design for this part is equivalent to the stabi- 
lization problem in the actuator saturation setting, which is 
solved in [9]. 
Step 2: Because the infinite zeros of I2 are of order at most 
one, we can decompose the second subsystem as follows: 

xd(k + 1) = ul(k)  + GlXl (k) ~- G2xc(k) + EcXd(k) 

xc(k -t- 1) = As+lXc(k) q- Es+lZ(k)+ 

B2,s+l(u3(k) + G3xl(k)) 

zl(k) - -xd(k )  

zz(k) = u2(k) 
(5.8) 

where we have decomposed tUll ( ) ( )  Zl Xc 
U ~ U 2  , Z ' - -  , X 2 " - -  , 

Z2 Xd 
u3 

We can decompose 8 and 7" as 

,'S --  "~1 × "~2, and 7" = ~ x ~ (5 .9)  

Reca l l  that our initial cond i t ions  are such that that there ex-  

ists p > 0 such that: 

z(0) ~ ( 1 -  p)-$, z ( 1 ) -  z(0) ~ ( 1 -  p)7" 

Next we choose X such that: 

7" 
(1 - ) 0 8  c - -  

4 

X is well defined since without loss of generality we can as- 
sume 8 is bounded. Partition zo(k) as 

( f l ( X l ( k ) ) ~  
zo(k) -- f ( x l  (k)) -- \ f 2 ( x l ( k ) ) ]  

Choose 

u2 =- f2(xl(k))  

Ul -- X(xd(k) -- f l  (Xl (k))) --[- f l  (Xl (k -[-- 1)) - GlXl (k) 

-- G2xc(k) - Ecxd(k) 

Then we have: 

xd(k -t- 1 ) -  f l  (xl (k + 1)) = Z ( x d ( k ) -  f l  (xl (k))) (5.10) 

which gives that: 

xd(k) = )~kxd(O) -Jr- (1 - xk) f l  (Xl (k))n t- 

x k ( f l ( X l ( k ) ) -  fl(Xl(O))) (5.11) 

It can be shown that for a given X ~ [0, 1] we can choose e 
and 8 small enough to guarantee that this feedback satisfies 
z(k) ~ 8 and z(k + 1 ) -  z(k) E 7" for all k > 0. More- 
over, v = z - z0 satisfies (5.7) for a suitably chosen M > 0. 
Finally we choose: 

u3 = Fcxc - G3xl (5.12) 

where Fc is such that As+l q- B2,s+l Fc is Schur-stable. Then 
it can be shown that the whole closed-loop system is asymp- 
totically stable. 
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6 Non-right-invertible constraints 

For a system with non-right-invertible constraints, the z- 
equation in (5.1) can further be decomposed as 

(zx) (0) 
Z - -  , Cz,1 : , 

z2 Cz,12 

oz (o01) 
We can isolate a subsystem which has input and output con- 
straints: 

xl(k-k- 1) = A l l x l ( k )  n t- K l z l ( k )  
]~1 " ( 6 . 1 )  

z2(k) -- Cz,12Xl (k) 

The remaining part of the system is strongly controllable 
and has no finite invariant zeros. Note that the constraint 
invariant zeros are precisely the unobservable eigenvalues 
of (Cz,12, A l l ) .  In this case we have input and output con- 
straints because both z l and z2 are constrained. For semi- 
global stabilization, this subsystem should have at most 
weakly non-minimum phase constraints. If this subsystem 
is still not right invertible, we have to continue decomposing 
it. In this way we obtain a chain of systems: 

~i " I 2i(k q- 1) = Ai2i(k)  -t- Ki~ti(k) (6.2) 

! zi(k)  -- Cz,iSci(k) 

This chain ends if the final subsystem ~]i which is right in- 
vertible, Also possible is that after some steps Ki -- 0 which 
obviously implies that we can end the chain. It can be shown 
that if the pair (A, B) of the given system Ed is stabilizable, 
then all the systems ]~i as defined in (6.2) are stabilizable. 
The following theorem contains some necessary conditions 
for constrained global or semi-global stabilization when the 
system is not right invertible. 

T h e o r e m  6.1 Consider the system ~d as given by (2.1). Let 
the sets ~ and 7" satisfy Assumption 2.1. Moreover, let the 
chain of  systems Ei (i = 1 . . . .  s) be as described above. 
Then the semi-global and global constrained stabilization 
problems formulated in Problem 2.3 and 2.4 are solvable 
only if  the following conditions are satisfied: 

(i) (A, B) is stabilizable. 

(ii) The constraint invariant zeros o f  the given system Ed 
are all in the closed unit disc. 

(iii) All the systems E i (i = 1 . . . .  s) have at most weakly 
non-minimum phase constraints. 

(iv) The systems ]~i (i = 1 . . . .  s) with realization (6.2) 
satisfy: 

ker Cz.i C ker Cz. i Ai (6.3) 

(v) The subsystem (A, B, Cz, Dz) has no infinite zeros of  
order greater than one. 

It can be shown that the condition in the above theorem is 
not sufficient. 
Remark .  Following the same arguments as in [5], we can 
develop a necessary and sufficient condition for solvability 
of constrained stabilization independent of the features of 
the given constraint sets. See [5] for details. 

7 Conclusions 

This paper has considered the semi-global and global sta- 
bilization problems of discrete-time linear systems in the 
presence of magnitude and rate constraints on both state and 
input variables. It turns out that the solvability conditions 
are largely dependent on the structural properties of linear 
plants such as the location of the constraint invariant zeros 
and the order of infinite zeros (or relative degree). The gen- 
eral results presented here include the stabilization problems 
of input constraints as a special case. 
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