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Abstract—In this paper we propose HAMA, i.e., a herd-
movement adaptive medium access control protocol suitable for
wireless sensor networks with mobile nodes. The specific focus
of HAMA is wildlife monitoring applications, in which network
protocol is required to adapt to the movement patterns of herds
to make the communication more energy-efficient and reliable.
The protocol is an extension of preamble sampling scheme with
an adaptive sleep-interval based on network traffic conditions.
We have implemented and evaluated HAMA on Contiki Cooja
platform. Our simulation results show 22.28%-52.28% reduction
of average network energy consumption as well as 11.65%-
14.63% reduction of average end-to-end latency when HAMA
is compared with A-MAC and X-MAC. The overall packet
reliability of the gateway node(s) is also increased by up to 16.3%.

Keywords—Wireless Sensor Network (WSN), MAC Protocol,
Duty-Cycle, Sleep-time, Latency, Reliability

I. INTRODUCTION

Recent studies suggest that node mobility plays an important
role in network topology dynamics because of its impact on
the communication link quality [1, 2]. Even though existing
approaches provide a short term solution for low node mobility
in Wireless Sensor Networks (WSNs), they usually neglect the
impact of high node mobility [3, 4]. Consequently, such high
mobility will often introduce undesirable energy consumption
and end-to-end latency [2].

The direct impact of node movement on radio link quality
will lead to change of effective node degree, hence, changing
the network topology accordingly [1, 2]. As far as MAC
protocols are concerned, these variations in node degree could
be translated into a change in incoming or outgoing data traffic
locally at each sensor node. Higher number of received or
transmitted packets means higher amount of energy consump-
tion and communication overhead.

Despite the need to quantify node movement characteristics
directly in terms of the packet reception and transmission rates
to design a mobility-driven MAC protocol, not much attempt
has been made in this direction so far. Existing efforts to
mitigate the effect of node mobility often ignore the use of
local packet statistics to predict state of nodes movement. They
enable nodes to perceive a change in their surrounding only at
the beginning of each active period. Consequently, there is a
delay in packet transmission whenever topology changes. This
delay is even higher in multi-hop networks.

In this paper we propose a highly adaptive mobility-aware
medium access protocol called HAMA. The specific focus of

HAMA is wildlife monitoring applications, in which network
protocol is required to adapt to the movement patterns of herds
to make the communication more energy-efficient and reliable.
The ultimate objective of HAMA is to offer a reasonably high
response time (low Latency), low power consumption, and
high packet delivery ratio in mobile WSNs. To achieve this
objective, HAMA locally calculates nodes’ duty-cycle using
their received and transmitted packet statistics.

This paper makes the following contributions: (i) HAMA
protocol, which extends the B-MAC[3], by developing an
adaptive duty-cycling scheme to adjust preamble polling times
according to packet traffic conditions, and (ii) A light analytical
model, which keeps track of the packet traffic changes to
decide on the duty-cycle interval. It uses the G/G/1/K
queue model with feed-back control to predict the run-time
duty-cycle. This makes HAMA protocol more suitable for
supporting continuously changing network topology, as will
be described in Section III-D.

The structure of this paper is as follows: Section II will
further describe the current state-of-the-art. Section III presents
our protocol design. Performance evaluation of HAMA is pre-
sented in Section IV, while concluding remakrs are presented
in Section V.

II. RELATED WORK

Performance analysis of existing MAC protocols have
shown that asynchronous duty-cycled MAC protocols, such
as [3–5], perform well in terms of energy consumption, la-
tency, and throughput [2] for applications of WSN in which
nodes move slowly. For high mobility WSN applications, the
synchronized MAC protocols (TDMA based MAC protocols)
will not suffice mainly because of the overhead associated
with the synchronization process. In asynchronous duty-cycled
MAC protocols, there is no need to continuously share syn-
chronization information. They rather proactively sample the
channel to determine when an activity can be performed. As
presented in [3, 6], the overall effective active period for
asynchronous MAC protocols could be much shorter than of
synchronous protocols. As such their energy consumption may
be significantly lower.

X-MAC [4] is a MAC protocol based on asynchronous
listen-intervals. For each packet, X-MAC transmits a strobe of
preambles, between which the receiver can signal reception-
readiness with a so-called EarlyACK. X-MAC derives a for-
mula for optimal wake/sleep intervals given traffic at a certain
fixed rate and outlines a mechanism to let it adapt the duty
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cycle and the sleep/wake interval to best accommodated the
traffic load in the network. Since the basic mechanism of X-
MAC still requires a certain fixed minimum interval between
two active intervals and a generally high overhead per-packet,
both its latency and energy consumption are high. As such it
is only applicable to WSNs with low node movement.

A-MAC [5] is a receiver-initiated duty-cycled MAC that
aims at handling variable traffic. Receiver nodes frequently
wake up and send out probing beacons for polling possible
incoming data without using preamble packets. A-MAC en-
hances throughput by reducing medium occupation. However,
it suffers from packet collisions when there are multiple
senders. A-MAC throughput is acceptable for applications with
many bursts or heavy traffic.

Wang et al. [7] proposed an off-line data-driven MAC
protocol which is initialized by fixed duty-cycle duration for
different packet rates as required by specific scenarios. For
every packet arrival rate, it will set a specific duty-cycle
duration and power consumption values. The duty-cycle and
power consumption information are locally placed in a table,
based on which every sensor node autonomously selects its
duty-cycle at run-time. This procedure is not suitable for a
network which experiences a high trend of topology dynamics.

pTunes [8] is a centralized protocol to adjust the MAC
layer settings on-line in such a way that an appropriate trade-
off between network lifetime and application requirements
in terms of end-to-end reliability and latency can be found.
It employs a flooding algorithm to disseminate information
pertaining to the state of the network. The optimal MAC
parameters are determined centrally out-side of the network.
The disadvantage of pTunes is that its large communication
overhead for centrally monitoring MAC layer parameters and
flooding the adjusted settings back to the nodes.

The Mobile Cluster MAC (MCMAC) [9] is a schedule-
based MAC protocol which extends LMAC [10] to support
cluster mobility. Unlike most of the proposed mobility-aware
MAC protocol, it is optimized for those nodes which travel
in group. MCMAC categorizes the sensor nodes into a static
network and a mobile cluster and it then defines a Reference
Point Group Mobility (RPGM) model and a Random Waypoint
Mobility (RWM) model to mimic the movement characteristics
of mobile clusters and the individual node movement within
cluster. Static nodes communicate with each other during their
active time by dynamically occupying a unique transmission
slot in their two-hop neighborhood. The group membership
of the nodes and topology changes caused by the inter-cluster
mobility leads to the disconnection of the mobile node from
the network.

To overcome the high energy consumption of the MS-
MAC protocol [11] due to its inappropriate mobility prediction
model produced using only RSSI, in [9], an enhanced MS-
MAC protocol named EMS-MAC was introduced to predict the
nodes movement more accurately using both received signal
strength indication (RSSI) and link quality indication (LQI).

Li et al. [12] proposed a distributed algorithm to con-
trol the duty-cycle duration of nodes by employing convex-
optimization. Nodes adjust their sleep time locally by exchang-
ing their current duty-cycle interval and energy consumption

with their neighbors. The algorithm is self-adaptive for differ-
ent traffic loads. Authors of [13] and [14] proposed effective
queueing models in a feedback control system to dynamically
adjust the duty-cycle interval of a node. When the pre-defined
queue size is reached, the MAC protocol sets a duty-cycle that
leads to low energy consumption and delay. Although analytic
and simulation results confirm usefulness of these types of
models, they are often too complex.

III. PROTOCOL DESIGN

A. Design Overview of HAMA
HAMA inherits several features from B-MAC [3], such as

initialization of its access scheme by the sender and preamble
listening. It additionally introduces features such as adaptation
to polling and duty-cycle duration. HAMA has three modes
of operation, i.e., (i) transmission, (ii) reception, and (iii)
adaptive duty-cycling. The main difference between HAMA
and B-MAC is related to the third mode, as transmission and
receiving modes are similar to B-MAC. In what follows, we
explain each of these three modes of operation.

B. Transmission
Figure 1 shows sender initiated MAC protocol operation, in

which packet transmission is done by performing a series of
Clear Channel Assessments (CCAs). Transmitting nodes send
a preamble with the header identifying the respective receivers.
They first send a polling preamble and then transmit the packet
to the receiver. Applying preambles will allow implementation
of adaptive low power listening.
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Fig. 1: HAMA protocol, ts is the sleep duration, tv the variable
time spent after reception of the first packet, its duration
depends on the next status of the transceiver. tpol is the length
of the transmitter’s polling preamble, ttx is the time interval
needed to complete transmitting a packet.

C. Reception
As shown in Figure 1, receiving nodes periodically sample

the CCA after waking up from sleep at the end of every sleep-
time ts. If transmitter’s preamble is detected, the receiver(s)
will keep their radio on until the transmitter finishes sending
the preamble, even if the receiver(s) has already sensed the
preamble signal. After this, receiver nodes determine whether



they were the intended receiver by decoding the address
header. If a receiver realizes that it is not the targeted receiver,
it goes back to sleep immediately. By doig so, it frees the
carrier channel and prevents any possible collision due to
contention of the channel.

When there is an ongoing active packet exchange, the target
receiver node stays awake for a period of ta to finish receiving
the packet after which it sends back an acknowledgement.
The total time a node spends to receive a packet is expressed
by ta = trx + tv , trx, where tv shortens or extends the
active period depending on availability of packets queued
for next transmission or reception. Practically, tv value is
directly dictated by incoming packets and/or nodes own packet
generation rates as describe in Section III-D. While tpol is the
length of the transmitter’s polling preamble, ttx is the time
interval needed to complete transmitting a packet.

D. Adaptive Duty-cycling Mechanism
As shown in Figure 1, a sensor node becomes active after

sleep-time ts. It then will either try to send data from its buffer
or sample the channel for any activity to receive packets. After
active time is expired, the sensor node goes to sleep again for
ts time period. We aim to analytically determine the optimal
sleep-time duration (ts) by analysing the packet activity pattern
in the queue model. To do so, we model the MAC layer as
G/G/1/K queue system with idle-times. The model is used to
drive stochastic estimation for sensor nodes sleep-time (ts).

Algorithm 1 summarizes our basic steps towards computing
sleep time and consequently the duty-cycle.

There are N regenerative cycles in a single control period
(Tcp). A control period also serves as an observation window
for collecting the statistics for predicting the next sleep dura-
tion of a node.

For the busy cycle of G/G/1/K queue, packets arrive
at time epochs λ−1

n , (n = 0, 1, 2, ...), and λ−1
n be random

variables. Let the packet transmission time of the nth packet be
Sn, and Sn = (µ−1

n), (n = 1, 2, ...) is random variables. Their
mean values are denoted by, E(λ−1

n ) = 1
λ and E(Sn) = 1

µ ,
respectively. Wn (n = 1, 2, ... ) is the waiting time of the nth
packet. Within a single control period, Algorithm computes
λ−1
n and Sn for all incoming and outgoing packets.
After N regenerative cycles are being completed, Algo-

rithm 1 computes the actual estimated idle-time (Tis,i) for the
ith control period Tcp,i, (i = 1, 2, ...), which is calculated using
the expected mean value of the individual idle-times (X(r)):

Tis,i = E[X(r)] =

∑N
r=1X

(r)

N
(1)

where X(r) = −min(0,W
(r)
n + S

(r)
n − λ−1

n
(r)

) [15]. The
optimal sleep time can be calculated using:

ts,i = Tis,i + ε(K −Ki)− ξ(Ki −Ki−1) (2)

where K is the max threshold queue size empirically deter-
mined (to be described in Section IV). Tis,i is the current
estimated sleep, and ts,i is the next estimated sleep-time
duration for the ith control period Tcp,i. ε and ξ are queue

Algorithm 1 Optimal duty-cycle Estimation
Input: N,K, λ−1

n , Si, Wn

Output: µ−1, λ−1, Xr, Ki+1, Tcp,i
1: procedure SLEEP TIME COMPUTATION
2: i← 1 //Initializing the Regenerative Cycle
3: r ← 1
4: if r < N then //The rth Regenerative Cycle is over
5: λ−1

n ← λ−1
n

6: Sn ← Sn
7: X(r) ← −min(0,W

(r)
n + S

(r)
n − λ−1

n
(r)

)
8: r++
9: end if

10: if r = N then //The ith Control period is over
11: β ← µ− λ
12: Tis,i ←

∑N
r=1X

(r)

N
13: Ki ← max(0, (λ− µ)(Tcp,i −NTis,i))
14: ε← ε //Selecting the values for
15: ξ ← ξ //the controller from the stable range
16: ts,i+1 ← Tis,i + ε(Ki−1 −Ki)− ξ(Ki −Ki−1)
17: r ← 1
18: i← i+ 1 //Start monitoring for the next Tcp,i
19: end if
20: end procedure

stability parameters. To have a stable queue system controller,
(ε , ξ) should satisfy the following criteria:

0 < (ε+ ξ) < Ω (3)

0 < ξ <
1

(Nβ − β + 1)
(4)

Ω =
2(1 + β)

β(Nβ − β + 1)
(5)

where β = (λ − µ), and Γ = (ξ + ε)β, ε and ξ are the
control parameters. Since λ, N , and µ are known, β and Ω,
and consequently ε and ξ can be computed on run-time from
Equation 3 and 4. The proposed controller will adjust the
sleep time by first computing values for Ω and then choosing
appropriate stable values for ε and ξ in real-time. By doing so
(ε+ ξ) will be in a stable range as expressed by Equation 3.

IV. EVALUATION AND IMPLEMENTATION

A. Simulation set-up
We evaluate performance of HAMA in simulation using the

Contiki Cooja platform. The transmission range of each node
was set to 750m and the transmission frequency was set at
2.4GHz. The default transmission power was set at maximum
available radio output power level in Cooja, which is 31
(0dBm or 1mW). The Unit Disk Graph Medium (UDGM) [16]
distance loss was used to run the simulation. We simulate
40 nodes moving in a defined trajectory in a grid area of
5000mx5000m.

To reflect real mobility scenarios as much as possible, we
consider two mobility models. We first generate a mobility



Gateway

Fig. 2: Simulation set-up. The blue arrows illustrate data packet
exchange, the red circles identify the transmission by sender
nodes. In this case node-1 is the gateway node, however, the
network could be set-up to have more than one gateway nodes.

model based on GPS data collected from collared Zebras in
a game park. GPS data of these Zebras was collected every
10min during a foraging activity. To ensure that our mobility
model is correct, we show through simulation that it generates
an output which with 2hr resolution, produces roughly the
same movement patterns (in terms of distance and turning
angle distributions) as real Zebras dataset. In this mobility
scenario, animals also consider conspecifics in their choices,
thus there exits herding or clustering behaviour to some degree.

We generated a second mobility model called RWP using
BonnMotion tool [17], in which mobile nodes move with
Random-Way Point [18] mobility trajectory and are set to
move at random speed range of [10,30 Km/h] with max-pause
= 5s.

The summarized simulation parameters are shown in the
Table I.

The network was operating in a tree network topology to
simulate a more practical data collection scenario. In this
topology, a number of sender nodes generate packets to be
relayed by intermediate nodes towards the gateway. To form
a tree topology, we deployed the collection tree protocol
(CTP) [19] to collect data packets towards the gateway(s).
CTP maintains a tree-based routing network topology using
expected transmissions (ETX) to be defined as a link cost
metric.

The nodes randomly generated data message with 20 bytes
payload at inter-packet interval IPI(ms) or (λ−1 = 2000ms).
We recorded the packet generation time as well as the time

Simulation 5000x5000m2

Simulation Duration 200 packets
MAC Protocol HAMA, X-MAC and A-MAC
Routing Protocol Collection Tree Protocol (CTP)
frequency 868MHz
Max transmission power level 31(0dBm)
Transmission Range 250m
Number of nodes 40
Mobile Node Speed Range [10,30]km/h
Mobility Model Random Way Point (RWP) and Zebra GPS Data Set
RWP Pause Time 5 Seconds
Max Buffer Size (K) 10
Regenerative Cycle (N) 10

Inter-Packet Interval (IPI) λ−1 = 2000ms

TABLE I: Simulation Parameters
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Fig. 3: Modeled queue buffer size with respect to various
generation cycle values. Each point is the max buffer size value
observed for various regenerative cycle (N) at λ−1 = 200ms.

when they are received at the gateway(s). We measure them
for 200 packets simulation time.

The appropriate value for regeneration cycles N and max
buffer size K (to be used for Equation 2 and 3) are deter-
mined empirically. Figure 3 shows the maximum observed
queue buffer length for different regeneration cycles (N =
1, 2, 3, ...30) run at IPI (λ−1 = 200ms). A relatively faster IPI
is selected to reflect the worst case scenario, in which nodes
will be generating packets in case of burst communication. As
shown in Figure 3, the maximum buffer size is 9 packets in
case of X-MAC and A-MAC and only 6 packets in case of
HAMA (for significantly high traffic).

To evaluate response time and computational overhead,
without lose of practicality, for the following simulation, we
set N = 10 and K = 10 (see Figure 3).

We evaluated performance of HAMA considering these two
mobility scenarios as well as the case when all nodes are
stationary. In addition we compared the performance HAMA
with X-MAC and A-MAC protocols. We used three metrics
to evaluate HAMA’s performance: (i) Reliability, (ii) Average
power consumption, and (iii) End-to-End Latency. In the



following sections, we discuss our evaluation results.

B. Reliability
Reliability is measured by counting number of transmitted

packets and number of successfully received packets by the
gateway. As shown in Figure 4, compared with mobile net-
works, reliability is higher for the network with stationary
nodes. In case of having mobility, it can be seen that as
expected when the node speed increases, the reliability de-
creases. This effect is illustrated in Figure 4a and Figure 4b.
However, for both mobility scenarios, HAMA performs better
compared to X-MAC and A-MAC. One may notice that as
amount of mobility increases, performance of X-MAC and
A-MAC degrades significantly while HAMA remains robust
against mobility. This is particularly true in case of mobile
nodes with BonnMobility Random Way point [10,30]Km/h.
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(a) Averg. Reliability for the zebra’s mobility and fixed topology, in this
case animals depict a herding or clustering scenario.
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Fig. 4: The reliability percentage (divided into Zebras and
RWP mobility scenarios) compared to those of fixed network
topology.

Overall, packet reliability of HAMA is at least 12.3% (for
mobile nodes with Zebra’s Trajectory) and at most 16.3%
(for for mobile nodes with BonnMobility Random Way point

[10,30]Km/h) higher than of X-MAC and A-MAC. Further-
more, one can see that increasing number of gateways leads to
decreasing the difference between the reliability performance
of all protocols. This is because an increase in the gateway
density counters the effect of mobility and consequently in-
creases the reliability.

C. Average energy consumption

All MAC protocols consume a comparable amount of energy
at smaller IPI (higher packet rate), which is plausible since
nodes are active most of the time in high traffic scenario.
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Fig. 5: Network wide average power consumption of with
respect to different inter-packet intervals (IPI). Measured for
Zebra and RWP mobility scenarios.

Figure 5 shows the average energy consumption of the entire
network at various IPIs (200 ≤ λ−1 ≤ 4000 ms).

As can be seen in Figure 5, for both Zebra and RWP mobil-
ity scenarios, the energy consumption of the HAMA protocol
increases as network packet arrival rate increases. For both
X-MAC and A-MAC, energy consumption remains relatively
the same as data packet arrival rate increases. However, A-
MAC consumes comparably less energy than X-MAC. HAMA
has a relatively high energy consumption compared to X-
MAC or A-MAC for IPI ranges of 200 ≤ λ−1 ≤ 500 ms.
This is due to implementation of its adaptive mechanism. As
packet transmission and reception rates increase, duration of
each epoch becomes smaller. Consequently the control period
becomes shorter and the HAMA frequently sets smaller sleep-
time to cope with increasing packet rate. However, as the
packet reception rate decreases, HAMA sets longer sleep-
times, which will significantly reduce the energy consumption.
Overall, compared with fixed networks and X-MAC and A-
MAC, energy consumption of HAMA increases by 22.28%
for high packet traffic (λ−1 ≤ 1500 ms) and decreases by at
least 52.28% for low packet traffic (λ−1 ≥ 1500 ms). This
implies energy efficiency of HAMA for high mobility WSN
applications.



D. Average end-to-end latency
Average end-to-end latency is calculated for all received

packets based on the average time difference between when
a packet was transmitted and when it was at the gateway. It
is apparent from Figure 6 that in general higher number of
gateways in the network will normally contribute to having a
lower latency. The maximum latency observed is 2200ms and
2750ms for X-MAC in case of Zebras mobility and BonnMo-
bility Random Way point [10,30]Km/h mobility having one
gateway node. As expected the average latency is higher when
node’s mobility speed increases (as it can be seen from results
of Figure 6.b). Overall, the average latency is decreased by
at-least 11.65 - 14.63% when HAMA is used.
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Fig. 6: Comparison of average end-to-end latency: Top: Zebras
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V. CONCLUSION

As commonly implemented, setting a fixed duty-cycle dura-
tion for mobile network topology often leads to low reliability,

high energy consumption and latency. This is especially the
case for high mobility networks. We presented HAMA to
cope with highly frequently changing network topologies.
Improving the B-MAC protocol, HAMA’s feed-back stability
controller analyzes the received and transmitted packets to de-
termine an optimal sleep-time interval at run-time. To evaluate
HAMA under as realistic as possible mobility and dynamic
network topology scenarios, we used two mobility scenarios
based on Zebras forging activity and BonnMobility Random
Way Point. Our evaluation results show that using HAMA
protocol the average network energy consumption is reduced
by 22.28%-52.28%, providing an additional decrease in the
average end-to-end latency by 11.65%-14.63% compared to
A-MAC and X-MAC. The overall packet reliability is also
increased by upto 16.3%.
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