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Chapter 1

Introduction

This thesis studies the (numerical) analysis of the time-dependent behavior of some
queueing systems based on the Wiener-Hopf factorization technique. The latter technique
basically is used to solve Wiener-Hopf integral equations, and is discussed extensively in
the books by Corduneanu[19] and Zabreyko[44]. The probabilistic interpretation of these
equations is studied by Asmussen[9]. Cohen[18] gives an introduction to the use of Wiener-
Hopf equations in queueing theory. This technique is known as a powerful analytic tool
for analyzing queueing systems.

To obtain the time-dependent distributions of interest, first we specify the initial work-
load and then we derive the (systems of) transformed Wiener-Hopf integral equation(s).
The (system of) equation(s) is(are) then solved by applying the Wiener-Hopf factoriza-
tion technique. This approach is motivated by the thesis by Regterschot[38], where the
Wiener-Hopf factorization technique is applied to study the steady-state behavior of some
queueing systems.

For a queueing system with a non-zero initial workload, the (system of) transformed
Wiener-Hopf integral equation(s) contains a term that is related to the initial workload.
The solution of the (system of) equation(s) requires a decomposition of the latter term.
The need of this decomposition is the main difference between the analysis for the steady-
state behavior (in [38]) and the analysis of the time-dependent behavior in the present
thesis.

Transform techniques are well known techniques in the analysis of queueing systems.
The moments of the time-dependent distribution can be obtained easily by differentiating
the transform. The cumulative distribution function and the probability density function
can be obtained by inverting the transform. We use the Wiener-Hopf factorization and the
decomposition in analyzing the time-dependent behavior of some queueing systems, since
this approach will give us explicit expressions for the transforms of the time-dependent
distributions of interest which are easy to differentiate in order to obtain the moments.
Moreover, the explicit expressions for the transforms enable us to perform numerical inver-
sion in order to obtain the cumulative distribution functions and the probability density
functions.

There are many papers in which the transform technique is used to analyze the time-
dependent behavior of queueing systems. Papers by Bertsimas et. al.[13, 12] and Tanaka

1



2 Introduction

et. al[42] are a few examples. Most authors give the time-dependent behavior in the
form of transforms or in the moments of the distributions of interest. The numerical
inversion for obtaining cumulative distribution functions or probability density functions
are rarely attempted, because it is considered difficult. Fortunately, there are some efforts
to develop effective numerical inversion algorithms so that numerical inversion can be easily
understood and performed. In particular, the algorithms proposed by Abate & Whitt[3, 2]
and Abate, Choudhury, & Whitt[1] are very easy to perform and enable us to do careful
error analysis. These effective numerical inversion algorithms and the explicit expressions
for the transforms guide us in analyzing the time-dependent distributions of interest, which
this thesis is about.

1.1 Focus of the thesis

We focus our analysis on two types of queueing systems: the classical queueing systems
and the fluid flow models. In the classical queueing systems the customers are treated
individually. We study two classes of queuing systems: the single server GI/G/1 system,
and the multi server GI/H,,/s system.

To investigate the applicability of our approach to the problems in the areas of computer
system modelling and telecommunication system modelling, we study fluid flow models
since these models are often used in those areas. The fluid flow model is a queueing system
where the input traffic of the system is treated as if it is a fluid, flowing continuously into
a buffer, which drains at a constant rate. The input flow is modulated by a (continuous-
time) stochastic process, and the input flow rate is constant between transitions of the
underlying jump process.

The first fluid flow model studied is the Markovian fluid flow model, where the input
flow is modulated by a (continuous-time) Markov chain. The second one is the semi-
Markovian fluid low model, a generalization of the Markovian fluid flow model, where the
inter-jump time of the underlying process has a non-exponential distribution.

1.2 Methodology

For the GI/G/1 system, we consider the process {(W,,T,),n = 1,2,---} defined on
the state space Ry x Ry, in which {7,,} is an increasing time sequence generated by the
input process and W, is the actual waiting time of the nth customer who arrives at time
T,.

For Re(¢) > 0 and (|r] < 1,Re(n) > 0,v > 0) or (|r] < 1,Re(n) > 0,v > 0), we
introduce the generating functions

Z(r.¢.m,0) = 37 E (et Oy = ), (L1)

n=1
where Cj denotes the initial number of customers. For this system, we have a boundary
value problem on the imaginary axis Re(¢) = 0 characterized by the equation

Z(r,¢,n,0)(1L = rG(¢, 1)) = 1rZ°(¢,n,v) + V(r,¢,n,v), (1.2)



1.2 Methodology 3

in which Z%(¢,n,v) is a function induced by the initial conditions defined for Re(¢) >
Re(n) > 0, v > 0, and, V(z,¢,m,v) is a function defined for Re(¢) < 0 and (|r| <
Re(n) > 0,v >0) or (|r| < 1,Re(n) > 0,v > 0).

For the GI/H,,/s system and the fluid flow models, we consider the process {(W,,, T,
X,), n=1,2,---} defined on the state space Ry x R, x S, with S a finite set, in which
{T,} is an increasing time sequence generated by the input process, W,, can be thought of
as workload of the system at time 7T, and X,, represents the state at time T}, of a certain
stochastic process. In the GI/H,,/1 system, this process is the service process. In the fluid
flow models, this process is the underlying (semi-)Markov process, which we then denote
by the {J;, > 0}.

Let 1(A) be the indicator function of the event A. Introducing the generating functions

0,
1

¢7777 ZT”E ¢Wn_nTn1<Xn = ])’Xl = ia Wy = U)? Z?.] € Sa (13)

for Re(¢) > 0 and (|r] < 1, Re(n) > 0,v > 0) or (|r| < 1,Re(n) > 0,v > 0), one is led
to solve a boundary value problem on the imaginary axis Re(¢) = 0 characterized by a
(matrix) equation of the following form

Z(r,¢,n,0)(I—1rG(¢,n)) = rZ°(¢,n,v) + V(r, ¢,n,0), (1.4)

in which Z°(¢,n,v) is a (matrix) function induced by the initial conditions defined for
Re(¢) > 0, Re(n) > 0 and, V(z,¢,n,v) is a (matrix) function defined for Re(¢) < 0 and
(Ir] <1,Re(n) > 0,v>0)or (Jr] <1,Re(n) >0,v>0).

The equations (1.2) and (1.4) are (a system of) Wiener-Hopf integral equations. In the
kernel H(r,¢,n) = I — rG(¢,n), I is the identity matrix and G is such that G(0,0) is a
stochastic (transition) matrix.

Two steps are necessary to solve (1.2) and (1.4) for Z as a function of ¢. In the first
step a Wiener-Hopf factorization of the kernel H has to be found such that

H(r, ¢,n) = H"(r,¢,n)H ™ (r,¢,n) (1.5)

where H* (r, ¢, 1) is non-singular for Re(¢) > 0 and satisfies the properties AT, that is, it
is analytic for Re(¢) > 0 and continuous and bounded for Re(¢) > 0 and H™(r, ¢,7), is
non-singular for Re(¢) < 0 and satisfies the properties A~ that is analytic for Re(¢) < 0
and continuous and bounded for Re(¢) < 0. Having found such a factorization, (1.2) or
(1.4) and (1.5) gives on Re(¢) = 0 the boundary equation

Z(r,¢,n,0)H (r,¢,n)
=rZ’(¢,n,v)H (r,6,n) "+ V(r,¢,n,v)H (r,¢,7) "

The left-hand side satisfies the properties A™ while the second term on the right satisfies
the properties A~. Now the first term on the right involving Z°(¢, n, v) neither satisfies A™
nor A~. In the second step we, therefore, have to find a decomposition such that

rZ°(¢,n,0)H (r,¢,n)"' =K*(r,¢,n,v) + K~ (r,¢,n,v), (1.7)

(1.6)
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in which K*(r, ¢,n,v) satisfies properties A™ and K~ (r, ¢, n,v) satisfies properties A~.
From (1.2) or (1.4) and (1.7) we then obtain on Re(¢) =0

Z(Tv ¢7 n, U)H+ (T7 ¢7 77) - K+ (Tv ¢7 1, U)
=K (r,¢,n,v) + V(r,¢,n,v)H"(r,¢6,7)"",

in which the function on the left satisfies the properties A" and the function on the right
satisfies properties A~. Hence, by analytic continuation we can define a bounded entire
function on the whole ¢-plane, which by Liouville’s theorem must be a matrix independent
of ¢, say C(r,n,v). This finally gives, apart from the determination of C(r,n,v), the
(formal) solution

Z(r, ¢,1,v) = (C(r,n,v) + K" (r,¢,n,0v)) H" (r,6,1) 7", (1.9)

for Re(¢) > 0 and (|r| < 1, Re(n) > 0,v > 0) or (|r| < 1,Re(n) > 0,v > 0). With this
solution we are able to determine the time-dependent distributions of interest.

It should be noted that, for the models we study in this thesis, the solution Z(r, ¢, n, v)
is a rational (matrix) function in ¢. Then, it is possible to invert Z(r, ¢,n,v) with respect
to the variable ¢ analytically.

(1.8)

1.3 Finding the steady-state distributions

Since information on numerical steady state results is desirable when studying numerical
solutions to time-dependent equations, we derive the steady state results for all models in
this thesis, although most of these results are already known or have been derived in [3§]
or in de Smit[24, 21, 23].

For the GI/G/1 system, if the process {IV,,} converges (weakly) to a random variable
W, then the steady-state distribution of W can be found by applying Abel’s limit theorem
for generating functions to (1.9). More precisely, the expression for the transform Z(¢) =
E [e=®W|Cy = v] can be obtained by evaluating lim.; (1 — 2)Z(z, ¢,0,v) that is

Z(¢) = E[e™|Co =] = 11%1 (1 —2)Z(z,¢,0,v).

Since the function Z(¢) is a rational function, we then can invert this transform analytically
to obtain the distribution function of W.

Similarly, for the other queueing systems we study in this thesis, if the process {W,,, X, }
converges (weakly) to a random vector (W, X), then the steady-state distribution of (W, X)
can be found similarly from (1.9). Then, for i,7 =1,2,..., N, Re(¢) > 0,

Zij(¢) = E (e MLX = )Xy =i, W1 = v)
= 11%111(1 — 2)Zij(2,¢,0,v).
It is shown that if {W,,, X,,} converges (weakly) to a random vector (W, X), the function

Z;j(¢) is independent of i and we later use the notation Z;(¢) instead of Z;;(¢). The explicit
expression for the distribution function

Fi(z)=P{W <z, X=j}, j=12...,N,
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then can be obtained by inverting Z;(¢) analytically.

Let V; be the workload of the system at time ¢ > 0, and let N, be the number of
transitions of the underlying (semi-)Markov process up to time ¢. For the fluid flow models,
if at time ¢ the underlying (semi-)Markov process is in state j, the input flow rate is assumed
to be r; so that the workload V; satisfies the relation

Vi= Wy, =it = Ty,)]", (1.10)

where 1 = max{0, z}. The transform
Zi (o, v) :/ e "E [em ™V 1(J, = j)| Xy =4, Vi = 0] dt (1.11)
0

can be obtained in terms of Z;;(¢, n, v) through a simple analysis of the process {(V;, J;), t >
0} and a contour integration. If the weak limit of {(V;, J;), t > 0} exists and is denoted
by (V,J), then the transform

Z:(¢) = E [e?V1(J = j)] (1.12)

can be obtained by applying Abel’s limit theorem to Z};(¢,n,v), and inverting it analyti-
cally will yield the distribution function
Fi(x) = P{V <j, 1(J = j)}.
Moreover, for the classical queueing system GI/G/1 the workload V; satisfies the rela-
tion

Vi=[Wn, +Vn, — (t —Tn,)]". (1.13)

The relation (1.13), in a similar way as for the fluid flow models, leads to an expression for
the transform

Z*(p,m,v) = / e ME[e~"t|Cy = v] dt (1.14)
0

in terms of Z(1, ¢,n,v). Similarly, we also can derive expressions for the transforms
U(r,s,v) = ZT"E[SC"|CO = 0]
n=0

and [ e " E[s%]dt, where C,, and C; denote the number of customers in the system
just before the arrival of the nth customer and the number of customers in the system at
time t, respectively. By applying Abel’s limit theorem to these transforms, we obtain the
distributions of the number of customers at arrival epochs as well as in continuous times.
For the GI/H,,/s system, the distributions of the queue length at arrival epochs and in
continuous time are studied in a similar way.
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1.4 Finding the time-dependent distributions

It should be noted that the decomposition step in the procedure described in section
1.2 is essentially due to the presence of the rZ%(¢,n,v) term in (1.2) and (1.4) and is
characteristic for finding the transforms of time-dependent probability distributions. This
can be seen from (1.2) and (1.4), with n = 0, when one applies Abel’s limit theorem to
equation (1.2) and (1.4), under the provision that {W,} or {W,,, X,,} converges weakly as
n — oo, since multiplying (1.2) and (1.4) by (1 — r) the term involving rZ°(¢,n,v) will
tend to zero as one takes the limit for r» T 1.

The time-dependent distributions of interest can be obtained by inverting their mul-
tidimensional transforms numerically as proposed by Abate, Choudhury and Whitt[1],
Choudhury, Lucantoni and Whitt[16], and Moorthy[35, 36]. The numerical inversion al-
gorithm in [1] is based on the connection between the Laguere-series representation of the
function one wants to obtain and its multidimensional Laplace transform. To accelerate the
convergence, the algorithm is complemented by the scaling technique, which for inverting
the one dimensional transform is effective (see Choudhury, Lucantoni and Whitt[16]).

The transforms we derive in this thesis are not all multidimensional Laplace transform.
For example, to obtain the time-dependent distribution of the workload at arrival epochs,
W, we have to invert the transform Z(r, ¢,0,v) which is the generating function of the
Laplace transform of W,,. The numerical inversion algorithms in [1, 16, 35, 36] can not be
applied directly to the transform Z(r, ¢, 0, v). In obtaining time distributions of interest, in
this thesis we use a different approach. Noting that the transform Z(r, ¢, n,v) is a rational
(matrix) function in ¢, first we apply an analytic inversion to the transforms. The result
is not a rational function anymore, so then we apply numerical inversion.

In the fluid flow models, we assume that the inter-jump times of the underlying process
have a common distribution where its Laplace-Stieltjes transform is a rational function. It
follows that the kernel H(r, ¢,7) is a rational function in the variable ¢. The location of
the zeros and the poles of H(r, ¢,n) in the complex plane ¢ will guide us in finding the
factors H*(r, ¢,n) and H™ (r, ¢, n), and the Wiener-Hopf factorization used will give us
rational factors in ¢. Furthermore, the expression of Z(r, ¢,n) in (1.9) with respect to the
variable ¢ consists of some rational functions and multiplication of rational functions and
exponential functions. This enable us to invert Z(r, ¢,n) analytically with respect to the
variable ¢. Let z(r, x,n) be the result of this inversion.

The time-dependent distribution of the workload at transition epochs can be obtained
by inverting the generating function z(r,0,x). We then apply the numerical inversion al-
gorithm proposed in Abate and Whitt[3] to invert z(r,n, x) since z(r,n, z) is not a simple
function to be inverted analytically.

The time-dependent distribution of the workload can be obtained in a similar way.
Notice that in obtaining this distribution, the analytical inversion will yield a Laplace-
Stieltjes transform which is also not simple to be inverted analytically. The numerical
inversion algorithm for inverting the Laplace transform in [3] can be applied to obtain the
distribution.

For the classical queueing systems we study in this thesis, the rationality of the ker-
nel H(r, ¢,n) is ensured if the inter-arrival times or the service times have a rational
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Laplace-Stieltjes transform. The GI/H,,/s system has this characteristic so that the time-
dependent distributions of interest can be obtained by applying the same technique as for
the fluid flow models. For the GI/G/1 system, we restrict our analysis to the special cases
GI/K;,/1 and K,,/G/1. This restriction is not too strong since the set of distributions
with rational Laplace-Stieltjes transform is dense in the distribution space so that any sin-
gle server queueing system can be approximated by the GI/K,,/1 system or the K,,/G/1
system.

As mentioned above the numerical inversion is the last crucial step in obtaining the
time-dependent distributions. The numerical inversion algorithms proposed in [1] are very
useful for inverting the time-dependent distribution functions (more explanation on the
algorithms can be found in section 2.4).

1.5 Organization of the thesis

This thesis is organized as follows. After the introduction, in chapter 2 we recall some
results from complex function theory and some isolated lemmas and introduce notation
that will be used in the sequel. Moreover, we give a brief introduction on the Wiener-
Hopf factorization and its application. This chapter also presents the numerical inversion
algorithms in [3] and an explanation of how we set the accuracy. In chapter 3 we apply the
Wiener-Hopf factorization technique to study the time-dependent behavior of the system
GI/G/1. In chapter 4 we apply the technique to study the system GI/H,,/s. In both
chapters, we successfully obtain the time-dependent distributions of the actual waiting
times, the virtual waiting times, the number of customers at arrival epochs as well as
in continuous time. In chapter 4 we also obtain the time dependent distributions of the
queue length at arrival epochs as well as in continuous time. In chapter 5 we study the
time-dependent buffer content in the Markovian Fluid Flow Model. The generalization of
this model to the semi-Markovian case is studied in chapter 6.
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Chapter 2

Some Mathematical Preliminaries

In this chapter, we give some preliminaries that are needed for the analysis in chapter
3 until chapter 6. We begin with section 2.1, which gives us definitions on some contours
and identities, and followed by a short discussion of the analytic continuation in section
2.2. In section 2.3 we give a short introduction to Wiener-Hopf factorization, which plays
a key role in solving the main systems of equations we derive in chapters 3 - 6. We end this
chapter by giving the numerical algorithms used for inverting Laplace-Stieltjes transforms
and generating functions.

2.1 Contours and Identities

In this thesis, we will often consider the following contours.

Definition 2.1.1
For R > 6 >0, C;R is the closed contour consisting of

1. the part of the line Re(¢) = —0, running from —0 + i/ R? — §2 to
— — iV R? — 62 and

2. the part of circle |¢| = R, running counterclockwise from
—0 — iV R? — 62 to —6 + iV R? — 2.

Cs g s the closed contour consisting of

1. the part of the line Re(¢) = —9, running from — — i/ R? — §? to
—d + iV R? — 62 and

2. the part of circle |¢| = R, running counterclockwise from
-0+ iV R? — 6% to —0 — iV R? — 2.

The definition is illustrated by figure 2.1.

For derivations, we use some identities of which the proof can be found in the book by
Cohen [17]. First, we introduce the notations

[z]" = max(0,z), [z]” =min(0,z), —oo <z < co. (2.1)

9
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A Im(g) I Im(g)

.
Csr

Re(q) Re(g)

Figure 2.1: The contour 5, (left) and the contour Cj p(right).

Identity 2.1.1
For arbitrary real x and complex numbers ¢; and ¢,

o d1lel™ 4 P2l = e~ 01[z]T —¢2lz]” 4 1. (2.2)

Proof. See page 142 of Cohen [17].

Identity 2.1.2
For arbitrary real x,

1 iR+0
e = — lim d¢ ¢

S —— 2.3
27 0% | o e 0" (23)

Proof. See page 269 of Cohen [17].

The following identity is the Dirichlet integral representation of the normalized unit
step function.

Identity 2.1.3

1 1 10040 df
1 0)+-1(z=0) = — —e 2.4
(2 < 0)+ 51 =0) 2m'/_m+0§€ (2.4)

Proof. See Widder[43].
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2.2 Analytic Function and Analytic Continuation

In chapters 3-6 we will consider some analytic functions that satisfy a certain property,
which is formulated in the following.

Definition 2.2.1
We say a function f satisfies property A™ if f(¢) is
(i) analytic on Re(¢) > 0,
(ii) continuous and bounded on Re(¢) > 0,

and we say it satisfies property A" if, in addition, it is
(iii) bounded away from 0 on Re(¢) > 0.

We say a function f satisfies property A~ if f(¢) is
(i) analytic on Re(¢) < 0,
(ii) continuous and bounded on Re(¢) < 0,

and we say it satisfies property A~ if, in addition, it is
(iii) bounded away from 0 on Re(¢) < 0.

Next, we recall a theorem called the principle of analytic continuation. We will use this
theorem in proving some main theorems in this thesis.

Theorem 2.2.1

Let an analytic function fi(z) be defined in a region €y and let Q3 be another region
which has a certain subregion w, but only this one, in common with §2,. Then, if a function
fa(2) exists which is analytic in Qy and coincides with fi(z) in w, there can only be one
such function. fi(z) and fy(z) are called analytic continuations of each other.

Proof. See Knopp [30].

2.3 Wiener-Hopf factorization

The technique to solve the problems in this thesis is based on Wiener-Hopf factorization.
In this section we recall some definitions and some theorems about this factorization and
its application to the problems in chapters 3 until chapter 6.

Let f,g and k¢ be functions of bounded variation on the real line (—oo,00), where
f and h have non-negative support, i.e. f(t) = ko(t) = 0 for ¢ < 0. The function f
defines a Stieltjes measure df(.) on the positive half-axis [0, c0) which is used to define
Riemann-Stieltjes integrals. The integral equation for f,

$)= [ ot - p)ire) = ko1 20, 25

is called the Wiener-Hopf integral equation. Since f(t) = 0 for ¢ < 0 we may extend this
equation to the negative half-axis by introducing a function

— [\ gt —y)df(y), t<0,
k() = (2.6)
ko(t), t>0.
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So we get the extended Wiener-Hopf integral equation

F)= [ ot = 9)di(0) = K, oo < 1 < o 27

By introducing the Laplace-Stieltjes transforms

+00
szfa%mm Re(g) > 0,

mwzfmﬁwwmfmwzu

o0

Axwzi/oeﬂ%%ay Re(¢) <0, and

+oo
fﬂwz/ e~dky(t), Re(9) > 0.

and applying transforms to equation (2.7) gives the transformed Wiener-Hopf equation

F(9)(1 - G(9)) = K°(¢) + K(¢), Re(¢) =0, (2.8)

where F(¢) and K°(¢) satisfy the property A and K(¢) satisfies the property A~. The
equation (2.8) can be solved using a factorization method applied to the symbol of (2.8)

H(¢) =1—-G(9).
The factorization is referred to as Wiener-Hopf factorization since it is connected to the
Wiener-Hopf technique in the theory of integral equations. This technique is about to

write a complex valued function H(¢), which is bounded and continuous on Re(¢) = 0
with limg ;00 H(¢) = limy .o H(¢) = 1, in the form

H(¢) = H"(¢)H (¢), Re(¢)=0, (2.9)
where HT(¢) satisfies property A* and H~(¢) satisfies property A~.
We shall only consider factorizations with
H*(+ic0) = H' (—ioc0) = H™ (+ic0) = H™ (—ioo) = 1.

Since both factors are bounded at infinity and analytic in their respective half-planes
Re(¢) > 0 and Re(¢) < 0 they are bounded in the closed half-planes Re(¢) > 0 and
Re(¢) < 0 respectively. We impose the condition that H(¢) does not vanish on the
imaginary axis, i.e.

H(¢)£0, Re(e)=0. (2.10)
This condition implies that H"(¢) and H (¢) can not vanish on the imaginary axis
Re(¢) = 0. The factorization (2.9) is regular if at least one of the factors H*(¢) and
H~(¢) does not vanish in the half-plane of analyticity. It is canonical if both factors
H*(¢) and H™(¢) do not vanish in their half-planes of analyticity, so that

H(¢) #0, Re(¢) >0, and
H(¢) #0, Re(¢) <0,

The existence of the canonical factorization (2.11) is given by the following theorem.

(2.11)
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Theorem 2.3.1 (Scalar factorization theorem)
A function H(¢) = 1 — G(¢) admits a canonical factorization if and only if

o H(¢p)#0, Re(p)=0,
e one of the following is satisfied

1. the number of zeros of H(¢) in Re(¢) > 0 is equal to the number of poles of
H(6) in Re(6) > 0,

2. the number of zeros of H(¢) in Re(¢) < 0 is equal to the number of poles of
H(¢) in Re(¢) < 0.

The canonical factorization is unique. Moreover we have

H(¢) =1+ /+00 e ?dC(t), Re(¢) >0, and
0

0

H(6) = 1+ / e=dC(),  Re(d) <0,

where C(t) is a function of bounded variation on the real line.

Proof. See Corduneanu [19] and Regterschot [38]. |

The conditions 1 and 2 in Theorem 2.3.1 can be verified by Rouché’s theorem. If in
a half-plane the number of zeros is not equal to the number of poles then there exists a
factorization as well. However it is not canonical and not necessarily unique. For more
details see Corduneanu [19] and Zabreyko [44].

In chapters 4-6, we are dealing with some systems of transformed Wiener-Hopf equa-
tions. The necessary and sufficient conditions for these systems to admit a canonical
factorization is ensured in Bart, Gohberg, and Kaashoek[10]. The conditions involve the
det H(¢) instead of H(¢), and we can use a generalization of Rouché’s theorem, given in
de Smit [21], to verify the conditions.

If the canonical factors for the symbol of (2.8) exist then we have

F(9)H*(¢) = K*(¢)/H (¢) + K(¢)/H (¢), Re(¢) = 0. (2.12)

Now the left hand-side satisfies property A* and the last term of the right hand-side
satisfies property A=. We then try to find a decomposition of K°(¢)/H ™ (¢), i.e. we look
for two functions C*(¢) and C~(¢) such that

o CT(¢) satisfies property AT,
e ('~ (¢) satisfies property A,

o K°¢)/H™(¢) =C*(d) +C(¢).
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With this decomposition we have from (2.12)

F(¢)H™(¢) — CT(¢) = C™(¢) + K(¢)/H (9). (2.13)
At this point we invoke Liouville’s theorem.

Theorem 2.3.2 (Liouville’s theorem)
A function analytic and bounded in the whole complex plane is constant.

Proof. See page 451 of Apostol[5]. |

From (2.13) it now follows by analytic continuation that it is possible to define a function
equal to the left hand-side of (2.13) for Re(¢) > 0 and equal to the right hand-side of (2.13)
for Re(¢) < 0. It now follows from Liouville’s theorem that

F(¢)H" (¢) — CT(4) = constant, Re(¢p) > 0, (2.14)
and

C™(¢) + K(¢)/H (¢) = constant, Re(¢) <0, (2.15)
where the constant is determined by the known value, ¢ say, at the origin, so
c=F(0)H"(0)— C*(0)=C(0)+ K(0)/H(0). (2.16)
Since the factorization is unique we now have

Theorem 2.3.3
If the function H(¢) = 1 — G(¢) admits a canonical factorization, then equation (2.8)
has the unique solution

F(¢) = (CT(¢) + F(0O)H*(0) — CT(0)) /H*(¢), Re(¢) >0, (2.17)
and

K(6) = (FO)H*(0) ~ K¥(0) = C~(¢) H(¢). Re(6) <0, (2.18)

Proof. Equations (2.17) and (2.18) are obtained directly by substituting (2.16) into
(2.14) and (2.15). n
2.4 Numerical inversions

In this section we discuss the numerical inversions for the Laplace transforms and proba-
bility generating functions proposed in Abate & Whitt[3].
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2.4.1 Numerical inversion algorithm for Laplace transforms

Given the Laplace transform

f(s) = /000 e f(t)dt, Re(s) > 0, (2.19)

where f is a function on the positive real line, we want to invert (2.19) to obtain the
function f. The analytical formula for this function is given by

1

f(t) = Py /00 e " fu)du, teRT (2.20)

but often the integral in (2.20) is difficult to evaluate analytically. A numerical inversion
is then appropriate. The numerical inversion is based on the integral (2.20), in which the
integral is evaluated numerically by using the trapezoidal rule. It yields an approximation
for f(t) in terms of the alternating series

0= Seme) () + S Sevtn (FE) e

where real number A and integer numbers m and n are parameters to control the accuracy.
The series is then approximated by the Fuler sum

E(t,m,n) = i (Z‘) 28, k() (2.22)

k=0
where
Sut) =) (=1)*ax(t), (2.23)
k=0
with
ao(t) = f (%) /2, (2.24)
ax(t) = Re(f) <A 2?"“”) k> (2.25)
so that n
F(t) ~ eTE(t,m,n). (2.26)

In [3] it is shown that |E(t,m,n) — E(t,m,n+ 1)| can be used for estimating the error
due to the approximation formula (2.26). It is indicated that to obtain accuracy to 1077,
we can set A =19.1, m = 11, and n = 15.
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2.4.2 Numerical inversion algorithm for generating functions

Suppose that
Y =S P =) =3, <1, 2.2
=0 =0

the probability generating function of a random variable with non-negative integer values
X, is given. The analytical formula for p; = P(X = j) is

Y B (COF (2.28)

Pi= o o 2T

where C). is the circle with center at origin and of radius r,0 < r < 1, and the integration
is taken counter clockwise. Let z = re™. Substituting this to (2.28) we obtain

1 2 i )
pj= / 90re™) gy
tJo (

27 reiv)itl
1 2w ) N
= s [ tree 220)
0
1

= /0 ' (Re(g(re™)) +iIm(g(re™))) (cos(ju) — isin(ju)) du.

2mrd
Since p; is a real number, then

B 1
2y

D; /0 ' (Cos(ju)Re(g(rei“)) + sin(ju)]m(g(rei“))) du. (2.30)

The trapezoidal rule with step size m/j is then applied to approximate the integral in
(2.30), and yields

2j-1 Y
m g(r) +g(—r ik /i _ oy
P = 2mjri ) 9 =) + Z COS(]W)Re(g(T@k /])) + ZSln(kW)Im(g(re k /J))]
k=1 k=1
1 &
T3 ;( )" Re(g(re*™1)),

and with some algebra we obtain

p; 2]% g(r) +g(=r) + 22(—1)’“36(9(7“6ik”/j))] : (2.31)

Denote the right hand side of (2.31) by p,. In [3] it is proven that for 0 < r < 1 and j > 1,
2

Ips = Bil < T—5;-

But for practical purposes, we can think of the error bound as r% since % is approxi-
mately equal to 7% when 7% is small. Hence, to have accuracy to 1077, we let r = 1077/,



Chapter 3

The Single Server GI/G/1 queue

3.1 Introduction

We consider a single server queueing system with renewal input and infinite waiting
room in which customers are served in order of arrival, i.e. with first come - first served
(FCFS) discipline. We choose t = T = 0 at the arrival epoch of an arbitrary customer. We
assume that this customer finds upon his arrival Cy other customers in the system, which
are numbered 1,2,...,C} in order of their arrival. These customers will be referred to as
special customers. For convenience we assume that the first special customer enters service
at ¢ = 0. The service times of the special customers will be denoted by X;, Xs, ..., X¢,.

After the arrival at time T subsequent customers arrive at time epochs 77,75,.... The
inter-arrival times are denoted by A, =T,, —T,,_1,n =1,2,... and the service time of the
nth customer is denoted by B,,n = 0,1,.... By assumption {A,} constitutes a sequence

of independent identically distributed (i.i.d.) nonnegative random variables with
F(z) =P(A, <x)
F(0+)=0
E(A,) =a < oco.
Also {B,} are i.i.d. nonnegative random variables and we denote
G(z) = P(B, <)
with G(04) =0

E(B,) =0 < .

We assume that the probability distribution of A,,,n =1,2,--- , is non-lattice. Moverover,
we assume that {A,},{B,} and {X;,i = 1,2,...,Cy} are three independent families of
random variables. As usual, the traffic intensity p is defined by 3/a.

We are interested in the steady state (if it exists) and time dependent probability
distributions of the actual waiting time of the nth customer, the virtual waiting time at
time t and, the number of customers in the system at arrival epochs and in continuous time.

17



18 The Single Server GI1/G/1 queue

These system characteristics have been investigated by Cohen[17], Bertsimas et al. [13] and
Bertsimas & Nakazato[12], under the assumption Cy = 0.

In [13] the analysis is done by solving a Hilbert factorization problem. Two special cases
of the problem, i.e. the cases in which either the probability distribution of the inter-arrival
times or the service times has a rational Laplace transform are solved explicitly, yielding
simple closed-form expressions for the Laplace transforms of the waiting time distribution
and the busy period distribution. Algorithmically, the approach offers a method for finding
these distributions through numerical inversion, which is claimed to be very tractable.

The two special cases mentioned above are also studied in de Smit[24] for the steady
state. Wiener-Hopf factorization is used to analyze the problem, and as a result, the
Laplace-Stieltjes transforms of the steady-state distribution of waiting time of nth customer
and the distribution of the virtual waiting time are obtained.

Furthermore, in [12] another special case of the model is considered. This special case
is the MGEL/MGE)/1 queue, that is the queueing model in which the inter-arrival times
and the service times have a mixed generalized Erlang distribution. The authors use the
method of stages, and give closed-form expressions for the Laplace transforms of the queue
length distribution and the waiting time distribution. Some examples of the distributions
of the busy period, the queue length, and the waiting time are given, obtained through
numerical inversion of the Laplace transforms.

For the analysis of the present model, we use the same method as in [24]. To find
the distribution function of the waiting time of the nth arbitrary customer, Wiener-Hopf
factorization is used. Later we will see that this factorization must be followed by a
decomposition of a certain function since in our model we have a non-zero waiting time
for the customer who arrives at ¢t = 0. For the two special cases studied in [13], which we
denote by GI/K, /1 and K,,/G/1, an explicit factorization can be found. This gives us
an explicit expression for the generating function of the Laplace-Stieltjes transform of the
distribution of the actual waiting time of the nth customer. Based on this result, we could
derive an explicit expression for the Laplace-Stieltjes transform of the virtual waiting time.

For the study of the number of customers in the system, we derive a general expression
for the Laplace-Stieltjes transform of the time-dependent expectation of the number of cus-
tomers using contour integration. For the systems GI/K, /1 and K,,/G/1, the expression
for the Laplace-Stieltjes transforms can be determined explicitly. The explicit expressions
for the transforms enable us to perform a numerical inversion of these transforms to obtain
the time-dependent distributions/expectations of interest. We apply the numerical inver-
sion algorithm proposed in [3], and the numerical results can be found in the end of this
chapter.

This chapter is organized as follows. After giving some notations and definitions in
section 3.2, we will study the probability distribution of the actual waiting time of the nth
customer in section 3.3. Then in section 3.4 we derive the probability distribution of the
virtual waiting time. Based upon some results in sections 3.3 and 3.4, we subsequently
study the number of customers at arrival epochs in section 3.5 and for continuous time in
section 3.6. A more detailed study of these distributions for the queueing models GI/K,, /1
and K,,/G/1, can be found in section 3.7. In section 3.7.3 we give some examples of the
distributions obtained by numerical inversion. For the systems with traffic intensity p < 1
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we give the distributions in steady state as well as in transient state and, for the systems
with p > 1, we give the time dependent distribution of the number of customers at time t
and its behavior as t increases.

3.2 Notations and definitions

We denote the actual waiting time of nth customer by W, and the virtual waiting
time at time ¢ by V. If Cy = ~, then Wy = >~/ | X;. We assume that the X; have finite
positive mean and, that their probability distribution is non-lattice and has a rational
Laplace-Stieltjes transform of the following form

_4X, P(¢)
P(p) = E [e %] = : 3.1
= I ) o
Consequently,
B [e%|Cy = 1] = =) (32)

Hf:l (¢+ wi>7’
where Re(w;) >0, i=1,2,...,k, and in which P(¢) is a polynomial of degree k — 1 or
less. We assume that the coefficient of ¢¢, where d is the degree of P(¢), is unity.

Let the L-S transforms of the distribution functions of the inter-arrival and service
times be denoted by

A(6) = /0 T e P (da),  Re() > 0
and

B(g) = / T G(da), Rel9) >0,

respectively. We assume that there exists a § > 0 such that A(¢) and B(¢) can be continued
analytically into the region Re(¢) > —0.

3.3 The distribution of actual waiting times

Since the service discipline is FCFS, the actual waiting times satisfy the recurrence
relation

Wit = [Wn+ By — Ap]t n=0,1,....

Let for (|r| < 1, Re(¢) > 0, Re(n) > 0,v > 0), or (|r] <1, Re(¢) >0, Re(n) > 0,7 > 0), or
(Irl <1, Re(¢) > 0, Re(n) = 0,7 > 0),

rgmy) =Y r"E [e7"n TGy = 4]
n=0
and let
V(r,.1,7) Zr““E (1= oWty il Gy = ]

for (|r] < 1, Re(¢) < 0,Re(n) > 0,7 > 0) or (|r| <1, Re(¢) <0, Re(n) > 0,7 > 0).
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Theorem 3.3.1
For (|r| <1, Re(¢) = 0, Re(n) > 0,7 > 0) or (|r| <1, Re(¢) =0, Re(n) > 0,7 > 0),
P (9)
Hf=1<¢ + w;)7

Z(r,¢,m {1 —rA(n - ¢)B(¢)} = +V(r,¢,m,7). (3.3)

Proof. By using the identity 2.1.1 with ¢; = ¢5 = ¢, that is
e — e et (3.4)

we have for Re(¢) =0, Re(n) > 0, and v > 0,

E [6—¢Wn+1—nTn+1|CO — ,ﬂ
— £ |:e—¢[Wn+Bn—An+1}+_77Tn+1‘CO _ 7]
— B [6—¢>[Wn+Bn—An+1]—7]Tn+1 |CO — ,ﬂ

E [(1 _ €—¢[Wn+Bn—An+1r> =41 |Gy = 7}

_ E [eﬂﬁwn—nTn‘Co _ ’Y} E |:€*¢)Bn*(77*¢)14n+1’00 _ ﬂ
+E |:(1 _ e—¢[Wn+Bn—An+1}_> e_nTn+1 |CO _ ,yi| 7
using the independence assumptions and the fact that 7,1 = T,, + A,41. If we multiply
by " and sum over n this yields for Re(¢) = 0 and (|r| < 1, Re(n) > 0,y > 0) or
(Ir[ <1, Re(n) > 0,7 = 0),
Z(r,¢,m,7) = E [e?"0|Co = 7] = rZ(r,¢,0,7) Aln — ¢) B(¢) + V (r,6,1n,7)

noting that Ty = 0 and using the independence of the service times and inter-arrival times
and, we get (3.3), using (3.2).
[

It can be shown, see Cohen[17], that for fixed (|r| < 1, Re(n) > 0) or (|r| <1, Re(n) >
0), the function 1 — rA(n — ¢)B(¢) can be factorized, i.e. for Re(¢) = 0,

1-— TA(U - ¢)B(¢) = K+(7“, ¢a n)K_(Ta ¢777)7 (35)
where, in the complex ¢ plane, K*(r, ¢,n) satisfies conditions AT and K~ (r, ¢,n) satisfies
conditions A~. Then, from (3.3) we obtain for fixed (|r|] < 1, Re(n) > 0,7 > 0) or
(Ir[ <1, Re(n) > 0,7 = 0) and Re(¢) =0,

_ PUY) K (r,¢,m)]

Z(r, 1,7 K (r,¢,n) = a Vir,o.n.7) [K-(ré,n)] . (36
(r, ¢, ) K" (7, ,1m) JARTEEE +V(r,é,m,7) [K(r,¢,1)] (3.6)

In the complex ¢ plane, the left-hand side of (3.6) satisfies conditions A™ and the second
term of the right-hand side satisfies conditions A~. Suppose we can decompose the first
term of the right hand side of (3.6) into two functions C and C~ such that for Re(¢) = 0,

P(¢)
H?=1 (¢ + wi)

- [K (o] = CHrdin ) + O (r 6 ), (3.7)
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where C* (r

,,m, ) satisfies AT and C~(r, ¢, n,~) satisfies A~. We then have the following
solution of (3.3)

3).

Theorem 3.3.2
For (|r| <1, Re(¢) > 0, Re(n) > 0,7 > 0), or (|r| <1, Re(¢) > 0, Re(n) > 0,7 > 0), or
(Ir] <1, Re(¢) > 0, Re(n) > 0,y > 0),we have

Z(r,6,m.7) = [CF(r,¢,m,7) + C~(r,0,0,7)] [K*(r,0,m)] (3.8)

Proof. From (3.6) and (3.7) we have

Z(?", ¢7 7, 7)K+<T7 (ba 77) - CJr(ra ¢7 n, V) =C" (Ta ¢7 m, 7)
_ -1
+V(r.d.n,y) [K(rdom)]
The left-hand side of (3.9) satisfies AT and the right-hand side satisfies A~. By analytic
continuation in the complex ¢ plane, we can define an entire function which is equal to the

left-hand side for Re(¢) > 0 and equal to the right-hand side for Re(¢) < 0. This entire
function is bounded, and hence by Liouville’s theorem, it is a constant. So, for Re(¢) >0

Z<T7 ¢7U77)K+(T7 ¢7 77) - C+(T7 ¢77777) = Z(T,O,T},’Y)KJr(T,O,n) - C+<7‘, 077777)
= C_(T', Oa 7777) + O’

(3.9)

(3.10)
with (|r| < 1, Re(n) > 0,7 > 0) or (|r| <1, Re(n) > 0,y > 0), which proves the theorem.
|
If p < 1 and both

K™(1,¢,0) = liglKW“, ¢,0) and K~ (1,¢,0) = liglK_(T, ¢,0)

exist for Re(¢) > 0, then from (3.8), in using Abel’s theorem, the Laplace-Stieltjes trans-
form of the steady-state waiting time distribution for Re(¢) > 0 is given by

Z(¢) =lim(1 —r)Z(r,¢,0,7)

. 3 (3.11)
= |lim(1 —r) [C*(r,¢,0,7) + C(r,0,0,7)] | [K*(1,9,0)] .

rTl
The explicit expression for Z(¢) can then be found once we have explicit expressions for
K*(r,¢,m), K~ (r,6,n),C*(r, ¢,n,7), and C~(r, ¢, n,7).
3.4 The distribution of the virtual waiting time

Let the number of arrivals in the interval (0,¢] be denoted by

Ny=sup{n=1,2,...| T, <t}
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and let
Uy = WNt + BNt ( - TNt)'

Then the virtual waiting time V; is given by V, = U;". Notice that the sample paths of V;
are right-continuous. By the law of total probability we have for Re(¢) > 0, > 0,

E [e—¢Ut|CO _ ] E [ [WNtJrBNt (t—Tn, ]|O — 7]

|: WNt"!‘BNt (t— TNt))]_(Tn <t< Tn—i—l)‘CD = fy]

i
ZO/ Pt -w}E () (3.12)

duE [ (T, < u)|Co = 7]

Z/ S (- )

A E [e7 1T, < u)|Co =17],

where 1(A) denotes the indicator function of the event A.
Hence, for Re(n) > Re(¢) > 0,7 > 0, we find

/ e "E [e_¢Ut|C’o =] dt
0

:B(¢) — 13 . Z E ¢W"_77T"‘CQ = fy} (313)

Then, by using identity (3.4), we have for Re(n) > 0, Re(¢) = 0,~v > 0,

Z*(¢,m,7) =/ e "E [e=?"|Cy = 7] dt
0

_BW) -~ An=9)B@) ;) 1 (3.14)
n—o g

— /OOO ) [6—¢U5|CO = 7} dt.

We now decompose the term 2= A(" 9)B(¢) 7 (1,¢,7m,7), i.e. we determine two functions
D*(¢,m,7) and D~ (¢,n,~) such that for Re(¢p) =0

B(¢) — A(n — ¢)B(9)

— Z(1,¢,m,7) = D" (¢.n,7) + D™ (¢,1,7), (3.15)
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where in the complex ¢ plane, D¥(¢,n,~) satisfies AT and D~ (¢, n,) satisfies A~. For
this purpose, we first notice from equation (3.3), that for Re(¢) > 0, Re(n) > 0,~v > 0,

17 ¢7 n,7) = -
n—¢ ( ) n—¢ n—9¢ (3.16)
L Py vy @
=)l (d+w)  (1—9)
By defining the function
F(6n.7) = BO)Z(L 6,17 — 2067 + =D 3.17)
[Tici (¢ +wi)?
for Re(¢) > 0, Re(n) > 0,7 > 0, we can choose
F(¢.n,7) — F(n,n,7)
D*(¢,n,7) = 3.18
( ) "= 9) (3.18)
e Flon) | V(L6..2)
— 77’ T]’ /y ) ) T]? /y
D™(é,n,7) = + 3.19
N P B 19
With this decomposition, we have the following result.
Theorem 3.4.1
For Re(n) > 0, Re(¢) > 0,7 >0,
. F(n,n,
Z*(¢,m,7v) = D*(¢,m,7) + W (3.20)
Proof. With the decomposition (3.15) we can rewrite (3.14) as
* _ 1
Z*(¢,m,7) — DF (b, ) = D™ (6,m,7) + —
g (3.21)

—/ e mE [e‘¢Uif|Co = | dt,
0

where in the complex ¢ plane the left-hand side of (3.21) satisfies A" and the right-hand
side satisfies A~. By analytic continuation, we can define an entire function which is equal
to the left-hand side for Re(¢) > 0 and equal to the right-hand side for Re(¢) < 0. This
entire function is bounded, and hence by Liouville’s theorem, it is a constant. Therefore,

Z*(¢.n,7) — D (d.m,7) = Z2°(0,m,7) — D*(0,n,7)

1 1
=D~ 07 ) + - —-
(0,m,7) nn (3.22)

F(n,n,~)
77 )
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and we get (3.20).
[

If p < 1 and if the distribution function of the inter-arrival times F' is non-lattice, then
the steady-state virtual waiting time distribution exists. Let

Z'(¢) = lim E [e™VCy =] .
From Abel’s theorem for Laplace transforms, we obtain

Z*(¢) = limnZ*(¢,n,7)
nl0

T F(n,m.7)

= 1;{5177 {D (&, m,7) + n
| PY(¢)
7;{51 (77 — (b) (¢) ( 7¢77777) ( 7¢77777> + Hf:1(¢ + wi)'Y (3 23)
— lim LF(n n,7) |

nlo (n— @) o

1), iy L0

1 1_73@5)2

=1l—p+p B (4),

a well known relation for the GI/G/1 queue that relates the L-S transforms of the proba-
bility distributions of the virtual and actual waiting time.

3.5 Number of customers at arrival epochs

Let C,, be the number of customers in the system at 7}, i.e. just before the arrival of
the nth customer. It is clear that

, impossible event ,j=0,1,...,Cy—1
{Co<j} = .
Q ,j:CO,CO—i—l,...,
where () is the sure event. Furthermore, for n =1,2,...,7,

'{Zic:o;(j_n)Xi < Tn} j=1,2....C

Q i=Co+1,004+2,... . &
{C, < j}= n=1,2,...,5—Co

{221_(]_”))(2<Tn} 7j:CO+1,Co+2,...,&

\
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and
{Cn+j+1 S]} = {Tn+Wn—|—Bn <Tn+j+1} n=20,1,....

Theorem 3.5.1
For |r| < 1,|s| < 1,7 >0,

Ur,s,7) = Y r"E [s™Cy = 7]

n=0
rsYtl

_ v
(1—rs)+5

L—g) fiot0 ge [sTA(=P©) [P(&) — 87 [Ty (€ +wy)
L (1=s) / d¢
210 J_icoro € X(r,€) Xa(s,€) [Ty (€ +wi)

(3.24)

(-5 / A ) A OB Z(r£.0,7),

2mi —i00+0 é

where

Xi(r,s,&) =1 —srA(=£),

and

Xo(s,6) = P(§) — s H(& + ;).

Proof. For |r| <1,|s| < 1,7 >0,

=(1-y9) Z sT+(1—s) Z Zr"sj (3.25)

We use the identity 2.1.3, that is

1 1 100+0 df
1 +-1(z=0) = — T
(:L‘<0) Q(x 0) 22,/_i ofe
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to obtain
y—=(3—n) i0040 '
Pl Y Xi<T|= - L / Ly [ —5(23;‘7‘”)&—%)]
1= 2mi —i00+0 f
. (3.26)
10040 )
1 d£ [ —5(23:71(]7”))(1')] An(_g)
27m 5040 5
and

P(T, + W, + B, < T4j+1|Co =)

100+0
_1 s 5 E [e 8Tt Wat Bu—Tati1)| 0 — 4]
270 J isoro0 f (3.27)
1 i00+0 déf

g | PO =] BEOA™ (o),

taking into account the independence assumptions. By substituting (3.26) and (3.27) into
(3.25) we obtain for |r| < 1,|s| < 1,7 >0,

ZT”E [s9"|Co = 7]

n=1
oo nty-l ico+0 ,
1 df 7=(G-n) x.
-0 s [ Tl T
n=1 j=n 27” —ico+0 6 (328)
rsytl y
+ (1 —rs) +s

441—@¥LQ/m B (1 s A(—) T A(—E) B Z(r.£.0,7).

2mi —10040 5

Since the r.v.’s X;, ¢=1,...,7, are independent the first term of the right-hand side
of (3.28) can be written as

oo n+y—1 100+0 dé’

-0y S o

:(12;;) / T iil rA(= <Pf§)) |

,mwg e
:<1—-@‘/”“+°dfpv( sTA(=E) 1( )' (3.20)
= ;

2w J _isoro € 1 1— srA(=¢€)
_(1-9) /”‘3*0 d§ rA(=§P(§)s[P(€
Pr©) =TT (Etw)]
sTIE 1 (& +wi)) TTE (6 + wi)

E [675)(1] (y=j+n) An(_&-)

2

V“Fﬂ

2w Joege €& (L—srA(=E)) (P(
_(1-s) /Z’O"*O d¢ srA(=§)P(¢
21 J_isoro § (1 — st A(—E))(P(€) —

\_/J‘r\r

~—
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By inserting (3.29) into (3.28), the proof is completed.
|
The generating function of the nth moment of number of customers at arrival epochs
can be derived from (3.24). For the first moment one obtains the following relation. For
| <1720,

=D _1"E[CulCo=1]
n=0
Y T

it aoe

ro[PdEA(ZE) N~ oy
27 _icoto § 1—TA(= 5) Z/P](f)
r 100+0 dg
27”’ —i00+0 6

The first integral can be evaluated using contour integration leading to the following
theorem.

Theorem 3.5.2
Forr <1,v>0, and w; # w; for i # j

(3.30)

—[1=rA(=¢] 7 A(=€)B(§) Z(r,€,0,7).

U(r,y) =y + TETSE
N A=) P(g)
; J—l 'Zd@ — A=) (€ Fwn) | (3.31)

r 10040 df

27” —100+0 5

[1—rA(=&)] T A(=€)B(&)Z(r,£,0,7).

Proof. We want to evaluate the first integral in (3.29) using Cauchy’s residue theorem.
Consider a closed contour consisting of the line segment [—iR + 4,iR + 0],0 > 0, parallel
to the imaginary axis in the complex £ plane and a left semi-circle I'g closing the contour.
The integrand has a simple pole at £ = 0 and in view of (3.1) has poles in £ = —w;,i =
1,2,...,k, each of which occurs with orders j = 1,2,...,7, since w; # w;(i # j) by
assumption. Observe that 1 — rA(—¢) # 0 within the closed contour.

The residue at { = 0 equals -, since P(0) = 1 and A(0) = 1. The residue at §{ = —wy,
a;j say, corresponding to P(€)7, cf. (3.1), equals

IS S A(=9P(©)
Y- DS | g1 — rA(=€)) lei;i (& +w,)!

E=—w;

Hence, letting f(£) denote the integrand of the integral, we obtain

10040 vk
/ F(€)de + / F(6)de = S ay
—100+0 FR

j=1 i=1
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Now observe that ,

1
S0P =0( ) aslel = 0
€

and |A(=¢&)| < M for Re(&) < 0.

Hence
lim [ f(§)d§=0
R—oo Tr

and the assertion follows after some simple calculations.
[ |

Theorem 3.5.2 will be used in section 3.7 where an explicit expression for the last
integral in the right-hand side of (3.31) is derived.

The process {C,,,n = 0,1,...} is regenerative with the same regeneration points as
the process {W,,n = 0,1,...}, because the events {C,, = 0} and {W,, = 0} are identical.
Therefore {C,,} converges weakly to a random variable C'iff p < 1. By using Abel’s theorem
and (3.11), we have for p < 1,

E[s] = Clak). / TR Ay A oBE)2(6),

2mi —i00+0 §

and ,
1 10040 d£ .
ElC] = —5— — (1= A(=£) A=) B(E)Z(E). (3.32)
T J isoto §
In section 3.7, where we have an explicit expression for A(—&) or B(€), the integral can be

calculated, and we will get a closed-form expression for E[C].

3.6 Number of customers in continuous time

Let C; be the number of customers at time ¢. The process (C}) is defined to be left-
continuous. Then by partitioning the event {C; < j} with respect to the number of

customers that enter the system in (0, t], we have for j =0,1,...,Cp,
Co n
{cr<iy= U {ZXi<t,Nt=j—co—1+n}u
n=Co—j+1 \ i=1
U {Tw-co1 + Wagyo1 + Bugpr < t, Ny =j — Co — 1 +n}
n=Cy+1
Co n
= U { XZ < ta E—Co—l-‘rn S t < 7}—00-}—71} U
n=Co—j+1 \ i=1

U{Tn+Wn+Bn <ta ,I'j-&-n §t<7}+n+1}7
n=0
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and for j =Cp+1,Co+2,. ..,

{Cf <jt={N<j—Co—1}U

C n
L_OJ{ZX,-<t,Nt:j—C’O—1+n}U

n=1 i=1

U {Tn—Co—l + Wn—C()—l + Bn—C()—l < t7 Nt = j - CU -1+ n}
n=Cop+1

= {t < Tj—Co}
Co n
) U {ZX’L < tajjijofH»n <t < 7—1]'00+n}
n=1 =1

U {T0 + Wa + By < t, Tjyn <t < Tjinaa}-

n=0

This leads to

o
/ e MmE [sct
0

:(1—8)Zsj/ e P (Cy < j|Co =) dt
j=0 70

Co :’Y] dt

Y

'7 0o n
=(1-9> ¢ > / et p (Z X <t,Tjyryn <t < Tj%n) dt
j /0 i=1

i=0  n=y+l-j

v o0 00
+(1 —S)Zst/ eMP (T + Wy + By < t, Ty <t < Tjyni1)dt
j=0 n=0"Y0
0

+(1—29) Zsjﬂ“/ e P (t <Tjq)dt
=0

oo ¥ 00 n
+(1—s5)) M Z/ e P (Z X; <t,Tjin <t< Tj+n+1> dt
j=0 n=170 i=1

+(1—s) ) SjZ/ P (T, + Wy + By < t,Tjyn <t < Tjynyr)dt,
0

j=v+1 n=0

for |s|] < 1,7 > 0.

29

Upon combining the first and fourth term and the second and fifth term one obtains for
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s| <1,7=0,
/ e_"tE[sC? |Co = ~]dt
0
=(1—3s) [Z sITH / eMP(Tyyy > t)dt
=0 0

+ZS]Z/ e_ntP(Tn+Wn+Bn<t,7}+n§t<1—}.+n+l|c’0:7)dt

(3.33)

+ZZSW ”+1/ e MP(Y X; <t Ty <t < Tyt .
=1

n=1 j=0

By using the identity 2.1.3 on page 10 it follows that for Re(n) > Re(&§) > 0, v > 0,

/OO e "E [s9T|Cy =] dt
_57—&-1 B . Sy—i—l A(n)
= T a A

(1—s Zsﬂzm/mw dg/ome_"tlio{l—F(t—u)}

70 u=0 —100+0
d,Ele™* "—t+W"+Bn>1(Tn+J < w)|Cy=

B e [ e e

n=1 j=0
d,Ble &= XiD1(T; < w))dt
S'y+1 57+1 A(ﬁ)

:T_( —5) n 1—sA(n)
— 1 et 1= AW =9 pg / " eong,
0

1_ iINT
+ S>JZ_O:S — 270 J _jsoyo § RS
(e Tt Wul (T, n—i—j u)|Co =)

(1= 8) So S giytin [T AL =AM =8 L esn x4

271 ;;S v /'Loo+0 3 n—=¢ Ele A=)
s s A(n)
o _(_8)77 1 —sA(n)

( — S) ioo+0 ﬁl ( ) Z(17£>777’Y)

271 /iooJrO § —& B(g)l —sA(n —§) (339

e /iw%.l— Ap-9 _oPE 1Pl
210 ) _jooyo € n—=¢ 1—sAn—¢) 1-sP&)
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The Laplace transform of the nth moments of C} can be derived from (3.34). For the
first moment we obtain, with Re(n) > Re(§) > 0, v > 0,

| emrieic =ar= 124 A
0 n o n(l—An)

1 [P B 1

LRI g
2mi —t00+0 5 (77 f)
1 /ZOOJFO d§ P(§) 1-"P()"
270 Jiooro €N —E 1T—P(&)

Since B(§),P(§) and Z(1,&,n, ) are regular functions in the right half-plane Re(§) > 0
and, moreover |P(§)| < 1 for Re(¢) > 0, and noting also that the integrands tends to zero
sufficiently fast for [{| — oo if Re(§) > 0, it follows from contour integration that for
Re(n) >0, v =0,

X e o+l A(n)
[ e =ala =00 -
_Bm)Z(Ln,n,v) 173(77)1 —Pn) '
" Ui 1=P(n)

The process {C},t > 0} is regenerative with the same regeneration epochs as {V;,t >
0}. Consequently, (C}) converges for t — oo to a stationary random variable C* iff p < 1
and the interarrival time distribution is non-lattice. We find from (3.34) for |s| < 1,

" 1— 0 g BE)(1—-A(n—¢)z(1
20 Jojooro € ml0 (N = E)(1 = sA(n =)

Since we have assumed that there exists a § > 0 such that B(¢) can be continued analyti-

cally into the region Re(d) > —§, then the same applies to Z(1, ¢,n,~). Notice that

(1= A(n)
17}10 mhng(l 0,1,7)

= lim _A/( )
nl0 (1 —sA(n)) —snA’(n) nl

(07 .
a9 léfgnz(l,O,nﬁ)-

hng(l 0,7,7) (3.38)

Now we have for |s| < 1,

E [SC*} =alimnZ(1,0,7n,7)
710

n (1-1s) /ioo—o d¢ - nB(E)(1— A(n—&)Z(1,€,n,7) (3.39)
2 oo €00 (1= —sAln =€)

and it yields

1 fre? d¢ B(§)
— | Z(1 4
i) E € ;{nn(ﬁnv) (3.40)

Here we also need the expression for lim, o nZ(1,&,n) to analyze the integral in (3.40). For
this reason, the further study will be done in section 3.7.

E[CY] = —



32 The Single Server GI1/G/1 queue

3.7 The systems GI/K,/1 and K,,/G/1

In this section, we study the two special cases of GI/G/1 in which either the inter-
arrival time distribution or the service time distribution has a rational Laplace-Stieltjes
transform. For these cases, the factorization of (3.5) can be done easily, and it yields
explicit expressions for (3.11),(3.23), (3.32), and (3.40).

3.7.1 The system GI/K,/1

The Laplace-Stieltjes transform of the service time for this model has the form

Bi(¢)
H?:l (¢4 i)’

where Re(u;) > 0,i=1,2,...,n,and B;(¢) is a polynomial of degree (n — 1) or less. Now

we have
[T (6 + pi) —rA(n — ¢)Bi(9)
I[21 (6 + i) '
For ¢ > 0, consider the contour Cs 1, in the complex ¢ plane. For |r| < 1 and Re(n) >0
or [r| <1 and Re(n) > 0 with ¢ € C;p, then for R large enough

B(¢) =

1 —rA(n - 6)B(6) = (3.41)

rA(n = 6)Bu()] < | [] (¢ + )l with || = R, Re(6) < 0.

Moreover, since for Re(¢) = —d and Re(n) > 0
rA(n — ) B(9)| < [r|A(Re(n — ¢)) B(Re(¢))
< [r]A(0) B(=0).

Since
A(0)B(=d6) =1+ a(l—p)d+0(d),d | 0,p =3/«

it follows that
[rA(m = 6)Bi1(9)] < | [J (¢ + )| with Re(9) = —3
i=1
for |[r] <1 or |r| =1,p < 1. Hence, by Rouché’s theorem the function (3.40) has exactly

n zeros \i(r,n),i = 1,2,...,n in the left half-plane Re(¢) < 0 if (|r| < 1, Re(n) > 0) or
(Ir] =1,p < 1, Re(n) > 0). These zeros are continuous in r for |r| < 1, so that

It follows that

1—rA(n—¢)B(¢) = K" (r,¢,n) K~ (r,¢,n), Re(¢) =0,
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with
- L@+ ) = 1Al — ¢)Bi(9)
Korom === e m) (342
and
= (0 = \i(r,m))
H G (3.43)

It is clear that K (r, ¢, n) satisfies AT and K~ (r, ¢, n) satisfies A~. For the decomposition
indicated in (3.7) we impose the following condition.

Condition 3.7.1
—w; and \j(r,n), i=1,2,...,k, j=1,2,...,n, are all distinct.

We expand (3.2) into partial fractions

kv
o =2 M oreme (3.41)
where
U= i bl dciwj [HZl ni((jl w, (3.45)
Notice that S2% 37 ¢;;/w! = 1, since P(0) = 1.
Let
h9 (r,m) = 1,% K (6] o (3.46)

where hgo)(r, n) = [K~(r, —w;,n)] ™"

To find the decomposition for C*(r, ¢,n,v) and C~(r, ¢, n,7), see (3.7), we now choose

kv J—1
PO = 33 s { —<r,¢,n>]‘1—Zhﬁ%n)(mw»l} (3.47)

i=1 j=1 =0

and
v J-1

: " (r,m)
O*(r,as,n,v):ZZZqU @ T (3.48)

i=1 j=1 =0

Since K~ (r, ¢, n) satisfies A~ in the ¢ plane, it is readily seen that as a function of ¢,
C*(r,¢,n,v) satisfies AT and C~(r, ¢, n,7) satisfies A,
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The actual waiting time

From (3.8), (3.43), (3.47) and (3.48) we have for (|r| < 1, Re(¢) > 0, Re(n) > 0,7 > 0, ),
o (|r| < 1, Re(@) > 0, Re(n) > 0,7 > 0), or (|r| < 1, Re() > 0, Re(n) > 0,7 > 0),
n <¢ + MZ) k v I-1 | hgm)(r’ 77)
2 dmm) = H (6 — N(rm) Z R CEETIET
' / (3.49)

To find the distribution of actual waiting times W,,, we consider the function Z(r, ¢,n, )
for n = 0. This function is a rational function in ¢, so that we can invert it analytically to
obtain the generating function

G(r,z,v) = Z rmP(Wp, <z|Cop=7), |r|<l,2>0,v7>0. (3.50)

m=0

For this inversion, let us define

[1j=1 (X, 0) + 1)

pi = , (3.51)
Ai(r, 0) TTj=1 j2a(Xi(r, 0) = A;(r, 0))
Then by using (A.3) and (3.51) we have for |r| < 1,2 >0,
G(r,z,7) + Zpl (r,0,0,7) + CT(r, Ai(r,0),0,7)) X0
(3.52)

vy j-1 l—m q)l(_wi)xlfmflefwjx
+ZZZ% RED m—O—1)

i=1 j=1 m=0 =1 <']_

where

alfl 1 -1
(¢) = DT (gfﬁ(ﬁ b, 0)) -

By a numerical inversion of (3.52), we get the distribution function P(W,, < z).

For p < 1, we consider the steady-state distribution of the waiting times. For this
purpose, let

Ai(1) = liglj\i(r) = ligl)\i(r, 0), i=1,...,n,

where the existence of the limit is discussed on page 32.
By definition we see that for j =1,2,...,k,

13%1(1 —) (K’(r, —wj, 77)) =0.
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That implies
11%1(1 - T)C+(T7 ¢7 0, ’7) = 0.

; k S~y J
Moreover, since > 7 > ] gij/w] =1,

¢!
lim(1 — 0,0, i
im(1 —r)C™(r,0,0,7) H1
Then from (3.11) and by using Abel’s theorem we have
. _ (0 + ) (A1)
Z(¢) = lim E[e"®""|Cy=1] = N . Re(¢) >0. (3.53)
e 11 pi(¢ = Ai(1))

This result is in accordance with a result in [24].

The virtual waiting time

By inserting (3.17) into (3.49), we have for this system

F(Cbanﬁ):l—[ (¢ )\ 177 [ZZZ ZJ QS—FUJJl]

Bi(9) _
'*H?x¢—x< < L0m)

] (3.54)

1 :
(0= (1) 1 ) ITiy (6 + wi)

Then, by inserting (3.54) and (3.18) into (3.20) we obtain for (Re(¢) > 0, Re(n) > 0,y > 0)
or (Re(¢) >0, Re(n) =2 0,7 = 0),

* . Bl(¢) kv j-1 M
Z*(¢,m,7) = e O] [;Fl;q T ey l]
By (¢) _
B C s A WeErs) R
IR » R L (1)
(n— ¢)H(¢ \i(1,m)) ;;lzqw (& +w)i- ] (3.55)

el Ve ¢+“ s (1.0.1.7)

) _Fny)  Fny)

+ P(
=) T (6 +w)  (1—9) 7

(2
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Again, we get a rational function in ¢ that allows us to invert it with respect to this variable
analytically to find an explicit expression for the Laplace transform

Z(z,m,y) = / e "P(V, < x|Cy=~)dt, x>0,Re(n)>0,v>0. (3.56)
0
By defining

8-(77) _ Bl()\i(lan))
' Ai(Lm)(n = Ni(1,m)) H;L:Lj;éi(/\i(la n) — Ai(1,7))

and

H] L(Ai(1,m) + )
(L) (= N(Ln) Ty (Na(Lim) — Ai(1,m))
we have for z > 0, Re(n) > 0,y > 0,

ti(n) =

ZE y 17, 7 - +Z Sz z C (1’/\l<1a7777)777> +C_(1;0,7777))€)‘i(1’")x
k v j—1 " j—1 w. Q;J e ——
2.2 wmnz 43<—n
kv J-1 -1 e .
0 Do,y (—wy, ) M
;;zo ! mZ::l (j—1—m)l(m—1)!
kv L
Dy (—wy, m, y) T em "
+ . . 9
;; (y =G = !
where
am—l

Bi(¢)
Ot Lﬁ(ﬁ-@ﬂm (&= Am(L,m)) }

Do) = L [ @+ 1) ]

1
9ot ¢<n—¢>H &~ ML)

D3ii(0.1,7) =

0! P(9)"
067 [00) = ) s mia@ + w0)7 |

The Laplace-Stieltjes transform of the probability distribution function of the virtual
waiting time in steady state is easily found from (3.23) by substituting the expression for
Z(¢) in (3.53) obtaining for Re(¢) > 0,

n . n ) B, (3.58)
—1-p+ ] (=X(1) (=i (@ + 1y) — Bi(9))
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as given in de Smit[24]. By inverting the Laplace-Stieltjes transform (3.58) we obtain the
probability distribution function of the virtual waiting time in steady state. As a result,
we have for x > 0,

11 (-
PV<z)=1—p+—
(V<) p+ozj|:|1

1 (<1 B0
+ = — - = :
Q (; U | Ni)

Number of customers at arrival epochs

For the queueing system under consideration, the integral in the third term of (3.31)
would be

/ T () A BE) Z(r.,0,7)

—i00+0 f
_ /m dg A(=§)B(§) [C*(r,£,0,7) + C(r,0,0,7)
et 5 (L= rAE) T (€ — Mi(r.0))
_QMZ OB O O[O (5 1(.0)-0:7) + 0,0, 0.9) (3.60)
(1= AN O Ty i, 0) = X (r,0))

+2mz ( OB <K<1,—wi,o>>1>

E0— rA(—O) T, (€ — X (1, 0))

If we substitute this into (3.31) we obtain for |r| < 1,7 >0,

=—w;

Ur,y) =v+

—_

(

— T‘)2

kg
RPN

1=

A(=§P(&)
§(1—rA(=£)) Hian;éi(g + wy ) E=—w;
A(=Ai(r,0)) Bi(Ai(r, 0)) [C7(r, Ai(r, 0),0,7) + C(r,0,0,7)]

Z Ai(r, 0)(1 = rA(=Ai(r, 0))) I Tj—1,j2:(Ai(r, 0) = A;(r, 0))
—Z 9 [ A=QBi(©p: (K~ (1, ~w;,0))”"
06 \ €(1 = rA(=&) [Tj—1 (€ — A;(1,0))

and if we invert it we get E[C,],n = 0,1,--- . Meanwhile, from (3.32), the expectation of
steady-state number of customers at arrival epochs is

I A(=X(0)By(a(1)) [CF(1,44(1),0,7) + C(1,0,0,7)]
C1=-1-2 A1 = A(=X (D)) Tz (A(1) = A5(1)

J=1,j#1

B Z ﬁ Bl(g)sz_(]_, —Ww;, 0)_1
2 96 \E0— AL E- LML) )|,

MQ

—-T

J

(3.61)

gk

-Tr
1

9

E=—w;

(3.62)
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Number of customers in continuous time

To get the explicit expression for the expected number of customers in continuous time
in steady-state, we consider the following.

k _—1
(& + 1s) Z (1, wjﬂ?)

limnZ(1,6,7,7) = limy H
Py (0 —Xi(1,m))

H ¢+m ¢ 0m)

(p+p) Tl —N(1,m)
=l H @ — (L) T 10— A)) (3.63)

- ¢+Mz —Ai(1,0))
Zl_[l/lz ¢ Ai(1, 0))

1 . ¢+,uz (1 0))
el G >\(1 0))

Q

If we substitute this into (3.40) we obtain

E[C"]

L g o =\i(1,0)

- 27ia /—z’oo—O ' B:le) H (€ = Ni(1,0))p (3.64)
Bi(0) T, (= A1) =TTy s 00 TN (1)

[T (—Au(D))?

3.7.2 The system K,,/G/1

The Laplace-Stieltjes transform of the inter-arrival times for this model has the form

Ai(9)
[T (0 +A)

where Re(\;) > 0,4 = 1,2,...,m, and A;(¢) is a polynomial of degree (m — 1) or less.
Now we have

A(¢) =

[[Zi(n—¢+X) —rdi(n — ¢)B(¢)
[T (= o+ N)
With a similar proof as for the case GI/K,/1, it can be shown that for (|r| < 1, Re(n) > 0)

r (|r] = 1,p < 1,Re(n) > 0), the numerator of (3.65) has exactly m zeros in the right
half-plane Re(¢) > 0, which we denote by w1 (r,n), po(r, 1), ..., tm(r,n), so that

1—rA(m—¢)B(¢) = K" (r,¢,n) K~ (r,¢,n), Re(¢) =0,

1 —rA(n— 6)B(6) = (3.65)
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with
t 7400 — 64+ A) — i (n — 6)B(0)
[T (¢ — pa(r,m)) ’

1 (6 — pi(r,m))
P = 1177 ¢+ N)

It is clear that K (r, ¢, n) satisfies At and K~ (r, ¢, n) satisfies A~. We will need the partial
fractions expansion
P(o)
H?:1(¢ + w;)?

K*(r,¢,n) =

and

H 77 ¢+)\

H21¢+wz i1 (¢ — pi(r,n))
Hj:1(77_¢+>‘j)

(K~ (r,0,m)] " =

= P(¢) = 3.66
[T (6 — arom) (300
k+m I;
Z Z 67,] T, P)/)
i=1 ]:1 ¢ = ai(r, )=t
where
—w; for 1=1,...k,
ai(rv 77) = .
wi—g(r,m) for i=k+1,....k+m,
I v for 1=1,...k,
)1 for i=k+1,... . k+m.
If we denote by
R(¢,n,7) = P(e) [[(n— 6+ )
Jj=1
and
k+m
Q((ba 77) = H ((b - ai(r7 n))li7
i=1
then the functions e;;(r,n) satisty
1o R(¢,n, 7)
eij(r,mn,y) = ————=———=(¢ — a;(r, — 3.67
$=ai(rn)
We now choose the following decomposition in (3.7)
& ey )
G\, y)
7’ (b n, 7 ;JZ_; ¢+w ~—j+1"
and
— ey
c r, ¢7 n,7) = L'
( ) i;l ¢ - Mi—k(ra 77)

It is clear that C*(r, ¢, n,~) satisfies AT and C~(r, ¢, n, ) satisfies A~.
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The actual waiting time

From (3.8) we have for (|r| < 1, Re(¢) >
0, Re(n) > 0,7 > 0), or (|r| < 1, Re(@) > 0, Re() >

k
=222 ijw? C(r,0,1,7)

[ Hi:1(¢ — i(1,1m)) ]
LTZ =9+ M) —rAi(n —¢)B(d)]

This function, in general, is not rational. Hence, we can not derive an explicit expression
for the generating function G(r, x,~) from (3.68). We just can get the generating functions
of the kth moments of W,, by differentiating the function Z(r, ¢,0,~) with respect to the
variable ¢.

For p < 1, we consider the steady-state distribution of the waiting times. For this
purpose, we need to study the behavior of the zeros p;(r,n) for r T 1 and n = 0. Take
6 > 0 and consider the contour Cjp. Then for R large enough |A(—¢)B(4)| < 1 on the
semi-circle |¢p| = R, Re(¢) < 0, whereas on Re(¢) = —9,

(3.68)

|A(=¢)B(¢)| < |A(0)B(=0)| = (1 —ad+o0(0))(1+ 56+ 0(d))
= 1—adé(l—p)+o0(5),6]0.

Hence, |A(—¢)B(¢)| < 1 on Re(¢) = —0 if 0(d)/d < a1l — p), which will hold for p < 1
and ¢ small enough. With the aid of Rouché’s theorem, we now see that for p < 1,
1 — A(—¢)B(¢) has a simple zero at the origin, which we denote by 4(1,0), and has m —1
zeros in the right half-plane Re(¢) > 0, which we denote by po(1,0),. .., pum(1,0). Since
the ;(r, 0) are continuous functions in r for || < 1, we may write p;(1,0) = lim,1; p1;(r, 0),
1=1,...,m

By definition, we see that

lin(1 = 1)C* (r,6,0,7) K+ (7,6,0) " = 0,

Moreover,
(1 =)0 (r,0,0,9) K (r,6,0)™*
— lim M
rTl —ak+1(r, 0)

1—r
uf3(1g+1)1(7“7 0, V)KJF(?U o, 0)_1

e+ (r, 0,7) K™ (r, ¢, 0)~! (3.69)

To determine this limit, we use the fact 1 —rA(—puy(r,0))B(u1(r,0)) = 0, from which it is
readily verified that

Wi (1,0) = 1/(5 - a). (3.70)
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Moreover, from the definition of e;;(r,n,7) in (3.67) we see that

lime (r,0,7) = =—— ,
r1 PO [Tiso(—#i(1,0))

which shows that this limit is independent of . By combining this result with (3.70) we
obtain

K*(1,0,0)7".

' B (r 1 _(3_ o H:Zl Ai
17}%1(1 —7)C(1,0,0,7) K" (r,0,0)"" = (8 )Hﬁg(_“i(l’o))

Then from (3.11) we have for Re(¢) > 0,

'uz Hﬁl )\z
Z(¢) <}l 1 1 0) ) 170 — &) — Al (—¢)B(9) (3.71)

in accordance with a result in de Smit[24].

The virtual waiting time

For this system we have for Re(¢) > 0, Re(n) > 0,7 > 0,

F(¢,1,7) lzzeé)izv C=(1,0,7,7)

{ I[2, (6 — pi(1,m))
(= ¢+>\) Ai(n — ¢)B(9)

|50

(3.72)
R e oo
{ H,:1(¢—ui(1,n)) } N P(¢)
TS (=04 N) — Av(n — ¢)B(¢) Hle(qb—i-wz)
so that for Re(¢) > 0, Re(n) > 0,7 >0,
: eij(1,m,7
Z*(¢,m,7) = [;;((sz (170,77,7)]
[ Hi:1(¢_ﬂz( )) ] B(Qb)
AT (=0 +XN) — Ai(n—¢)B(o) ] n— ¢
; ; ez(ab Jlr Z}f (1,0, 7”)] (3.73)
{ [T (6 — pi(1,m)) } 1
[I(n—o+X)—Ai(n—¢)B(o)] (n—9)
N P(¢)7 _ F(n,n.v) N F(n,n,v)

=) (6+w)  (n—9) Ui
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The time-dependent distribution of the virtual waiting time can be obtained by inverting
this transfom.

The Laplace-Stieltjes transform of the steady-state probability distribution of the vir-
tual waiting time follows from (3.23) and (3.71) and is given by

1 - B(¢)
ag

pa(l [[:2, Ai(1 = B(9))
(11 leo >H§11(Az—¢)— A1 (=9)B(¢)’

for Re(¢) > 0,p < 1. This result is an accordance with a result in de Smit[24].

Z(¢)=1-p+Z(9)
(3.74)
=1—

The number of customers at arrival epochs

The last integral on the right hand side of (3.31) for the system under consideration
becomes

10040
[ Fa-raorta-oB©20.60.0

—10040 5
:/m*“gmo (1,609 T2 (€ + A)
—z‘oo+0§ Hi:l( §+>‘1>_TA1< 5) .

(3.75)

We have discussed on page 38 that p;(r,0),i = 1,2,--- ,m, are the zeroes of the denomi-
nator of (3.75). Then (3.75) becomes

= Bpa(r,0) Z (1, p(r,0),0,9) TT7Z (= a(r, 0) + Aj)
27”; Hj:u;éi(/ii(ra 0) — p5(r,0)) .

If we substitute this into (3.31), then we obtain the explicit expression for the generating

function of the expectations E[C,|Cy = v],n = 0,1, ..., which for |r| < 1,7 > 0, is given
by
Ulr,y) =y + L
7/7 _7 (1 o 7”)2
_ Z Z A(=EPE)

_ Z B(Mi(ra O))Z(1> ﬂi(n 0)7 07 ’7) H;nzl(_,ui(ra O) + )‘])
i—1 HT:L#Z'(/M(Ta 0) — Mj(ry 0)) .
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The number of customers in continuous time

For the system under consideration we have the following relations.

limnZ(1,¢,n,7)
nl0

SE oo
[ [T (6 — pi(1,m)) ]
L (=0 + X)) — Ai(n — ¢)B(9) (3.77)
. I17 (6 — pa(1,m)) '
_O—i—lmOT]C' (1077V)H M=o+ XN)—Ai(n—¢)B(9)

~ lim = ein(1,1,7) [T, (¢ — m(1,m))
Bkt (niZ;I —mk(l,n)> [IZ(n =&+ A) = Ai(n — 9)B(9)

iy Mt (1,1,7) T2, (6 — p(1,m)
nlo —u(Ln) I n—¢+N)— Aln—¢)B(¢)

To determine this limit, we need to differentiate the equation

1= A(n — pa(1,m)B(pa(1,m)) = 0.

= lim
nl0 "

It is readily verified that

lim g (1,7) = ——. 3.78
im (L) = —— 3 (3.78)
By using I’Hopital’s rule we obtain
. 1
nl0 e}
If we substitute (3.79) into (3.40), we obtain
E[C7]
[, (1i(1,0) = §) (3.80)

L) A
2mice [T, pi(1,0) J jooo € IT2 (N = &) — A(=6)B(E)

It is clear that & = 0 is a pole of the integrand of order 2. Then for p < 1 and since the
probability distribution of A,, is non-lattice,

—B(E)

b cB—a) LA
plet=" T2, 1i(1,0)° (3.81)

where ¢ is the residue of

B(§) L (mi(1,0) = §)
¢ ILZ (N = &) = Au(=8)B(S)

at £ = 0.
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3.7.3 Examples

In this section we give some examples of time-dependent distributions of the waiting
times and the number of customers. To get all distribution functions and expectations
of interest, we apply the numerical inversion algorithms proposed in [3] to the related
transforms.

We suppose in all examples that the number of special customers in the system is
Co = . The service time of these special customers is exponentially distributed with mean

%. So that
1.5\’
E [e_‘bwo} = .
¢+15
1. The system Hy/M/1

We suppose that the inter-arrival times have a Hy distribution with Laplace-Stieltjes
transform

15+ 49
B+ )5+ ¢)
and the service times have an exponential distribution with the Laplace-Stieltjes
transform 6
B(¢p) = ——.
=514

Note that the traffic intensity p = %. This system is a special case of the GI/K,, /1
system, so we will follow the analysis in sub-section 3.7.1 in order to obtain the
distributions of interest.

The Wiener-Hopf type equation (3.41) for this system is

B+n—9)5+n—¢)(¢+6)—6r(15+4(n—9))
B+n=9)5+n—9)(¢+6)

For n =0 and r T 1 the numerator of (3.82) has exactly one zero in the left half-plane
Re(¢) < 0, that is A(1,0) = —2.162.

The steady-state distribution function of the actual waiting time, from (3.53), is
A(1,0) n A(1,0) +6
6 6

After following the analysis in sub-section 3.7.1, the distribution function P(W,, < z)
for fixed n can be obtained by inverting the generating function (3.52) numerically,
where we apply the numerical algorithm proposed in [3]. The behavior of W, for
some values of n is shown in figure 3.1.

1—rA(n—¢)B(¢) =

(3.82)

PW<z)=— (1 — X0y,

The steady-state distribution function of the virtual waiting time follows from (3.58),
PV <z)=1-p+p(l—e07).
The distribution function P(V; < x) for fixed ¢ is obtained by inverting the Laplace

transform (3.57) numerically. The behavior of the distribution function of V; for some
values of ¢ is shown in figure 3.2.
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P(W, <z/C) = 2)
1 steady state [T ——
0.9 S
e
4/. _ — —_ —
0.8 ; i
0.7
s
P
o]
i
I
.
[T
s
,
P
¥ s
i A
0als
7 T 7 I 7 X

Figure 3.1: P(W,, < z|Cy = 2) for some n.

We invert (3.36) numerically to get the expectation of the number of customers in
continuous time. Note from (3.64) that

. 1

The behavior of E[C;] as t increases is shown in figure 3.3.
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PV < 2) steady state

Figure 3.2: P(V; < z|Cy = 2) for some t.

steady-state vahe

Figure 3.3: E[C}|Cy = ] as t increases, for some values of 7.



3.7 The systems GI /K, /1 and K,,/G/1 47

2. The system Hy/D/1
In this example we suppose that the inter-arrival times have a H, distribution with
the Laplace-Stieltjes transform

15 + 4¢
A) = 20D
B+0)5+9)
the service times have a deterministic distribution with the Laplace-Stieltjes trans-
form
B(g) = e,

Note that the traffic intensity p = %. This system is a special case of K,,/G/1
system, so we will follow the analysis in sub-section 3.7.2 in order to obtain the
distributions of interest.

The Wiener-Hopf type equation (3.65) for this system is
B+n—0)5+n—9¢) —r(15+4(n—¢))e
B+n—9)5+n—09)

For fixed n with Re(n) > 0 the numerator of (3.83) has two zeros in the right half-
plane Re(¢) > 0. For this system, we obtain the factors
3+n—0)(5+n—0)—r(15+4(n—¢))e

(¢ = pa(r,m) (¢ — pa(r,m)) ’

(¢ - Ul(r> 77))(¢ - ,UQ(T» 77))
B+n—0)5+n—9)

For the decomposition in (3.7), we derive a partial fraction expansion of E[e *"°] K~ (1, ¢,n)~,

1—rA(n—¢)B(¢) = (3.83)

K*(ry ) =

K™= (r,¢,n) =

Ble™"™ K~ (1, ¢,n)""
__An) As(n) Ay Ey(n)
T+ @r1aE T Gy G- (L)

n Es(n)

(¢ — p2(1,m))’
where the functions A;(n), E1(n), and Ey(n) satisfy (3.67). Then,
Ay Az(n) A,(n)

o) =it GrisE Tt Gr ey
O (rd.m. ) = Ey(n) Es(n)

G—mLm) (&= pa(ln)

For n = 0 the numerator of (3.83) has a zero at the origin and a zero in the right half
plane Re(¢) > 0. We name these as j1(1,0) = 0 and p2(1,0). From (3.80) we have

(B—a) 15c
o NQ(LO)’

E[CY] =
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where ¢ is the residue of

e (12(1,0) = &)
§ B=8(B—&) —(15—48e

at £ = 0.
The values of the expected number of customers in steady state for various values of
[ are given in the following table.

p p | EC*Cy=2]
0.25 | 0.9375 7.969
0.23 | 0.825 3.049
0.2 0.75 1.125

The explicit expression for the transform [~ e " E[Cy|Cy = 7]dt can be obtained by
first substituting the functions [K*(r, ¢,n)|™, C*(r, ¢,n,7), and C~(r,0,7,7) into
(3.9), and then by substituting the explicit expression for Z(1, ¢, 7, ) into (3.36). We
invert (3.36) numerically to get the expectation of number of customers in continuous
time. We give a result in figure 3.4.

steady-state value

Figure 3.4: E[C}|Cy = ~] with p = 0.825 for some values of the number of special customers

-
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3. The system Eo/M/1

We suppose that the inter-arrival times have a Ey distribution with Laplace-Stieltjes

transform
82
Alp) = ——,
and the service times have an exponential distribution with Laplace-Stieltjes trans-
form
B(6) =
o+6

The traffic intensity is p = 2/3. This system is a special case of the GI /K, /1 system
and the K,,/G/1 system as well, so we could follow the analysis in sub-section 3.7.1
or 3.7.2 in order to obtain the explicit expression for Z(1,¢,n,7). We then can
substitute the explicit expression into (3.36), and we invert (3.36) numerically to
obtain the expectation of number of customers in continuous time.

We give some results on E[C}|Cy = 7] as t increases for some values of the number
of special customers v in figure 3.5.

Elcr g

Figure 3.5: E[C}|Cy = ] for some values of the number of special customers ~y
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4. The system Ey/Hs/1 with traffic intensity p = 0.175

We suppose that the inter-arrival times have an Es distribution with Laplace-Stieltjes

transform
62

and the service times have an Hy distribution with Laplace-Stieltjes transform

600 + 35¢

B(¢) = (10 + ¢)(60 4 ¢)°

The traffic intensity is p = 0.175. This system is a special case of the systems
GI/K,/1 system and K,,/G/1.

We give some results on E[C}|Cy = 7] as t increases for some values of the number
of special customers v in figure 3.6.

The system E2/H2/1 with traffic intensity 0.175

o 2 2 6 8 10 12

Figure 3.6: E[C}|Cy = 7] for some values of the number of special customers ~y
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5. The system Eo/Hy/1 with traffic intensity p = 0.8

We suppose that the inter-arrival times have a Ey distribution with Laplace-Stieltjes

transform
62
Alp) = ——,
and the service times have an H, distribution with Laplace-Stieltjes transform
15+ 4¢
B(¢) = .
Ny

The traffic intensity is p = 0.8. This system is an example of the GI/K,/1 system
and the K,,/G/1 system as well.

We give some results on E[C}|Cy = 7] as t increases for some values of the number
of special customers v in figure 3.7.

N The system Ey/H,/1 with traffic intersity 0.8

Figure 3.7: E[C}|Cy = 7] for some values of the number of special customers ~y
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6. The system Ey/Hy/1 with traffic intensity p = 0.9

We suppose that the inter-arrival times have an Es distribution with Laplace-Stieltjes

transform
62
A9) = G

and the service times have an H, distribution with Laplace-Stieltjes transform

20 4 6¢
2+ ¢)(10 + ¢)

The traffic intensity p = 0.9. This system is an example of the GI/Kn/1 system and
the K,,/G/1 system as well.

We give some results on E[C}|Cy = 7] as t increases for some values of the number
of special customers v in figure 3.8.

B(¢) =

The system E2/H2/1 with traffic intensity 0.9

steady-state value

104

E[c* 1 6

2] /c0m1

0o 2 4 6 8 10 12 14 1(6 18 20 22 24 26 28 30 32

Figure 3.8: E[C}|Cy = 7] for some values of the number of special customers ~y

. The system Ey/Hy/1 with p > 1

We suppose that the inter-arrival times have a Ey distribution with Laplace-Stieltjes

transform
62

and the service times have an H, distribution with Laplace-Stieltjes transform

5+ 3¢
(1+o)(5+0)

The traffic intensity p = 1.8. Not like the previous examples, here we have an unstable
system.

B(¢) =
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Since, by assumption, the arriving customer at time ¢t = 0 finds Cj special customers
in the system, the number of customers in the system at time ¢ satisfies the relation

t
C = Co+ 14 N(t) — / 1o odD(s), (3.84)
O S

where N(t) and D(t) denote the number of arrivals and the number of departures in
(0,t], respectively. Since p > 1, the probability to have an infinite busy cycle is posi-
tive, and hence after a finite t* we will have an infinite busy cycle. It follows that for
t >t ftt Llew ~0dD(s) = D*(t), where D*(t) denotes the number of departures in the

interval [t*,¢], and, consequently, fot Los ~0dD(s) is a delayed renewal process. Since
the distributions of the inter-arrival times and the service times are non-lattice, then
as a consequence, by applying the second order properties of a renewal process(see
page 47 of Cox[20] or page page 158 of Asmussen[7]), we have for large t,

E[A]] _ E[Bi]

EIGi|Co=n]=7+1+(1/a =YDt + 550 - 20 wo(t).  (355)

Inverting (3.36) numerically we get the expectation of number of customers in con-
tinuous time. The result of the inversion, and its behavior with respect to (3.85) can
be seen in figures 3.9 and 3.10.

The system E2/H2/1 with traffic intensity 1.8

20

159

104

— ///
— < (U/alpha -1/beta)*t

Figure 3.9: E[C}|Cy = 7] for some values of the number of special customers ~, and the
linear function y(t) = (1/a — 1/06)t.
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The system E2/H2/1 with traffic intensity 1.8 and C0=2

204

159

E[C*_{]
10

< (iafpha ~1/beta)*t+3.0-50.0172.0

E[A3]  E[B}]
202 262

Figure 3.10: E[C}|Cy = 2] and the linear function y(t) = (1/a—1/8)t+Co+1+



Chapter 4

The GI/H,,/s queue

4.1 Introduction

In this chapter we consider the many server queue GI/H,,/s, which is described as
follows. Customers arrive at epochs 11,75, ... with 77 = 0. The customer arriving at 7, is
called the nth customer. The inter-arrival time between the (n—1)th and the nth customer
is denoted by A, = T, — T,,_1, and the service time of the nth customer is denoted by

B,, n=1,2,.... There are s servers and the service discipline is first come, first served.
We assume that A,, n =1,2,...arei.i.d with common distribution function F' and mean
a, B,, n=1,2,...areiid with a common hyper-exponential distribution

m (1 — —b, >
G(ZL’) — {Zz:l pl(l €Ip( bﬂ?)), T =z 0
0, x <0,

where " p; = 1,b; > 0,b; # bj,7 # j. Furthermore, we assume that the sequences A,
and B, are independent.

The customer who arrives at T} finds upon his arrival Cj other customers in the system.
We call these customers special customers, who we assume are numbered, describing their
priority for service, from 1 up to Cy. The service of (some of) the special customers has
just begun at 7). Furthermore we assume that these customers have a common exponential
service time with rate w, where w = b; for a fixed 7,1 < j < m, and its distribution function
is denoted by I(x).

Let W,, be the actual waiting time of the nth customer and W,,;, i=1,2,...,s, the
service backlog or workload of the ¢th server just before the arrival of the nth customer,
i.e., if the nth and subsequent customers would not enter the system then the ith server
would become idle at time 7;, + W), ;. Since the queue discipline is first come, first served,
we may assume that in front of each server there is a separate queue and that an arriving
customer joins the queue of the server with the smallest workload. In the case when there
are several servers with smallest workload, the arriving customer will select one of them at
random. We also assume that this discipline holds for the special customers. Hence,
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The study of this type of queue for Cy = 0 has been done by de Smit [21, 22, 23]. In
[21], using the Wiener-Hopf factorization method, the author studied some distributions of
interest, such as the actual waiting time W,,, the queue length at server i at time 7,,—, the
number of customers in the system at time 7},—, and the number of customers in the system
during the kth busy period. All the distributions are given in terms of Laplace-Stieltjes
transforms.

In [23], the investigation in [21] is extended to the study of the system in continuous
time. The results are expressions for the distributions of the virtual waiting time and the
length of the busy period.

A numerical solution for the system GI/Hy/s has been studied in [22]. The study is
based on the Laplace-Stieltjes transforms of the distributions of interest derived in [21] and
[23]. A numerical inversion algorithm is given, and some examples in this paper show that
the algorithm has been successfully implemented to obtain good results.

In this chapter we try to extend the analysis in the papers mentioned above by assuming
a non-zero initial number of customers. We are interested in those distributions, which
for Cy = 0 have been studied in [21] and [23], such as the distribution of actual waiting
times, the distribution of virtual waiting times, the queue length distribution, and the
distribution of the total number of customers. We consider the Markov process

{<WTL’TTL7Xn)7 n = ]., 2, .. .},

where X,, is the phase vector at T,,—, which will be defined in the next section. We
refer to the derivation in [23] to obtain the system of Wiener-Hopf equations of the joint
distribution of W,,, T,, and X,,. The system of equations we derive here is a generalization
of what has been obtained in [21]. We solve this system of equations by first factorizing its
symbol, and then decomposing a certain vector. We then obtain an explicit expression for
the transform of the joint distribution of {(W,,, T,,,X,,), n = 1,2, - - }, which directly gives
us the generating function of the waiting time of nth customer. The limiting distribution
of the waiting time can be obtain by applying Abel’s limit theorem, and the distribution
of the waiting time of nth customer can be obtained by inverting the generating function
numerically.

The transforms of the virtual waiting time, the queue length , and the total number
of customers can be derived from the transform of of joint distribution of {(W,,,T,,X,),
n = 1,2,---}. We show in sections 4.7, 4.8, 4.9 and 4.10, how the expressions for the
transforms depend on the initial number of customers. The steady-state distributions of
the distributions can be derived by applying Abel’s limit theorem, and the time-dependent
distributions can be obtained by inverting the transforms numerically. We apply the nu-
merical inversion algorithm proposed in [3], and the results of the inversion can be found
in section 4.11.

This chapter is organized as follow. In section 4.2 we recall some definitions and nota-
tions from [21]. In section 4.3 we derive the system of Wiener-Hopf equations, and then
work out the factorization and the decomposition. The explicit expression for the Laplace-
Stieltjes transform of the distribution of the actual waiting time can be found in section
4.5, and for the virtual waiting times can be found in section 4.6. The study of the dis-
tribution of the queue length at arrival epochs is done in section 4.7 and the distribution
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of total number of customers at arrival epochs is given in section 4.8. For the system in
continuous time, the distributions of the queue length and the total number of customers
are studied in section 4.9 and 4.10, respectively. Finally in section 4.11 some numerical
examples for those distributions are given.

4.2 Notations and definitions
We denote the Laplace-Stieltjes transform of F' by A(¢), i.e.,
A(¢) = / e ?*dF(x), Re(¢) > 0.
0

The mean of service time is denoted by (3, thus

B=24

%

The relative traffic intensity p is defined by

B
p=—.
as
Suppose that x = (z1,...,z,) andy = (Y1, .., Ym) are two arbitrary m— dimensional
vectors. The inner product of vectors x and y is denoted by xy = z1y1 + ... + T Ym. We
write x <y if o1 < wyp, -, 2 < Y. The vector (xq,...,2; £ 1, 241,...,2,) is denoted

by x £1; and vector (x1 £ y1,...,Zmn £ yn) by x L y.

Let RF, be the class of m-dimensional vectors which have nonnegative integer compo-
m+k—1
k

m+k—1
k
d;; is the Kronecker delta, i.e. §;; = 0,7 # j,6;; = 1. 1(A) is the indicator function of
the event A. For real a we denote a™ = max(0,a) and a~ = min(0, a).
If M is an m x n—dimensional matrix, we denote by M, the xth column of M, and by
M?” the xth row of M.
We define

nents and for which x1 = x; +- -+ x,,, = k. RF, contains ( ) elements, see page

36 of Feller[26]. For brevity, we shall write ¢(k) instead of

Un,i:Wn,i_Wn7 Zzl,...,S.

Note that an arriving customer joins the queue with smallest workload, we see that U, ;,
if non-zero, is the remaining service time at T,, + W, of the last customer who joined
the queue of server i before T),. If this customer is of type j, this remaining service time
is exponentially distributed with parameter b;. We then say that at time 7),— server ¢
is in phase j. Let X, ; be the number of servers that at 7;,,— are in phase ¢; the vector
X, = (Xni1,..., Xum) is called the phase vector of the system at time 7,,— and we see
that X,, € UZ;E Rﬁl. Given X,,, those U, ; that are strictly positive and W,, are mutually
independent, and {(W,,T,,X,),n = 1,2,...} is a vector Markov process.
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Let X be the phase vector at time 7,,, i.e. X} = X,, + 1, if the nth customer is of type
i. Observe that X € [J;_, RF,. Let us define

Vo= min(z)(Un,b SRR Un,57 Bn)a

where min® (zy,...,x;) is the smallest but one element of (x1,..., ;). Let Y, be the
phase vector corresponding to (Uy1, ..., Uns, By) that are not equal to 0 or V,,. If X} =x
with x1 < sthen V,, =W,, =0 and Y,, = x; it X} = x with x1 = s it follows from Lemma
1 of Appendix 1 in de Smit [21] that Y,, = x — 1; with probability z;b; /xb.

For readability, in this chapter we write all vectors and matrices in bold or with bar
accent.

4.3 Wiener-Hopf factorization

In this section we will derive the system of Wiener-Hopf equations governing the
Laplace-Stieltjes transform of the joint distribution of W,,,T,,, and X,,. To obtain a so-
lution for this system we use Wiener-Hopf factorization and a decomposition.

We recall that the first customer upon his arrival finds Cj other customers in the system.
There are two possible cases for Cy to be considered.

1. C() < S.
This means that at 77 at least one server is idle so that W; = 0, and we assume
Xy = (%1, .., %m). It is clear that for this case X; € [JI_y RF,.

2. C() Z S.
This means that at 7; all servers are busy so that WW; > 0. Since by assumption
the service times of the special customers are i.i.d and have a common exponential
distribution with rate w, the distribution of W; will be the convolution of exponential
distributions with rate w. To illustrate this, let us consider the example described by

figure 4.1.
In this example, we denote by B; the service time of the ith special customer. We
see that
w \2
E(exp(—oW1)) = | —— | ,
eapt-om) = ()
and

XL.; - 4,

noting that w = b;.

In general, our assumption on the service times of the special customers leads to the
following condition.

Condition 4.3.1
For Re(¢) > 0,
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first customer goes to server 2

T, + W, _%?12_______’/ “B A
- 11 ~ 10
By
B T. 1
7 B
i ) BG B4 B5
By 4
By
T,
server 1 2 3 4 5

Figure 4.1: A system with s =5 and Cy = 12

0 , for Cy < s,
where a = o )
a positive integer , otherwise.

Observe that for Cy > s, the busy servers at time T + W, are serving special customers
only. This means that

v _Jo SR
b # busy servers at time Ty + Wy i = j,

o — = s—1 k
and, as a consequence, we can assume X; = (0,...,0, 75,0, ,0) =z e U,_ R

Remark. The results we obtain in this chapter will depend on Cj through its value ~.

We define for vy = 0,1,..., |r| <1,Re(n) >0orv=0,1,..., |r| <1, Re(n) >0,

Z(r,n, ;%) = Y r"Eleap(—nT,) (X, = x)|Co =7), x€ | JRE,

n=1

Z*(r,m,7;% sz rn, X — 1), xe Ry (4.1)

( 0, 7; ) <€$p( oWy —TIT)l( :X)|00:7)7n:1727”'7XEan_17

Z(r,n, 6,7 %) Z n,¢,7:x), xeR
n=1
and
D<T) n, ¢7 v X Z rn+1E exp Wn + Vn - An+1]_ - nTn)l(Yn - X)|CO = 7)7

n=1
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x € Ré71 Re(¢) > 0.

With the assumptions on X; and W; we obtain the system of Wiener-Hopf equations
given in the following theorem. This is a generalization of Theorem 2.1 in de Smit[21].

Let .
(Y§ Z) B E yi!Zi!(ﬂﬁi —Yi — Zi>!

and let b = (by,ba, -+, by).

Theorem 4.3.1
Forx = (z1,...,7,) € RE k=0,1,...,5 —2;

Z(r,n, ;%)

=r H 5:31'@1' + TA(,'? + Xb) Zplz(ra n7X—= ]-z)

1=1 i=1

+ Z > 2 < ) D'rA(n+xb + vb) sz rvy-1) 4
I=k+1yeRl, v<y—x i=1
+ Z Z ( ) 1)**D(r,n,xb + vb,v;y),
yeRS, lv<y—x
and for x € R:! Re(¢) = 0,
“ (x; +1)b
Z : 1— T L Ay —
(r7777¢a'77 [ 2; ¢+ b+b (TI ¢)
=rA(n—¢) Y piZ(r,n,vix—1;)
> 18
— (z; + 1)b;
A( i Z( » Vs 1, - 1) —————
+rAm =) > piZ(rm bvix+ )3T xb b,
j=11i=1,i#j
+TZI(¢ 7 X )+Z(T 777 , VX ) (T n, ¢7’75 )7
while for x € R,
Z(r,n,0,7;:x) = D(r,n,xb,7;x), (4.4)

and the vector Z,(¢,7), by letting X, = (Z1,...,Z,), has elements

0 ,ify <s—1,
Z1(¢,’7;X) = H;ZI 6@',%’ . ) lffy =S5 = 17

where a is a positive integer less than s, as described in Condition 4.3.1.
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Proof. We can follow the proof of Theorem 2.1 in de Smit [21] to obtain the equations
(4.2), (4.3) and (4.4). It remains to determine the expression for Z;(¢,v;x), x € R, L.
For x € R,

Z1(¢,7:%) = E(exp(=¢W1)1(Xy = x)|Co = 7).

For v = 0, X; € J;_2 RE, so that 1(X; = x) = 0. It follows that Z(¢,v;x) = 0, so that
for v = 0 the equation (4.3) is precisely the same as the equation (2.2) in de Smit[23]. For
v=s—1, Wy = 0 so that Z(¢,v;x) = 1 if and only if x = X;. For v > s, we use the

condition 4.3.1 so that Z1(¢,v;x) = [, 0.0, (ﬁ;) .

[ ]
Define the ¢(s — 1) x ¢(s — 1)-dimensional matrix H(r, 7, ¢) with elements
Hyy(r,m,0),x,y € R}, as
S (l‘] + 1)b
2(rn0)=1—1A(n— ¢)]Z:3¢+xb+b
(z; +1b; (4.5)
Ha ;1,07 —r4 e B ;2 > 0,
o (0) = =P Al — O i >

H,,(r,n,¢) =0, otherwise.

Let Z(r,n,¢,7),D(r,n, ¢,v), Z*(r,n,7) and Z1(¢,~) be the c(s — 1)—dimensional column
vectors with elements Z(r,n, ¢,v;x),D(r,n, ¢,v;x), Z*(r,n,v;x) and Z;(¢,y;x) respec-
tively. Equation (4.3) can then be written in the matrix form:

H(r.n, ¢)Z(r,n,¢,7) )
=rA(n — ¢)Z*(r,n,7) +rZ1(¢,7) + Z(r,n,0,7) — D(r,n, —¢,7).

The system (4.6) can be solved by factorizing its symbol H(r, 7, ¢) and then decomposing
the vector rH=Y(r, 1, $) Z1(¢,~). The factorization is similar to the one in [21]. The result
is given in Theorem 4.3.3, and after that we discuss the decomposition. First, we recall a
theorem from [21] that is needed for the factorization.

(4.6)

Theorem 4.3.2

Let N(r,n) be the total order of the zeros of det H(r,n, ¢) in the left half-plane
Re(¢) < 0. If0 < |r] <1 and Re(n) > 0, or 0 < |r| <1 and Re(n) >0, orr=1,1=0
and p < 1 and if some conditions on H(r,n, ¢) are satisfied, then N(r,n) = c(s). For
|r| < 1detH(r,n,¢) # 0 on Re(¢) = 0; for p < 1det H(1,7n, ¢) has a simple zero at ¢ =0
and has no zero elsewhere on the imaginary axis.

Proof. See [21]. |

We denote the zeros of det H(r,n,¢) in the left half-plane Re(¢) < 0 by ux(r,n),
x € R$. These zeros are continuous functions of r in [0,1]. We impose the following
condition.
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Condition 4.3.2
For (|r] <1, Re(n) > 0) or (|r| <1, Re(n) > 0), all zeros ux(r,n) are of order 1.

This condition and the conditions mentioned in the Theorem 4.3.2 are almost always
satisfied (see [21] for more explanation).
For y € R}, let By be a non-zero ¢(s — 1)—dimensional column vector satisfying

H(r,n, pty(r,n))By =0, (4.7)

and let B be the ¢(s — 1) X ¢(s)—dimensional matrix whose column vectors are the By.
Moreover we introduce the following matrices:

the c(s) X ¢(s)—dimensional matrix L with elements

1
:[Jx7 - pin—li, N 1 X € ana y € R;,
B TR

the c(s) X ¢(s — 1)—dimensional matrix M with elements
m
Mx,y = Zpi(sx,y—l-li’ X € ana y € an_la
i=1

the ¢(s) x ¢(s)—dimensional matrix J(7, ¢) with elements

1
Tex(0:0) = 5= 5

JX,y(Thgb) :07 XGRZUYGRin?éy;

and the ¢(s — 1) x ¢(s — 1)—identity matrix I.

xR},

We shall assume that the following condition holds.

Condition 4.3.3
det L # 0.

If Condition 4.3.3 holds the ¢(s) x ¢(s — 1)—dimensional matrix C is determined by the
set of linear equations
LC =M. (4.8)
Note that the matrices B, L, and C depend on r and 7. For notational convenience, we
suppress this dependence. We define the ¢(s—1) x ¢(s — 1) dimensional matrices K(r, 7, ¢)
and H™ (r,n, ¢) by
K(r,n,¢) =1+ BJ(n, ¢)C, (4.9)

and

H™(r,n,¢) = H(r,n, 9)K(r,n,¢) = H(r,n,¢) + H(r,n,$)BJ(n, $)C. (4.10)

The following theorem gives the factors of matrix H(r,n, ¢), which exist if a number
of conditions hold. de Smit [21] argues that these conditions are almost always satisfied
and their exclusion does not cause any serious practical restriction, because they can be
approximated arbitrarily closely by cases for which the conditions are satisfied.
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Theorem 4.3.3
If conditions 4.3.2 and 4.3.3 and other conditions on det H(r, ¢) hold then

1.
det K(r,n, ¢) = H (ﬂ>,

wer, \O = hx(ry)
det H™(r,7n, ¢) is bounded away from 0 for Re(¢) < 0;

2. For Re(¢) =0,
H(r,n,¢) = H (r,n, ¢)H" (1,1, 9)

where HY (r, ¢, 1) = K(r,n, ¢)~! satisfies property A™ and is non-singular in
Re(¢) >0, and H~(r, ¢,n) satisfies property A~ and is non-singular in Re(¢) < 0.

Proof. See [21]. |

With the factorization above we can write (4.6), for Re(¢) = 0, as

H* (r,n,0)Z(r,n,¢,7) =H (r,n,¢) ' [rA(n — ¢)Z*(r,n,7) + Z(r,n,0,7)]

+H (r,n,¢) " [=D(r,n,—¢,7) +1Z1(¢,7)]. (4.11)

From Theorem 4.3.3 we see that H~(r,n,¢) ! satisfies AT. Moreover, from the expression
for Z;(¢, ) in Theorem 4.3.1 we see that for v < s, the vector Z;(¢,~) has the same prop-
erty as H=(r,n,¢)~%. It follows that the vector rH™(r,n, #)*Z1(¢,v) in (4.11) satisfies
At For v > s, Z1(¢,v) does not satisfy A~, so that we have to decompose the vec-
tor rH™(r,1,¢) "' Z1(,7), i.e. we need to determine ¢(s — 1)-dimensional column vectors
ZH(r,n, ¢,7) and Z; (r,n,¢,7) with elements Zi (r,n,¢,v;x) and Z; (r,n,¢,7;X),X €
R:71, respectively, such that

rH (r,n,0) ' Z1(¢,7) = Z (r,n,0,7) + 21 (1,0, 9,7), (4.12)

where Z"(r,n, ¢,v) satisfies A* and Z; (r, 7, ¢, ) satisfies A~.

Although the decomposition is needed only for the case (y > s and X; € Ré71), in the
following we give the expressions for Z; (r,1, ¢,7) and Z; (r,n, ¢,7) for all cases, in order
to formulate the general solution for (4.6).

Notice that for v > s — 1, the elements Z,(¢, ;) of Z1(¢,7) are equal to zero except
for x = Z, where ¥ is the phase vector at time 7. It follows that the 'xth’ element of
rH™(r,n, ) Z1(¢,7) for v > s — 1 is given by

TH):,:Y;(Ta n,0) " Z1(d,7; 7).

Let

L& 4 0) - -1
Tgr xal(r n.9)7"|, __ and AO(rn) = Hyo(ryn, —w) ™

For v < s — 1, the vector rH™(r,n, $) "' Z,(¢, ) is the vector zero.

hD(r,n) =



64 The GI/H,,/s queue

Lemma 4.3.1
_ Fory > s and x € Ry
Z(r,n, ¢,7) are given by

the elements of the column vectors Z; (r,n,¢,v) and

m 7

a a—1
27 (rn, 6,73%) = —(ﬁw) H, o (rn.0) " = > b0 ()6 +w) |
j=0
a—1 h]) 7’ 77)
ZJF Yy P,V X) = ¢
(727, &%) = — (¢+w)

fory=s—1andx € R}
Z0(ron, ¢,7:%) = rH 4 (r,n,0) 7,
Z{(r,n, ¢,7:x) =0,
and for vy < s —1 and x € R$71,
Zi(rn,¢,7:x) =0,
Z{(r,n, ¢,7:x) =0,

With the factorization given by Theorem 4.3.3 and the decomposition in Lemma 4.3.1
we obtain the solution of the system (4.3) that is given in the following theorem.

Theorem 4.3.4
If all conditions mentioned before hold, then for 0 < |r| < 1, Re(¢) > 0,

Z(r,n,¢,7) i (4.13)
=K(r,n, )K(r,n,0)" Z(r,n,0,7) + K(r,n,0)[Z (r,n,0,7) — Z (r,n,0,7)]. '
Proof. From (4.11), (4.12) and (4.3.1) we have for Re(¢) =0,
H*(r,n,0)Z(r,n,0,7) — Z{ (r,n,¢,7)
=H"(r,n,¢)"'[rA(n — ¢)Z*(r,n,7) + Z(r,n,0,7) — D(r,n, —¢,7)] (4.14)

+ Z7(r,n,0,7).

The left-hand side of (4.14) satisfies AT; the right-hand side of (4.14) satisfies A~. By
analytic continuation we can define an entire function that is equal to the left-hand side
for Re(¢) > 0 and equal to the right-hand side for Re(¢) < 0. But this entire function is
bounded and hence a constant by Liouville’s theorem. So for Re(¢) < 0,

H (r,n,¢) ' [rA(n — ¢)Z*(r,n,7) + Z(r,n,0,7) — D(r,n, —¢,7)]

2 . . (4.15)
+ Zl (Ta m, ¢7 7) - H+(T, , O)Z(T7777 07’7) - Zf(ﬁ n, 077)

Moreover, for Re(¢) > 0,

H* (r,n,0)Z(r,n,¢,7) — Z{ (r,n,¢,7) = H" (r,0,0)Z(r,n,0,7) — Z{ (r,1,0,7), (4.16)
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which yields

Z(r,n, ¢,7) =H"(r,n,¢)""H*(r,n,0)Z(r,n,0,7)
+H(r,n,¢0)"" [Z1 (r,n,¢,7) — Z{ (r,1,0,7)]

and using part 2 of the Theorem 4.3.3 we get (4.13). This completes the proof.
|

Equation (4.13) gives us an expression for Z(r,n, ¢,7) that depends on Z(r,n,0,7v). To
find an expression for Z(r,n,0,v), we let

S(r,n,¢) = H™ (r,n,¢)H"(r,n,0), Re(¢) <0.
From (4.15) we have for Re(¢) <0,

@(7’, , _¢7 ’7) :TA(U - ¢)Z*(T7 1, ’7) + Z(Tv m, 07 7) - S<T7 7, ¢)2<T» 7, Oa ’7)

_ - _ (4.17)
+H (r,n,0) [Z7 (r,n,0,7) + Z{ (r,1,0,7)] ,
so that forx e R¥ [k =0,1,--- ;s —1;y € R5 L,
D(r,n,xb,7;y)
=rA(n+xb)Z*(r,n,7;y) + Z(r,n,0,7;y)
weRS!
+ Y Hy(r,n,—xb) [Z7 (r,n,—xb, ;W) + 2 (r,n,0,7;w)] .
weRS!

Choosing x = y and using (4.4) we have for y € R3 !,

Z SYvw(T7lr]7 _yb)Z(T777707’77W)
weR;, ! (419)

=rA(n+yb)Z*(r,n,v;y) + Z2(r,n, —yb,1;y),
where

Z5(r,m, 0,7;Y)
- Z H;,W(r7 U ¢) [Zl_ (Ta n, QS) Y W) + Zl—’— (7”, n, 07 v W)} Y € an_l (420)

weRS; !
Define the ¢(s — 1) X ¢(s — 1)—dimensional matrix Q(r,n) by
QXvY(T’ n) = H;,y(ra n, _Xb)a X € an_l,y S an_l

Condition 4.3.4
For (|r] <1, Re(n) > 0) or (|r| <1, Re(n) > 0), det Q(r,n) # 0.
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We assume that Condition 4.3.4 is satisfied. Let

R(r,n) = Q(r,n)H"(r,7,0).
Then, for x € RS
Z(r,n,0,7;%)
= Z (R(r,0))xs [FA( + YD) Z*(r, 0,75 y) + Z2(r,n, —yb,7:¥)] - (4.21)
yeRS !

If we substitute (4.21) into (4.13) we get an explicit expression for Z(r,n, ¢,v;x), x € RS
In the following, we will derive an explicit expression for Z(r,n,v;x), X € UZ;% RF by first
determining expression for D(r,n, —¢,v;x), x € RS
Define
G(r,n,¢) = (I—S(r,n,6))R(r,n)",
then from (4.18) we have for Re(¢) < 0,x € RS,

D(r, 1, —¢,7;%)
=rA(n— )L (r,n,v;x) + Z2(r,n, ¢, v; X)

(4.22)
+ Z GXvY(Ta 777 ¢) [TA(T] + yb))z*(r7 77 - yb7 ’Ya Y) + ZQ(Ta 777 QS) ’Ya Y)] .
yER!
Substitution into (4.2) yields for x € R¥ [k =0,1,--- 5 —2;
Z(r,m, 7% Z > Zlrn vy Y pe(nxy + 1)
=(k—1)* yeRL, i=1
™ (4.23)
+ ) Zlrnyy)r Y pilamx,y + L) + elr g x,y + 15)]
yeRS 2 =1
+ C3<T7 n,7; X>7
where
alpxy)= ) (X.yy> (—1)"*A(n + xb + vb)
v<y—x ’
rrpxy) = 3 % ( ) 1)2G,y (r, 1, —xb — vb) A(n + yb),
ZGRS 1py<z—x
and

1. For”stanXmeRf{l,

03(7’, n,7; X) = Z 02(r7 n, X, Z)Z2 (Tv 7, _Zba 7 Z)/A(n + Zb)

zeR:!

+ Z Z ( ) )" Z5(r,n, —xb — vb:y),

yeRS, 1y<y—x



4.3 Wiener-Hopf factorization 67

2. Fory <s—1or (y>sand X; ¢ R, Z7(r,n,0,7) and Z{ (r,n,¢,7) turn out
be zero and this implies Z5(r, 7, ¢,7;y) = 0,Vy € R:71 so that

s(r, 1,y X —T’H(lexl,

3. For v = s — 1, Lemma 4.3.1 implies that Z5(r,n,¢,7;y) = r[[;~; 0z,4,- Notice that
in this case X; € Rg, !, so that r [~ 0z, ., = 0. We then have

cs(r,m, 73 X) =7 Z Z ( V) D)"'Gy z(r,n, —xb — vb)

yeRS 1 vSy—x

3 (e

v<x—x

Let the (m N 2) X (m N 2) -dimensional matrix T(r,n) with elements

5—2 s—2
5—2 s—2
Tyy(rm), xe|JRE, velJRE,
k=0 k=0
are defined by
(30 piea (%, y + 1) ,for x e RE,
y € Rl with
(I1<k<s—2
E—1<1<s-3)
or
k=0,0<[1<s—3,
TX7Y(T7 77) = m
szi[cl(n;x,y +1;) +co(r,m;x,y + 1;)] , for x € RE,
i=1
E=0,...,5s=2;
R,
0 , otherwise.
m-+s—2 m+s—2Y . . . m-+s—2
Let I be the X identity matrix, Z(r,n,7) be the -
s—2 s—2 s — 9
dimensional column vector with elements Z(r,7,v;x), x € |J;_ 2 o RE,, and c3(r,n,7) be
the (" :_8 2_ 2 -dimensional column vector with elements c3(r, n;x), x € UZ;% RE . With

these definitions (4.23) becomes
(L="T(r,n))Z(r,n.7) = cs(r,n,7), (4.24)
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which is a generalization of the system (3.19) in de Smit [21].

We have studied the system of equations of the time-dependent transforms Z(r, 7, v; x),
x € 2 RE and Z(r,1,0,7;%),x € R, which we derive in (4.24) and (4.21). In the
rest of this chapter all time-dependent probability distributions of interest are derived in
terms of these transforms. We need to impose the following condition in order to have an

unique solution of the systems (4.24) and (4.21).

Condition 4.3.5
For (|r] <1, Re(n) > 0) or (|r| <1, Re(n) > 0), det(I — T(r,n)) # 0.

We end this section with stating a theorem that will be used later in section 4.6. The
theorem is a generalization to Theorem 1 in de Smit [23].

Theorem 4.3.5

For v > s,X; € R !, we have for Re(¢) > 0 and Re(n) > 0

m 7

Z E(exp(—p(Wo + Va) = nTw)1(Y, = y)|Co = )

v ‘/1(177%7;)() - al(X)‘/z(l n,X )
z:: Lnyy-1)+ > (m—‘ (6 + w)—i ) (4.25)

xRS,

Z(yy + 1)b Ly+1 X> N ALS R;Sv;1>

j=1
and
Z E(exp(—p(W,, + V) —nT,)|Co = 7)
i=1
5—2 m
_ piZ(1,n,v:y — 1)
k=1 yecRk, i=1
) 4.26
+Z(M y- ol VQM,)) -
S\ @—px(lm) o (p+w)
Byx |,
A(T] ﬂx ]- 77 ; 1 v
where
a;(n,x) = # lim o \
i(n, (i — 1) omw 961 (6 — pix(L, 1)) (4.27)

- =
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and Vi(r,m;x) and Va(r,n;x), x € R | respectively, are defined as

Vi(r,m,7;x) = [CK(r,n,0) " Z(r,n,0,7)]x — [CZ5 (r,7,0,7)]x (4.28)
Va(1,m; %)
(1x(1,m) +w)”’
Vo(r,m; x) = rw® Z Cuv [H (1,0, —w)~ 1}‘,@, (4.29)
veRs !

otherwise, we have fory € R5™!, Re(¢) > 0 and Re(n) > 0,

Z E(exp(=¢p(Wn + Vo) = 1T)1(Yn = y)|Co = 7)

4.30
i Z(Ln vy — 1)+ Y V{Lnyix) i(y.Jrl)b.L . .
o 7 (¢ — px(1,1m)) ’ )

x€eRs, j=1

and

Z E(exp(—p(W, + V) — nT,,)|Co = )

:i Z ZpiZ(l,n,v;y - 1) (4.31)

V(1,m,7;x%) 1
i Z (0 — pux(1,m) \ A(n — pux(1,m)) Z Byx |,

XEan yGRﬁfl

where By y is defined in (4.7).

Proof. The proof of (4.25) and (4.26) is similar to the proof of Theorem 1 in [23] and
will be omitted. We use Theorem 16.20 in Apostol [5] for the derivation of a;(n, x).

For v < s or (y > s and X; ¢ R:1), by our choice of Z{ (r,n, ¢) and Z{ (r,n, ) we
have

Vi(l,n,7:%) _z“:ai(X)Vé(Ln;X) _ V(9 %x)
(0 —px(Ln) = (6+w)= " (¢—px(l,n))

where the column vector V (r,n,7) with components V' (r,n,7v,x),x € R? is defined as
V(r,n,7) = CK(r,1,0) " Z(r,1,0,7). (4.32)

In this case, equation (4.25) becomes equation (4.30), and equation (4.26) becomes equation
(4.31).
[

The equations (4.30) and (4.31) are precisely the same as equations (2.4) and (2.5) in
Theorem 1 in [23], where the GI/H,,/s system with v = 0 is studied.
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4.4 Steady state results

Before we study some distributions of interest, in this section we study the phase vectors
and some related transforms in steady state.
For p < 1 we define for x € Rk  k =0,1,--- s —2;

X(x) = lim P(X, =x)

n—o0

and for x € RS,

X7 (x) = gg§jm (X, = x— 1)

2(6:%) = lim B(eap(~6W,)1(X, = x)
A(p;x) = lim E(exp(o[W,, + V,, — Apia] ) 1Y, = x)).

Let X*, X(¢) and A(¢) be the c(s — 1)-dimensional column vectors with elements X*(x),
X (¢;x), and A(¢;x) respectively, and write H(¢) = H(1,0,¢),K(¢) = K(1,0, ¢). From
(4.2) and

s—2
r
DD Zlrnwix)+ Y, Z(rn,0,9i%) = T rA(n)’ (4.33)
k=0 XERIfn xGan_l
we have forx € RE k=0,1,--- ,5—2;

X(x) =lm(1 —7r)Z(r,0,0;x) = lim(1 — A(n))Z(1,n,0;x),

rTl nl0

and for x € RS,

A*(x) = lim(1 — ) Zpl (r,0,0;x — 1;) = lim(1 — A(n))Z(1,n,0;x — 1;),

nl0

X(p;x) =lim(1 —r)Z(r,0,¢,0;x) = lim(1 — A(n))Z(1,n, ¢, 0;x),

rTl nl0

and
A(g;x) = ligl(l —7)D(r,0,¢,0;x) = 11%1(1 — A(n))D(1,n, $,0;x),
r n

so that (4.6) implies
H(¢)X(¢) = A(=¢)X" + X(0) — A(—9).
From (4.13) we obtain the solution of (4.3) in steady state.

Theorem 4.4.1
If p < 1 and appropriate generalizations of Conditions 3.3 - 3.6 as well as Condition
3.6” in [21] hold for r =1 then for Re(¢) > 0,

X(¢) = K(¢)K(0)"X(0). (4.34)
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Proof. It is clear that

lim(1 — r)K(r,n,¢)[Z{ (r,n,$,0) — Z{ (r,n,0,0)] = 0.

rTl

Then by applying Abel’s theorem into (4.13) we get (4.34).

|
Let X be the (m ;—_S 2_ 2) -dimensional column vector with elements X (x), x € J;_; RE,.
Equation (4.24) becomes
(I-T(1,0)X =0, (4.35)

and we have the normalizing condition
5—2
DY X+ Y X(O0x)=1. (4.36)
k=0 xeR}, xeR:!
If we apply Abel’s theorem to the function in (4.21) then we have for x € R,
X(0;x)= Y R(1,0),A(yb)X*(x). (4.37)
yeRy

So that we can write (4.36) as

sz_: Z X(x)+ Z X(x) |1+ Z ip,-R(l,O);;HiA(berbi) =1. (4.38)
k=0

x€R], xeR;,; yeRy =1
We then impose the following condition.

m+5_2)—1.

s—2

Condition 4.4.1
The matrix I — T(1,0) has rank (

Since equation (4.38) is not a linear combination of the equations in the system (4.35),
then, if the Condition 4.4.1 holds, system (4.35) plus the equation (4.38) has rank

m+s— 2
5—2 ’
so that X (x),x € |J;_f R, can be obtained from (4.35) and (4.36). Moreover, X(0;x),
x € R can be obtained from equation (4.37).

4.5 The actual waiting time

In this section we derive the distribution of the actual waiting of the nth customer and
the distribution of the actual waiting time in steady state.
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For |r| < 1, Re(¢) > 0, by conditioning on the phase vector at time 0 we have

00 -2
ZT”E (exp(—oW,)|Co = Z Z (r,0,v;x) + Z Z(r,0,¢,7;X)

n=1 ER"L XERf‘V: !

Z(T,O, ¢777 X) - Z(T707077;X)}'

xR !

The expression for the function Z(r,0, ¢, v;x) or Z(r,0,0,v;x) can be obtained from (4.13)
by setting n (and ¢) equal to 0. Then by using (4.9), after some simple calculations, we
have for v > s,X; € Ré71 |r| < 1, and Re(¢) > 0,

> E(eap(=¢W,,)|[Co = 7)

n=1

r ex(r,0.7)6 + fx ()

——— — (2/(r.0.0,7) 1+XEXR2 o 0) (4.39)
JE(0.0)1 S gir)

e G

where the ¢(s)-dimensional column vectors e(r,n,~y) and f(r) with elements ex(r,n) and
fx(r), respectively, are given by

6(7“777’7) = E<T7 W)K(Tamo)_lz(rﬂ%oﬁ) (440)
fa(r) = {(w +Mi(r 0 i} B 1V, (r,0;%), (4.41)

with the ¢(s) x ¢(s — 1)-dimensional matrix E(r7 n) is defined as

Cey Y. Bux, (4.42)

Rsl

E:t:,y<7a> 77) =

Lx

the [—dimensional column vector g(r) with elements g;(r) is given by

gz(r> = Z CL,-(O, y)B;I%(Tv O; Y>7

YERZ,

where the function V(r,0;y) is defined in (4.29), and the function a;(n,y) is defined in
(4.27).

For v < s or (y > s,X; ¢ RS, it turns out that fi(r) = 0,x € RS, and g;(r) = 0,
for i =1,2,--- |1, so that the equation (4.39) becomes

> T ex(r, 0,
ZT”E exp(—pW,,)|Co =) = - + Z qb—(4(’ry)0¢)’ (4.43)
n=1 XGan NX bl

which for v = 0 is identical to equation (4.1) in [21].
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If p < 1let W be the actual waiting time in steady state. Then by applying Abel’s
theorem to (4.39) or (4.43) we have for Re(¢) > 0,

¢
¢_ﬂx7

E(eap(—¢W)) =1+ ) & (4.44)

x€R?,
where fix = ux(1,0), and the ¢(s)-dimensional column vector € with elements éy is given

by € = EK(0)"'X(0), with E = E(1,0), and X(0) is given in section 4.4. This result
coincides with (4.3) in de Smit [21].

4.6 The virtual waiting time

Let N; be the number of customers arriving during [0,¢] and let W;* be the virtual
waiting time. Then

W = Wy, + V, + Ty, — ] (4.45)

Since

= [ capt(t = )1 = Pt~ w)duB(eop(-o(W, + V)A(T, < 0]Co = 1),
then by using (4.26) we have for v > s, X; € R and Re(n) > Re(¢) > 0,
/OO exp(—nt)E(exp(—p(Wy, + Vi, + T, — ))[Co = v)dt
0

ZE exp(—p(W,, + V) —nT,)|Co =)

EZZM Z(1,n,7y — 1)

k=1 yeRk, i=1

—z( ) )

U xeRS, ¢ ’ux 1 7] =1

(4.46)

;2 By

A(n — px(1,m)) it
Using the identity
100+0 d
erp(—or) = 5o [ Tlenplta). Re(o) > Rel) >0,
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which holds for any real z, and Theorem 16.20 in Apostol[5], we find for v > s, X; € R,
and Re(n) > 0, Re(&) > 0,

/0 exp(—nt)E(exp(—¢W;)|Co = 7)dt =— + > mx(n,7) b — f(l n)
aXGRS ) (4.47)
+ ;Oi(n)m’
where
_ 1—A(n_ﬂx(1777>> ‘/1 1 ThX B
nx (1) (n — pux(1,n) AN — ux(1,1)) px(1,n) ; L y,X
1o —2G - 1) a;(x)Va(1,m;x
i = : Byx
0i (1) (@a—1) xEZR% A(n — px(1,1m)) gl
0" (1-An—=9¢))
gt Em=8 |
Furthermore, for v < s or (y > s5,X; ¢ R:!), we have
o0 . 1 e
/0 exp(—nt)E(exp(—oW;)|Co = = + Z (17, 7) & — px(1,7m)’ (4.48)

xeR$

m

where

) = G L AG — (L) foelLo7)

1 — A(n — px(1,n)
(n — px(1,m)A(n — px(1,7))

and the function ex(r,n, ) is defined in (4.40).

GRS 1

1- A(n - ux(laﬁ)() VL7 x Z By x
() ex(1777a7)a

For p < 1, let W* be the virtual waiting time in steady state. Then by applying Abel’s
theorem to (4.47) we obtain for Re(¢) > 0,

Bleop(-oW™) =1+ 3 ie—2—, (4.49)
xRS, Qb — Mz
with
o (A(=px ) (—hx) — 1)
x = — Byx = ~ X
! avfix A(—fi ye%; 1 O‘MXA(_NX) ‘

where the vector V with components V(x), x € R;, is given by
V = CK~1(1,0,0)X(0).
This result coincides with (3.4) in de Smit [23].
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4.7 The queue length at arrival epochs

Let (Q,, be the number of waiting customers just before the arrival epoch T},. To analyze
its probability distribution, we first determine the events related to the events

{Qn S]an: 172a}
The events for v < s are different from those for v > s. Hence, we split up the study into

two different cases.

4.7.1 The queue length at arrival epochs for v < s

For v < s, let ¢ = s—~. Then up to 7% there is no queue in the system, and the random
variable @), fulfills the following expressions,

{Qé+j+1+n < ]} = {Té+n + Wé+n < Té+j+1+n}7 n = 17 2a )

where (2 is the sure event. Since

E(@@¥)=(1-q)) ¢P(@Qn<j), (4.50)
=0
we have for v < s and |r| < 1,|q| < 1,

> rmE(q#|Co =)
n=1
oo C+j+1 '

= ¢(1—qr" (4.51)
7=0 n=1
+ Z Z ¢ (1= q)r T P(Tepy + Weyy < Terjt1n)

7=0 n=1

Since G(z) is continuous, then by using the identity

1 1 10040 d
(< 0)+51(e=0)= /_ elot) (4.52)
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we rewrite (4.51) as
> r"E(q¥|Co =)
n=1

l—qf r ret?
l-r|l-q 1—gqr

x> o 1 10040 dg
+) ) A= Q)TCHHMQ—M/‘ AT OB (eap(—EWern)|Co =)
j=0 n=1 —woo+
1—g¢ r 2 (4.53)
17 [1—q_ 1—q7‘]
o0 100+0
+ qu(l — q)rjﬂi/ i dgAjJrl ZT"E exp(—EW,)|Co = 7)
, 2m J_; &
§=0 10040
o 10040
— qu(l — q)r”li/ dgAjJrl ZT”E exp(—=EW,,)|Co = 7).
=0 2mi —i00+0 5

Since v < s then W,, =0, n =1,2,---,¢ As a consequence, the last integral in (4.53)
is equal to 22:1 r™. The other integral can be analyzed by first interchanging the order
of the first summation and the integration so that the summation can be replaced by a
simpler term, and then expressing the term Y > r"E(exp(—E{W,)|Cy = 7) in terms of
(4.43). It yields for v < s and |r| < 1, |q| < 1,

(g l—gq[ r ret? r?(1 —q)
Z E(g™[Co =) = L—q 1—qr]+(1—7“)(1—q7“)
(1 = q)rA(—px(r,0))ex(r,0,7)
+ZRI T = qrA(—px(r,0))
r’(1-=r°)(1-q)
(1 —r)(1—qr)

1—q7°A ,ux(r O)) (71’077)
Y 1= grA(—e(r,0))

(4.54)

xeRS,

where ex(r,0,7) is defined in (4.40).

If p < 1let @ be distributed according to the stationary queue-length distribution.
Using Abel’s limit theorem it follows from (4.54) that for |¢| < 1,

E(@®) =1+ ) 5= Q)A(__f]"), (4.55)

where éx and [ix are defined as in (4.44). Equation (4.55) coincides with (4.5) in de
Smit [21].
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The generating function of the kth moment of @,, can also be derived from (4.54). For
v < s, the generating function of the first moment is given in the following equation,

> rA(—px(r,0))ex(r, 0,
; rnE(Qn|CO = 7) = XEZRS i _Mr1(4<_),u>x(r(’ O)) 7)' (4.56>

If p < 1 then it follows from (4.55) in the usual way that

BQ=-Y % (4.57)
xeRS?

m

where é, and fi, are defined as in (4.44).

4.7.2 The queue length at arrival epochs for v > s

For v > s, at time 77 we already find a queue, since at this epoch all servers can serve
only the first s special customers, and the rest is waiting for service. Let W,, be the waiting
time of the nth special customer. The random variable @),, satisfies the relations

impossible event ,for j=0,1,---,Cy—s—1,
{Q <} =
Q 7fOF j:CO—S,Co—S+1,"',

{Q2 <0} ={T ;1 + W1 <T,},
for j=1,2,--- . Cp

{WC'O—i-n—j—l < Tn} 7fOI‘ n = 27 37 e 7j + 17
{Qn < J} =
{Tn,]’,1 + anjfl < Tn} ,fOI‘ n = ] + 27.] + 37 Ty

and for j =Cy+1,Co+2,- -+,

p

Q Jdfor n=2,3,---,5—Cy+1,

{Qn <} = Wepsnj1 < Tp} for n=j—Co+2,--,j+1,

\{Tnfjfl + W <Tn} for n=j+2,j+3,---.
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Since G(x) and I(x) are continuous, it follows by using the identity (4.52), that for v > s
and |r| < 1,|q| < 1,

Z " E(q?"|Co =)
5 I

=(1-qr Z 1= @Y mP(Q, <) (4.58)

Jj=y—s 7=0 =2
+(1—q) > &> P
J=vy+1 n=2

By exploring the events {Q,, < j} as we did above, we then obtain for v > s and |r| < 1,
gl <1,

ZTnE(qQ"\Oo =)

Y Jj+1
"+ 1—612 ZTP Woin—j1 < T)
) = -
1_qijzrn n]1+Wn31<T)
= n=j+2
[e%S) j—vy+1 7+1
[zqur ST S L
=y+1 n=2 Jj=7+1 n=j—y+2
+(1—-q) Z ¢ Z " P(Th—j1 + W1 < T,) (4.59)
J=y+1  n=j+2
e 1 — 7nj—v)
— Y—s 1— 2 ](
rg" + (1 —q)r Z A
Jj=y+1
+ (1 —q)r i(qr)jL /ZOOJFO ad Z " A=) Eexp(—EW,)|Co = )
=0 2mi 100+0 f "
v 1 10040 df Jj+1 . R
19wy [ E S A O Bern( €y )
j=1 100+0 n=>2
pa-gr Y r o [ de 17 A (=€) Bleap(~€W,)

Since we assume that all the special customers have a common exponential service time
with rate w and are served first come first serve, then the departure process of the special
customers is a Poisson process with rate sw. It follows that forn =s+1,s4+2,---,Cy,

] - ()
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If we substitute this into (4.59) and if we express >~ r"E(exp(—&W,,)| Cy = ) in terms
of (4.43), by applying a contour integration we then obtain for v > s and |r| < 1, |g| < 1,

o0

> r"E(Co =)

n=1

g Z . (1 1—_rﬂr 7)
r2(1— q) (1= g)r A(—pix(r, 0))ex (1,0, )
P T 1 g Al n(r0))

x€R$,

+(1—q) Z ¢ (sw)d(j — 1,0)

(4.60)
Y+1-s
(=) Y @) s == D)
B 7,.277 (qr)'yferQ _ (qr>’Y+1 B Tsf'y<q,r,2)’yfs+2 _ (qr2)'y+1
BTy [ =) T
L-gr D (qr) [(sw) Ty — s = 1,0) + (sw)*H (v = 1)lda(5)]
gy (L=7"1) (gr)*! o s (L =171 (gr)!
HR e (e (s I e R ()
where
d(j, &) =Y (sw) T (rA(=&)sw)", (4.61)
N I HA(=Ed( - 1,6)/€)
a(j) = Ge - (4.62)
and
dg(j) — a’y—l(As+1—7+j(_£)d(fy — s+ 1 ) 5)/5) (463)

85771 5:—511).

The generating function of the kth moment of @),, can also be derived from (4.60). For
v > s, the generating function of the first moment is given in the following equation. For
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Ir| < 1,
0 . e (1 _Tj—’)’ rz
Z’f’ E(Qn|00:7):7ﬂ(7_8)_r2z 1—7r )_(1_7:)2
n=1 j=7+1
1—s
rA(=px(r,0))ex(r,0,7) R
-1,
+Z 1 —rA(—px(r,0)) (sw) Zd] 0
xeRS,
y+1—s

= 3 Gsw) (g = s = = D)

4—s 7,,3 7,6—5 _ 7,,4—&—7

I TS PR TR Ry

— Z (r) (sw)* T d(y — s — 1,0)

(4.64)

Jj=y+2—s
N
= () (sw) (v = Dlda())
J=7+2-s
r3(1 — sty 4 p3+s(1 — 7757
(1—r)2

If p < 1, then from (4.64) in the usual way we can obtain the expression for F(Q),
which coincides with (4.57).

4.8 The total number of customers at arrival epochs

Let C,, be the number of customers in the system just before the arrival epoch T;,. We
have that

P(Ch=klCo=7)= Y PX,=x|Co=7), k=01--,5-2

xeRk,
P(C, =5 —1|Cy =) = i -
( n S ‘CO ’Y) Z d}i}ngozn(ou(bvf)/ax)a
xeR5;1
s—1
P(C,, = 5|Co =7) = P(Qu = 0|Co =) = Y P(Cy, = k|Co =),

k=0
P(C, =k|Cy=7)=P(Q, =k —5s|Cy=1), k=s+1,s+2,---;
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so that we have for |r| < 1,|q| <1,

oo s—2
ZTTLE C’n’O _7 :Z q —q Z Z(T,O,’Y;X)
k=0

n=1 xeRk,
+q 7 (1—¢) lim Y Z(r,0,¢,7;x) (4.65)
¢*>OO s—1
x€ER,,
+¢ Y E(¢9Co = ).

n=1

4.8.1 The total number of customers at arrival epochs for v < s

Let 1 be the ¢(s — 1)-dimensional row vector with all components equal to 1. From
Theorem 4.13 and Lemma 4.3.1 it follows that

Jim > Z(r0,¢,v:x) = 1K(r,0,0) "' Z(r,0,0,7).
OOXER‘:n_l
If we substitute this into (4.65), then by using (4.54) we obtain for Cy = v < s,
rl <1,]ql <1,

Z " E(q"|Co =)
5:2
=M =) > Z00.7%) + ¢ (1 - 1K (r,0,0) 1 2(1,0,0,9)  (4.66)
k=0 x€Rk,
+ qs—l ! + qs (1 — q)er<_ZX(r7 O))e>6<r7 07 7) .
-r x€RS, —qr <_ﬂx(r> )

E(@q9) =) (" —¢) Y Z(x)+q (1 - q)1K(0) ' X(0)
= X (4.67)
]-_ 7x
L 1+Z 1—;]/1 u)) ’

x€R$,

where éx and fix are defined as in (4.44). The equation (4.67) coincides with (4.9) in [21].
The generating function of the kth moment of C,, can be derived from (4.66). For
v < s, the generating function of the first moment is given by the following expression.
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For |r| < 1,

ZT"E(CACO =)= ; (k—s) Z Z(r;x) — 1K 1(r,0,0)Z(r,0,0,7)
n=1 k=0 x€RE
; (A= a7, 0))ex(,0,7) o
LS X;fn 1= rA(—e(r0))
If p < 1 then we have
E(C) = 7 (k—s) Z Z(x) — 1K 1(0)X(0) + s
F=0 XER’“ (4.69)
- Y A Ay
xXERS,

where €, and [ix are defined as in (4.44).

4.8.2 The total number of customers at arrival epochs for v > s

Let 1 be the ¢(s — 1)-dimensional row vector with all components equal to 1. From
Theorem 4.13 and Lemma 4.3.1 it follows that

(blim Z(r,0,¢,7v;x) = 1K(r,0,0) " Z(r,0,0,7) — 1Z(r,0,0, 7).
OOxERf{l
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If we substitute this into (4.65), then by using (4.54) we obtain for v > s, |r| < 1, |q| < 1,

> "B Co =)

n=1
s—2
(" =a") D Z(r,0,7%%) +¢* (1 - q)1K(r,0,0)7 Z(r,0,0,7)
k=0 xeRE,
- (1—7i=7)
s—1 +
+¢" 7 (1= @)1Z{(1,0,0,7) +r¢” + (1 Zq —
J=v+1
L _rl-g9g Y (1 — q)rA(—px(r,0))ex(r, 0,7)
(L=7r)(L—qr) S 1 — qrA(—px(r, 0))
Y+1-s '
+(1—q)q" Y (sw)d(j—1,0)
j=1 (4.70)
y+1—s
+(1—q)q Z ¢ (sw)T Iy — s = j = Dldi(j)
+(1—q)q* = (qr) ==+ — (qr)7* i (gr?) = — ()T
(I—r) 1—gqr 1 —qr?
2
+ (=)' > (qr) (sw)™ ' d(y — s — 1,0)
Jj=7+2—s
’y .
+ (L= > (gr) (sw)™ (v — Dlda(j)
Jj=y+2—s

(L=7r*1) (gr)*!
(I—=7) (1—gqr)

oqrs (L =171 (gr)™!
(I=r) (I—gqr)

+(1—q)g*r*™ +(1—q)r

where the functions d, d;, and ds are defined in (4.61) - (4.63).

The generating function of the kth moment of C,, can be derived from (4.70). For
v > s, the generating function of the first moment is given by the following expression.
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For |r| < 1,

S

Y rE(C|Co=7) =) (k—s) Y Z(r;x)— 1K '(r,0,0)Z(r,0,0,7)

n=1 k=0 xeRE,

=+ >\~ (L—17
—1Z7(r,0,0,7) +yr —r j;rl(lT)
o (rA(=px(r, 0))ex(r, 0,7)
=7 22 (= rACpsr0)
Y+1-—s
= 2 (sw)d(G = 1,0) + (sw) T (y =5 — = Dl ()
TU-r T a-na-m
— 7 | Z (r) (sw)* T d(y — s — 1,0)
= D0 () (sw) Ty = Dl ()
B 7”3(1 _ 7’8+1) + 7,3+s(1 _ 7,7—5—1)
(1—r)?

(4.71)

If p < 1 then from (4.71) in the usual way we obtain the expression for E(C'), which
coincides with (4.69).

4.9 Queue length in continuous time

Let ()f be the queue length at time ¢. Its sample functions are considered to be left
continuous. By conditioning on the number of arrivals up to time ¢ we have for j > ~ and
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t>0,

o0

:P(Ntﬁj—7)+ZP(QISjaNt:n+j—’7)
1

o
- P(]}',»y+1 > t) + Z P(Wn < t, T’ﬂri’j*’y S t < Tn+j,7+1)

n=1
> 4.72
+ Z P(Tn + W, < t,Tn+j <t< Tn+j+1) ( )
n=1
t Y B
—1—P(Tj_41 < 1) +/ {1=F(t—w}d,» PW, <t,Thyjy <u)

n=1

/{1— (t — u)}d, ZPT + W, < t, Ty < ).

n=1

Since G(x) is absolutely continuous, and we assume that the function F(z) is continuous,
(4.72) becomes

PQi<j)=1- P(TJ v+1 < t)
1oo+0d£/{1_ t_u}

27”’ 10040 5

d, Z Eeap(—E(Wa — )1(Thsyy < )

. dg/{l— (t—u)}

27TZ —100+0 é

Ay, Z E(exp(—&(Ty + W, — t)1(Thyj < u)).

(4.73)

For j = 0, we obtain
PQ;=0)=) P(Q;=0,N;=n)= ZP ot W < ,T, <t < Toi),

and for 0 < j <=7,
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(QI <J)

Z Q; <j,Ny=n)

J

Z W—jum < t, T <t < Tpiy)
=1

+ Z P(Tp_j4+ Wy <t, Ty <t <Thy)
n=j+1

= /t{l — F(t—u)}d, i P(Wyy < t, Ty < )

nvj+1

(4.74)

/{1— (t —u)}d, ZPT + W, <t,Thtj <u)

i00+0 d£ 2

/ [-FE—wld, S B (T, Ly < w)

n=y—j+1

/ - B}, 3 B SO, < ).

27” —100+0 5

1 100+0 d£

27TZ —i00+0 §
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Since E(q9%) = (1 —q) Ym0 @ P(Q; < j), we have for [¢] <1,

E(q|Co =)
100+0 dg
1_qzq27m/—zoo+0§/{1_ t_u}
i: Ee €= 1Ty < w))

n=y—j+1

y—
v 100+0

1—qzj dﬁ/{l— (t —u)}
7=0

2mi —100+0 5

dy Yy Bem I TOYT, 4 < u)|Co = )
n=1
> (4.75)
+(1=q) Y (1= P(Tjpy1 < 1))

Jj= 7+1

10040 d£
(1—q 75— / / {1-F(t—-u)}
J;l 211 J iy €

d, ZE V=D (T, i, < u))

o0 ] 100+0 dg
+(1—Q)j;lq32m/ /{1— (t—u)}

—100+4+0 5

dy Y B(em ST, < u)|Co = 7).

n=1
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4.9.1 Queue length in continuous time for v < s

If v < s, it is clear that W, =0,n =1,2,--- ,~. Then from (4.75)

/ exp(—nt)B(q% |Cy = ) dt
0
J

=(1-q) [Z qjl_TA(n) > A ()

= n=1
Y qj 100-+0 dfl ( o0
+;% Cior0 € (1= 6) ;Eexp 1T = EWa)lCo = NA 0 = &) (4.76)
— (1 A7) | (1-A®) =11
+ Ul + AT ()
jzzvﬂ (77 g L Z

1 100+0 dfl o (
27” —100+0 f (77 g)

From (4.33), (4.13), (4.9) and Lemma 4.3.1, we have that for v < s,

ZE exp(—nT, — EW,)|Co zv)Aj(n—ﬁ))] :

- §
E T, — EW,)|C, = «(1
n§1 (exp(—n EW,)|Co =7) = +XE§RS ex(1,m,7) )

where ex (7,1, 7) is defined in (4.40). Substituting this into (4.76), then by applying contour
integration we obtain for v < s, |q| < 1, Re(n) > 0,

/ exp(—nt)E(g?|Co = ~)dt
0

(1— g A ()

1_q[§:q §:An1 70— gAG)

(1- A(n — px(L,m) (1 = @A™ (1 — (1, 1))
+x§% L7 (n — px(1,7)(1 = ¢A(n — px(1,7)))

(1 — A(n — px(1,m))) @A™ (1 — px(1,m))
*2%fx1" (1= (L) (1= aAQy = (1, 0)))

L TAM) T A AT ()
nl—q) n(l—qA@m)  nl—qAm)  n(l—qAn))

For p < 1,|q| <1, let Q* be the queue length in continuous time in steady state. We find

from (4.77) in the usual way

(4.77)

e

x€R$,

in accordance to equation (3.9) in [23].
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4.9.2 Queue length in continuous time for v > s

Ifyzs,itisclearthathzoforn:1,2,---,s, and W, >0forn=s+1,---

It follows that

n=y—j+1
y—s—1 Y ~
—Z /{1— (t—w}dy, > PW,<t,Thrpj <u)
n=y—j+1
il
+ Z /{1— (t—wldy Y P(Thpyy <),
J=v—s n=y—j+1

and

t Y
/ {1-F(t—w}d,Y PW, <t,T, pj < u)
0 n=1

- / (1= F(t—w)}da S P(T s <)

n=1

/{1— (t —u)}d, Z P(W, <t,Tp y; < u).

n=s+1

Furthermore we have from (4.33), (4.13), (4.9) and Lemma 4.3.1, that for v > s,

= §
E E —nT,, — EW)|Cy = E x
e (exp(=nTn = EWa)ICo =) = +x€Rs ex(L,m,7) (& — pux(1,m))

+ 1K(1 0,25 (1,n,€,7) — Z7(1,1,0,7)].

89

)7

(4.79)

(4.80)

(4.81)
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If we substitute (4.79), (4.80), and (4.81) into (4.75), then similar to the case v < s, we
obtain for v > s, |q| < 1, Re(n) > 0,

/ cxp(—nt)E(q% |Co = ~)dt
0

=(1-q) LZ g > A ()

n

=y—s n=1
y—s—1 Y n—s
[ 1—A(n) sw i1
FY (s () e
j=1 N n=y—j+1 SW A1)
1 gt ¢ Am) @t A

T —qAm) T nl—q)  a(l—qA()  a(l—qA(n) (4.82)

(1= Al — (L) (1= 71— oL, m))
2 e T T = 04T — L)

+ Z €x(1,77) (1 — A(Tl B :U/X(L 7]))) qFH_lA(n _ :U’X<17 77))

o=vl (n = px(1,m))(1 = ¢A(n — px(1,7)))
3 (A s () )]

If p<1,|q| <1, then from (4.77) in the usual way we obtain the expression for F(q%),
which coincides with (4.78).

4.10 The total number of customers in continuous
time

Let C} be the number of customers at time ¢, which we consider to be a left-continuous
process. Observe that

s—2

P(C;=s—1|Co=7) = P(W; =0|Co =) — Y _P(C; =1|Co =), (4.83)
7=0

P(C} = 5|Cy =) = P(Q; =0[Cy =) — P(W; =0|Co =) (4.84)

P(C; =1lCo=7)=PQi =1—-5|Co=n7), l=s5+15+2,---. (4.85)



4.10 The total number of customers in continuous time 91

To find the P(Cy =1|Cy =) for [ =0,1,--- ,s — 2, we can use the same derivation as in
section 3.3 in [23]. It yields for v < s, Re(n) > 0,1=10,1,2,--- ,5 — 2;

/ exp(—nt)P(C; = 1|Co = ~)dt
0

- 11— A(n+xb+vb
T Er s (Xi’;)<—1>” b

xERgn k=l ycREk v<y-x

sz (Ln, vy -y Z( ) 2 (4.86)

yeRS, lv<y—x

V(l,n,7, —
Z L7.7.2) > (W + 1oLy,

xb 4+ vb + p,(1,7) i

{1—A(n+xb+ub) - 1—A(n—uz(1,n))H
' 77+Xb+yb n_ﬂz(Ln) ’

S

where the function V(1,7,z) is defined in (4.32). Moreover, for v > s, Re(n) > 0, | =
0,1,2,-- 5 —2;

| eant-nnpc; =1co=ar
0

Y EY ¥ (Y)<_1>u11—A<n+xb+ub>
R, [k yerf, vy XV n+xb +vb

sz Lnvy—1)— >, Y ( )(—1)”1 () + DbjLy+1;.2

yeRS, 1y<y—x Jj=1

3 Villin,y,2) za: a;(x)Va(1,7; %) (4.87)
S \—xb—vb— pa(1,m) 4= (=xb —vb 4 w)e-it!

(1—-A(n+xb+vb)) Z (xb + vb)
" (n+xb+vb) =l uz(l,n)(xb+l/b+uz(1,n))

1 — A(n — uy(1,
n— tz(1,n) scRe o1

™m

1 0 (1-AMm=9) )]

lim

(i = D emmw 081 {(xb + vb + §)(n — §)

An inversion of the transforms (4.86) and (4.87) will yield P(C; = [|Cy = ~) for | =
0,1,---,s — 2. The probabilities for [l = s — 1 and [ = s can be obtained from (4.83) and
(4.84) with help of (4.47), (4.48), and (4.77).
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For p < 1, we have for [ =0,1,2,--- ;s — 2;

P(C* =1)
s—1 m
B Z Z (X; V) (=1) a(xb + vb) szZ(y L)
xcRL, | k=l yeRk, v<y—x i=1

” Vi(z (4.88)
o Z Z (x};ly) (=1) Z —xb—(l/l))—ﬁz

yeRs L v<y—x zeR$,

. (1 - A(xb +vb)) (1 = A(—f))
. -+ 1)b;Ly11, . :
jzl@J Dbl [ a(xb + vb) Qfly,
in accordance with equation (3.14) in [23]. The probabilities P(C* =) for [ = s — 1 and
[ = 2 can be obtained from the steady-state version of (4.83) and (4.84), i.e.

s—2
P(C*=s—1|Co=7)=P(W*=0[Co=7)— Y _P(C*"=1|Cy =), (4.89)
§=0
P(C" =5|Cy =) = P(Q" =0|Cy =) — P(W" = 0[Co =), (4.90)

where P(W* = 0|Cy = v) and P(Q* = 0|Cy = 7y) can be obtained from the inversion of
(4.49) and (4.78).

4.11 Numerical Examples

In this section, we give some examples of the distributions of interest studied in the
previous sections. We restrict ourselves to the model GI/Hy/s in which, as in [22], the
elements of | J;_; RS = {(4,4)]i > 0,5 > 0,i 4 j < s — 2} are numbered by using the one
to one correspondence

((,§) =i+ 1+ (s+iti+ (s —1-5—2)/2

and the elements in R§™' = {(j — 1,5 — j)[j = 1,--- , s} are numbered by the one to one
correspondence (j — 1,8 — j) — 7.

In particular we consider the system M/Hy/s for s = 2, in which the service time
distribution function G is given by

Glz) = {0.7(1 —exp(—2.5x)) + 0.3(1 — exp(—1.5z)) ,x >0, (4.91)

0 ,x < 0.

The mean of the service time is then given by 24/50. The Laplace-Stieltjes transform of

the inter-arrival time is given by
1.5
Ad) =
() »+1.5

thus the inter-arrival time has an exponential distribution with mean 2/3. The traffic
intensity is 0.72.
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4.11.1 Numerical results on the phase vectors

For the system under consideration, the system of equation (4.24) turns out to be a
single equation since the set Ui;% R’ consists of one element, i.e. the vector (0,0). We
then can solve the system for 7 = 0 analytically to get Z(r,0,7), the generating function
of P(X,, = (0,0)|Cy = ). We invert this generating function numerically by applying the
numerical inversion algorithm described in Abate & Whitt [3], written in FORTRAN 90,
to get P(X,, = (0,0)|Cy = ~) for some velues of n.

The value of P(X,, = (0,0)|Cy = =) which is obtained from the inversion can be
substituted into (4.21) to obtain the generating functions of P(X,, = (0,1)|Cy = ) and
P(X,, = (1,0)|Cy = 7). Again, we apply numerical inversion to get these probabilities.

The steady-state probabilities P(X = (0,0)), P(X = (0,1)), and P(X = (1,0)) can be
obtained from the equations (4.38) and (4.37).

In figure 4.2 we give the probabilities of the time-dependent phase vectors P(X, =
(0,0)|Co = 7v), P(X, = (0,1)|Cy = ), and P(X,, = (1,0)|Cy = ) for some values of n
and its steady-state probabilities, for v = 0.

Xx=P(Xn=(0,0))

0=P(Xn=(0,1))
<>=P(Xn=(L,0))
0.8

0.6

0.4+
P(X=(1,0))
P(X=(0,1))

0.2+

Figure 4.2: P(X,, = x) for some n with X; = (0,0)

4.11.2 Numerical results on some distributions of interest

We give some numerical results on the distributions we discussed in sections 4.5 to
4.8 for some values of 7. The transforms of all distributions in those sections involve the
generating function Z(r,n,0,7), where from (4.21) its explicit expression can be obtained
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by first solving the system (4.24) and factoring the matrix H(r, 7, ¢), and then substituting
the results into (4.20) and Lemma 4.3.1.

The Laplace-Stieltjes transform of the actual waiting time in steady state is given by the
equation (4.44). We can invert this transform analytically to get the distribution. For the
time-dependent case, the Laplace-Stieltjes transform of the actual waiting time for v < s
or (7> s,X; ¢ R is given by the generating function (4.43), and for v > s, X; € RS
it is given by the generating function (4.39). Since these double transforms are rational
functions with respect to one variable, first we invert it analytically and then invert it
numerically by applying the numerical inversion algorithm for generating function in [3].
Some results on the distribution of the actual waiting time for some values of v can be seen
in figures 4.3 to 4.6. The time-dependent distributions in figures 4.3 to 4.5 are obtained
by inverting the generating function (4.43) analytically and then numerically. The time-
dependent distribution in figure 4.6 is obtained from the generating function (4.39) in the
same way.

18 2

Figure 4.3: P(W,, < z|Cy = 0) for some n and P(W < z), X; = (0,0).

The Laplace-Stieltjes transform of the virtual waiting time in steady state is given by
the equation (4.49). This transform can be inverted analytically to get the distribution. For
the time-dependent distribution, we invert the double Laplace-Stieltjes transform (4.47)
in the same way as for the actual waiting time. Some results on the distribution of the
virtual waiting time can be seen in figures 4.7 to 4.10.

The steady-state expectations of the queue length and of the number of customers
at arrival epochs are given by (4.57) and (4.69). The transform of the time-dependent
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098
0969
0949
092
097
088
086
0ssi ///
0829 --/’/:

087 /’
0.78 /
0.76]
0.749
0.72

Figure 4.4: P(W,, < z|Cy = 1) for some n and P(W < z), X; = (0,1)

expectation of the queue length at arrival epochs for v < s and for v > s are given by the
generating functions (4.56) and (4.60), respectively. The time-dependent transforms of the
number of customers for v < s and for v > s are given by (4.56) and (4.68), respectively.
We perform a numerical inversion of these transforms, and the results can be seen in figures
4.11 to 4.12.
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Figure 4.5:

Figure 4.6:

The GI/H,,/s queue

0 02 04 06 08 12 14 16 18 2

R

P(W,, <z|Cy=1) for some n and P(W < z), X; = (1,0)

steady state

16 18 2

P(W,, < z|Cy = 2) for some n and P(W < z), X; = (0,1)
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0.98

0.96

0.947

0.927

0.99

Figure 4.7. P(W;} < z|Cy = 0) for some ¢t and P(W* < z), X; = (0,0).

/
/]
/
07{ /ro0s
/
/
/
/
/
/
/
/
06 ‘ ‘ ‘ ‘ ‘ ‘
0 02 o4 o 0B IV T T

Figure 4.8: P(W} < z|Cy = 1) for some ¢t and P(W* < z), Xy = (0,1).
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Figure 4.9: P(W;} < z|Cy = 1) for some ¢t and P(W* < z), X; = (1,0).
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Figure 4.10: P(W} < z|Cy = 2) for some t and P(W* < z), X; = (0,1).
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Figure 4.12: E(C,|Cy = 1) for some n and E(C), X; = (1,0).






Chapter 5
Markovian Fluid Flow Model

5.1 Introduction

In this chapter we study a fluid flow model in which the rate of the input process {a;}
depends on the state of a finite-state continuous-time irreducible Markov chain {J;} with
state space N' = {1,2,..., N}. More precisely, the slope of the process {a;} is constant
between transitions of {.J;} and equal to ¢; when {J;} is in state . The input flows into
an infinite buffer that has maximal output rate ¢, and initially has a content v. We define
the net input S; up to time t as the difference between the total traffic received up to time
t and the maximal output traffic up to time ¢. Then the rate of the net input process {S;}
is also constant between transitions of {J;}, and is equal to r; = ¢; — ¢. The buffer content
Vi at time t > 0 is found from S; by restricting it to nonnegative values, i.e. by applying
the reflection operation

Vi=v+ S+ 1

where

I; = max {—U — inf SV,O} .
0<v<t

Let Ty = 0 and T3, T3, ... be the transition epochs of the process {J;} with 73 > 0. We
define Wy = v and for n = 1,2,..., W), = Vg, and X,, = Jp—, where T~ is the state of
{J;} just before transition epochs. We are interested in the probability distribution of the
buffer content in steady state and as well as for the time-dependent case, for which the
distribution functions at time ¢t > 0 are denoted by

Fijz t,v) =PV, <a, Jy=jlX1=iVo=v), i,jeN.

This model and its special cases, as well as generalizations of it, have been studied by
several authors. Many of them studied the special case in which the system consists of a
finite number of sources (input lines), each of which alternates between the 'on’ and the
‘oftf” state. All on-periods have the same exponential distribution and, similarly, all off-
periods. Moreover all on- and off-periods are independent random variables. The sources
are merged into a single data stream via a switch with a buffer.

When a source is ’on’ it feeds data into the switch with rate b, while the buffer has a
maximal output rate a. The net input S; up to time ¢ is the difference between the total

101
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traffic received up to time ¢ and at, i.e. the maximal output traffic up to time t. We see
that this system is a special case of the fluid flow model, where {.J;} is the number of active
sources at time t and r; = ib — a is the net input rate when there are i active sources.
Moreover we see that {J;} is a Birth and Death process.

This special case has been studied by Anick, Mitra, and Sondhi(AMS) [4], and Kosten [31].
They determined the distribution function of the buffer content in steady state by deriving
the Kolmogorov forward equations for the Markov chain {(V;, J;),t > 0} and analyzing
this system of equations. Furthermore, in [4] and [31], G(u), -the steady-state probability
that the buffer content exceeds a certain level u- is studied. In AMS [4] an asymptotic
formula for G(u), is given, of the form Ce~** where C' is a constant and « is a positive
parameter. An approximation method to calculate G(u) is also given in this paper. In [31]
the same asymptotic formula for G(u) is derived, and a simulation method is used to find
the constant C.

The model in which {.J;} is a general Markov chain has been studied by Regterschot [38],
Asmussen [8], Rogers [40], and Pacheco & Prabhu [37]. The first three authors consider the
model with an initially empty buffer, and the last ones studied the non-empty case. With
a decomposition method, Asmussen [8] proved that the steady state distribution of the
buffer content is of phase type and proposed an algorithm to compute its phase generator
U. Regterschot [38], Rogers [40] and Pacheco & Prabhu [37] use Wiener-Hopf factorization
of a certain matrix. As a main result, they obtain the steady state distribution function
of the buffer content. In [38], an explicit formula for the steady state distribution function
is obtained not only for continuous time but also at transition epochs. Furthertmore, an
explicit formula for G(u) is given.

The transient behavior of the buffer content for the present model is studied by Tanaka
et al. [42]. They refer to the model as Markov modulated input rate(MMIR) model, since
the input is generated by a Markov modulated process. The Laplace transform of the
joint distribution of the buffer content and the state of the input process is derived. By
analyzing the properties of the eigenvalues and eigenvectors of a certain matrix they found
an explicit expression for this transform.

In solving the present problem, we use the same technique as in [38] but we give
some corrections for the factorization. In section 5.2 we consider the process {(W,, T,
X,,)} and derive Wiener-Hopf type equations for the transform of the joint distribution of
{(Wp,T,, X,)}. Then in section 5.3, we solve this system of equation with Wiener-Hopf
factorization, which boils down to finding some eigenvalues and eigenvectors of a certain
matrix and solving some matrix equations. The factorization is similar to the one in [3§]
but since we have initially a non-empty buffer we need to decompose a certain matrix as
an additional step to complete the solution. In section 5.4 we derive an explicit expression
for the steady state distribution function of the buffer content at transition epochs by
considering the process {(W,, X,,)}. This result is found from the generating function of
transforms in section 5.3 using Abel’s limit theorem, and with the factorization we obtain
an explicit expression for the steady state distribution function after we analytically invert
its transform. In section 5.5 we derive the double Laplace transform of the time-dependent
distribution function of the buffer content and again after a limiting operation we get the
Laplace transform of the steady state distribution. The explicit expression for the steady
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state distribution can be found by inverting this transform, as shown in subsection 5.5.1.
Since the double Laplace transform consists of terms involving multiplication of exponential
and rational terms in one variable only, to get the time-dependent distribution of the buffer
content we first invert it analytically. The result of this analytical inversion can be found
in subsection 5.5.2, and it shows a structure quite similar to the one in [42].

We study the behavior of the time-dependent distribution of V; as ¢ increases, by
referring to the relaxation time (see Blanc and van Doorn[14]), a measure of the speed
of convergence to the steady-state distribution. In Tanaka, et al.[42], the analysis ends
with a conjecture stating that the relaxation time for the present model depends on the
generator of the underlying Markov chain, but not on the rates of the input flow. We study
the relaxation time in subsection 5.5.3, and show that the relaxation time also depends on
the net input rates r;,i € N.

We implement the numerical inversion algorithm proposed in Abate and Whitt[3] to
get the desired distributions. Some examples for these distributions can be found in section
5.6.

We will use the following notations: z* = max(0,z), and 2= = min(0,z). I is the
indicator function, 1 is the N-dimensional column vector with all components equal to 1,
1, is the K-dimensional column vector with i-th component 1 and all other component
equal to 0, where K is an integer defined in section 5.2. I is the identity matrix, I ; is the
k x l-matrix with elements d;;, where d;; is Kronecker’s delta, i.e., §;; = 0, for ¢ # j, and
§;; = 1. If Ais an N x N-dimensional matrix, the i-th column of A is denoted by A’, and
the i-th row of A is denoted by A,;.

5.2 System of Wiener-Hopf-type equations

Let Q be the infinitesimal generator of the Markov chain {J;} with elements @);;, and let P
be the transition probability matrix of {X,,} with elements P;;. We assume that the matrix
Q is indecomposable. Define ¢; = —Q;; = Zi# Qij, 1,7 € N. Let q = diag(qi,...,qn) be
the N x N dimensional diagonal matrix with elements ¢;. It follows that

P=q'(Q+aq)

The stationary probabilities lim; ., P(J; = i) are denoted by m;, i« € N and 7 denotes
the N— dimensional row vector with components ;. We assume that Zi\;l mr; < 0 to
ensure stability. The stationary probabilities lim,, ., P(X,, = i) are denoted by 7;, i € N
and vy denotes the N-dimensional row vector with components ;. It follows that
g,
- mql’

i=1,2-- N. (5.1)

Vi

The traffic intensity p, i.e. the ratio of the average input rate and the maximal output rate
is p= SN mei/c

We assume that for i € N, ¢; # ¢ so that r; # 0 for i € N. Let R~ = {i|r; <
0,i=1,...,N}and R* = {i|r; > 0,i = 1,..., N}. Suppose that |R~| = K. This implies
that |[RT| = N — K. Let r = diag(ry,...,7y). Without loss of generality, suppose that
R~ ={1,2,...,K}.
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Let Ty = 0 and 71, T, .. . be the transition epochs of the process {J;} with 77 > 0, and
let A, =T, — T,_1 be the inter-jump time, n = 1,2,.... Define R,, = >, r.1{X,, = k},
we then have the relation

Wos1 = (W + Rpr1 A ™
Define for Re(n) > 0, Re(¢) > 0,

Zzo(ﬁbﬂ%v) = E( —W- nTlZ( )|X1 - Z Vb - U) (52)

and define for (]z| < 1,Re(n) > 0,Re(¢) > 0) or (|z| < 1,Re(n) > 0,Re(¢) > 0) or
(Iz] <1, Re(n) > 0, Re(¢) > 0)

5,¢,m,0) =Y ZE (e (X, = §)| Xy =i, Vo = ).

n=1

Define for Re(¢) < 0,

Vii(z,¢,m,v) Z 2R (( ¢[Wn+Rn+1An+1]‘>
n—1 e It Ane) (X, = )| Xy =i, Vo =),
and for Re(¢) = 0,
Gi(pn) = B (e ommAmng(X, = j)X, =1).

Let Z(z,¢,n,v), V(z,¢,n,v) and G(¢,n) be N x N— matrices with elements Z;;(z, ¢,n,v),
Vij(z, ¢,m,v) and Gy;(¢,n) respectively. We then obtain the following system of Wiener-
Hopf equations.

Theorem 5.2.1
For Re(¢) =0 and (|z| < 1, Re(n) > 0) or (|z| < 1, Re(n) > 0) we have

Z(z,¢,1,0) (I = 2G(¢,1)) = 2Z°(¢,n,v) + V(2,6,1,0), (5.3)
where
Z°(¢,m,v) = diag(Z)(¢,1,v), Z3(¢,1,v), - ., Zy(d,1,))
with
e v ¢rif:]+qi ,ifr; >0
Z(¢,m,0) = (5.4)
i [0 — elrrao/n] ey <,

Proof. By the identity
PP
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we have for Re(¢) =0, Re(n) > 0
E (em®Wrnm T [( X, = §)1 X1 =4, Vo =)
(6 SWn+Rny1Ans1]™ ,n(TnJrAn-H) (Xn+1 _ ])‘Xl =1, VE) — U)

e~ *WntBniidni) =Tt Ani) 1 (X, 1 = )| Xy =i, Vp = U)

& &=

£ (1= e oMWt Rt ol 1 (X, 1y = )X =,V = v)
_— E (e SWn—nTn—(pRny1+1)A (X =X =140,V = v)
B (1 ettt ool (X, = )[X, =0,V = ).

(5.5)
Moreover
E (€—¢Wn—nTn—(¢Rn+1+n)An+1 1 (Xn—i-l — ])|X1 =iV = U)
N
= Y E(e"n (X, = k)X =i,V =)

k=1

Il
WE

E (e (X, = k)| X1 =14,V = v)

M

1
E (e*(¢rj+n) n+1)1(X 11 = j)’X — k)

I
WE

E (™1 (X = k)| Xy =i, Vo = v) Gy, m).

b
Il

1

Substituting this into (5.5) we get
E (em®Wnimitnot [(X, 00 = )| X0 =i, Vo = )
i E (e (X, = k)| Xy =i, Vo = v) Gy, n)
VB ((1 _ €f¢[Wn+Rn+1An+ﬂ‘) e Tt Aner (X = 5)| X, =0, Vp = U)

If we multiply by 2"*! and sum over n this yields for (Re(¢) = 0, Re(n) > 0,]z] < 1) or
(Re(¢) = 0, Re(n) > 0,[2] < 1),

N
Zij<'z? ¢7 7, U) - Z(SZ]ZZO((b7 7, U) =z Z Zik('za ¢7 7, U>ij (¢7 77) + ‘/;,]'(’27 ¢7 7, U)

and we get equation (5.3). It remains to verify the expression for Z?(¢,n,v). To this end
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we note that
Z¢,mv) = E (™M =) X) =i,V =)
= /00 E <6_¢[”+”T1]+_77T1|T1 = u) gie” du
0

oo
_ / €f¢[v+riu]+fnuqi€fqiudu'
0

So, for r; <0,

—v/r; 0
ZE(¢7 n, U) — / 6_¢v_(¢Ti+n)uqi€_qiudu + / e_nuqie_qiudu
0 _

v/r;
B —e@ritntai)v/ri | q q;elmraiv/ri
= € ¢in )
ori+n+q n+q

and for r; > 0,

Z20<¢7 7, U) = / 67¢U7(¢Ti+77)uqi67%udu
0

= e_‘b”—qi .
ori +n+ g

[
The system (5.3) is the generalization of the system in [38], and will be solved by
applying the Wiener-Hopf factorization technique.

5.3 Solution of the system of Wiener-Hopf equations
In order to solve the system (5.3) we first factorize the symbol
H(z, ¢,n) = 1= 2G(¢,n), (56)
i.e. for Re(¢) = 0, we try to find a factorization
H(z,¢,n) = H'(z,¢,n)H" (2,¢,7)
where
H*(z, ¢,n) is analytic for Re(¢) > 0, and continuous and bounded for
Re(¢) > 0, and non-singular in Re(¢) > 0.

H™ (2, ¢,n) is analytic for Re(¢) < 0, and continuous and bounded for
Re(¢) <0, and non-singular in Re(¢) < 0.
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In Arjas [6], the probabilistic interpretation of these factors is given.
To find H(z, ¢,n) and H™ (2, ¢, n) first we consider the following .

With the definition of ¢ and r we can write the matrix G(¢,7n) as

G(¢,n) =a ' (Q+a)d(q+ ¢r+nI)"' =Pqg(q+ ¢r+nI) " (5.7)

Let a;(n) = (n+qi)/ri, i =1,2,...,N. Define N x N—dimensional matrices

a(n) = diag(ai(n), ..., an(n)),
a = a(0) = diag <2,...,Q—N> ,

T N
L(z,¢,n) = oI+ a(n) — za — 2r 'Q,

and

M(¢,n) = a(n) + oL

It follows that
H(z,¢,n) = & 'L(z, ¢, n)aM ™ (¢,7). (5.8)
From (5.8) we have that

det L(z, ¢,n) = det H(z, ¢, n) det M(¢, n). (5.9)

Proposition 5.3.1
1. The poles of det H(z, ¢, n) are the zeros of det M(¢, n),

2. The zeros of det L(z, ¢, n) are the zeros of det H(z, ¢, n).

Proof. It is clear that the zeros of det M(¢,n) are —ay(n), —az(n), -, —an(n). For
i =1,---, K these zeros lie in the right half-plane Re(¢) > 0 and for i = K +1,--- | N
they lie in the left half-plane Re(¢$) < 0.

Since det L(z, ¢,n) does not have any pole, it follows from (5.9) that the poles of
det H(z, ¢,n) are the zeros of det M(¢,n). This proves part 1 of the proposition.

It also follows from (5.9) that the zeros of det L(z, ¢,7) are the zeros of det H(z, ¢, n) or
the zeros of det M (¢, n). Since from (5.6) and (5.7) we see that det H(z, ¢, ) has exactly N
poles, then det L(z, ¢, ) does not have any zero in common with det M(¢, n). This proves
part 2 of the proposition.

[

Based on the proposition, we consider the following lemma, which has been proven in [38].
We rewrite the proof of part 2 since some intermediate results in this proof will be used in
section 5.4 and thereafter.
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Lemma 5.3.1
With respect to ¢,

1. for (z,n) # (1,0), det L(z, ¢,n) has K zeros in the right half-plane Re(¢) > 0 and has
N — K zeros in the left half-plane Re(¢) < 0, and det L(z, ¢, 1) # 0 on the imaginary
axis Re(¢) = 0.

2. det L(1,$,0) has K — 1 zeros in the right half- plane Re(¢) > 0 and a simple zero at
¢ =0, and has N — K zeros in the left half-plane Re(¢) < 0.

Proof. See [38] for the proof of part 1.

Let p1(z,m), -+, ni(2z,n) be the zeros of det L(z, ¢, n) in the right half-plane Re(¢) > 0,
and let pgq(z,m), -+, un(z,n) be the zeros of det L(z, ¢, n) in the left half-plane
Re(¢) < 0. We consider the situation for n = 0. Now,

L(z,0,0) = ¢l + (1 - 2)(r'Q+a) —r'Q.

Define the matrix L*(z, ¢) as a matrix obtained from L(z, ¢,0) by adding all columns to
the first column so that

Li(z,¢0)=¢+(1—2)a;, i=12,...,N.

Since L (1,0) =0, ¢=1,2,..., N, we have det L*(1,0) = det L(1,0,0) = 0. With the
implicit function theorem we can define the function p(z) uniquely by u(1) = 0 and

det L*(z, u(z)) = det Li(z, u(z),0) = 0.
We consider this function for z close to 1, so
p(z)=—-1—-2)/(1)+o(l-2), =zTL
It follows that
L(z u(2),0) = (1 - 2)(@ — /(D) = 2r'Q+ o1 — 2), 211
and
Li(z,u(2)) = (1= 2)(q; — /(1)) +0o(1 = 2), =271
Since det L*(z, u(2)) = 0, we have

1
0 =1lim
271 —Z

det L*(z, u(z)) = det L°,

where for i e N, j € N,
Lz[‘)j = _Tz'_lQij?
and
LS = a; — p'(1). (5.10)
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Since det L° = 0 and 7r(r~'Q) = 0, we have

N
Z miriLlg =0,
i=1
or with (5.10)
N N
/
p(l) = qui/Zmri =mql/7rl
i=1 i=1

so that

w(z) = —(1—2)77:—;1;+0(1—z), z 11 (5.11)

For z T 1 one of the K zeros of det L(z, ju(2),0) in the right half-plane Re(¢) > 0 tends to
0 if and only if Zfil m;r; = mrl < 0. The latter condition corresponds to traffic intensity
p <1

|

We next impose the following condition.

Condition 5.3.1

For (z,m) = (1,0) and |z| < 1, Re(n) > 0, —a1(n), ..., —an(n) and pu(z,7), - .., un (2, 1)
are all distinct, possibly with the exception of a set of isolated points.

Fori=1,...,N let E(z,7) be a (non unique) nonzero column vector satisfying

L(Z’Mi(%??)a??)Ei(Zﬂ?) :O? (5'12>

and let E(z,n) be the N x N-matrix with ith column E(z,7). Let D(z,7n) be the N x K-
matrix with elements

Dyj(z,m) = Eij(z,m) + ng; ' Eij(z,n) + o7 ' Ey(z,n)p;(z, 1), (5.13)
i € N;j € R™; we then have
D(z,m) = T+1q " )E(z,0)Iyg + o 'B(z,n)Iygdiag(pi(z, 1), .. -, pz(2,1)).
From (5.8) it follows that for i € R™,
H(z, 1i(z,1),n)D"(2,1)
=a'L(z, wi(z,m), maM ™~ (ui(z, ), ma (@(n) + w(z,n)DE (2, 1) (5.14)
=0.

The matrix D(z, n) we define here corrects the corresponding matrix in [38], which wrongly
does not satisfy (5.14).
Let S(z,7n) be the K x K-matrix with elements

Sij(z,m) = a; 'Eij(z,m), i,j € R;
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S(z,n) = Igno Tyg)IgnE(z,n)Iyg). (5.15)

We now impose the following condition.

Condition 5.3.2
For (z,n) = (1,0) and 0 < |z| <1, Re(n) > 0, det S(z,7n) # 0.

Define the K x N-matrix C(z,7) by

C(Z, 77) = S_l(za 77)11’(1\/‘

Hence, from (5.15) we have

C(z,n) = (IgnE(z,n)Ixg) 'Izya.

Notice that the last N — K columns of C(z, ) are equal zero. Now, define the N x N-matrix
K(z, ¢,n) by

1 1

K(z,¢.m) =1+ D(z,n)ding (m o ()

> C(z,n). (5.16)

We now can prove the following factorization theorem.

Theorem 5.3.1
If Conditions 5.3.1 and 5.3.2 are satisfied, then for (|z| < 1, Re(n) > 0) or (|z] < 1,
Re(n) > 0),

1. det K(Z;¢7 77) = Hllil (%)

2. for Re(¢) =0
H(z, ¢,n) = H"(2,¢,n)H" (2, ¢.7)

where
(a) H™(z,

(2, ¢,1)
(b) H*(z,¢,n) = H(z,¢,n)K(z,¢,7),
(¢c) H*(z, ¢,n) is analytic for Re(¢) > 0, and continuous and bounded for
0,
)
0

Re(¢) > 0, and non-singular in Re(¢) > 0,
Hi (Z7 ¢’
Re(¢) <

Proof.  Although we have different expressions for the matrices D(z,7), S(z,n) and
C(z,n), the proof is essentially the same as the proof of Theorem 4.2 in [38].

Now, by multiplying both sides of (5.3) by K(z,¢,n) and by using (5.6) we obtain
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Z(Z7 ¢7 777 /U)H(Z7 ¢7 n)K(Z7 (b? 7]) - ZZO(¢7 T]? /U)K(Z7 gb? 77) + V(Z7 ¢7 777 U>K(Z7 ¢7 T])? (5'17)

where from part 2.c of Theorem 5.3.1 we have that the left-hand side of (5.17) is analytic in
Re(¢) > 0 and bounded and continuous in Re(¢) > 0, and the last term of the right-hand
side is analytic in Re(¢) < 0 and bounded and continuous in Re(¢) < 0.

|

To obtain a standard Wiener-Hopf decomposition for (5.17) we decompose the first
term of the right-hand side of (5.17), i.e. we determine matrix functions K+ and K~ such
that for Re(¢) =0,

Z°(¢,n,v)K(z,¢,1m) =K' (z,0,n,v) + K~ (2,¢,1,0) (5.18)

where
K*(z,¢,n,v) is analytic for Re(¢) > 0, and continuous and bounded for

K~ (z,¢,n, v) is analytic for Re(¢) < 0, and continuous and bounded for

Lemma 5.3.2
If conditions 5.3.1 and 5.3.2 are satisfied then for Re(¢) > 0,

+
Kij (Za ¢7 777 U)

X Z (¢, m,v) — ZY (uw(2,m),m, v)
_ B 0 ) i > ' 7 ) R )
- 5lsz (¢7 m, U) + ; Dzk(za 77) ¢ _ ,uk(z, 77) ij(za 77)

(5.19)

and

Z) (2,
¢ — (2 77)

(z,0,m,v )Ck] (z,m) (5.20)

HMN

if (Jz| <1,Re(n) 2 0) or (|2 <L R ( ) >0).
Proof.
e Fori=1,2,--- ,Nand j=1,2,---, N, it is clear from (5.19) and (5.20) that

K (z,¢,m,v )+K*(Z ¢, 1, v )

so that, by using (5.16), (5.18) is satisfied.
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e Since by definition p(z,7n) for k =1,2,--- , K lies in the right half-plane Re(¢) > 0,
K;(z,¢,m,v) is analytic for Re(¢) < 0, and continuous for Re(¢) < 0, taking into
account the properties of C(z,7n) and D(z, ). Furthermore, it is bounded on the left

half-plane Re(¢) < 0 since for i = 1,2,--- | K, the functions

Dik(zv U)ZZO(Nk(Za 77)7 U U)ij(Z, 7])
and 1/(¢ — pr(z,m)) are bounded.

e Fori=1,2,--- ,N,j=12,--- Nandl=1,2,--- | K,

lim (qb — ,ul(z, U))Kz—g(za Qba 7, U)

¢—pu(z,m)
=, (6 e 20 ) + |l (0= ()
d—pi(z,m) d—pi(z,m)
K
Zzo ¢7 , U _ZZO Z, , 1,V
p — p(2,m)
:07

consequently, Ki? (z,¢,7n,v) does not have any pole in the right half-plane Re(¢) > 0,
taking into account the properties of C(z,n) and D(z,n). We can conclude that
K*(z, ¢,n,v) is analytic for Re(¢) > 0, and continuous for Re(¢) > 0. Furthermore,
it is bounded in the right half-plane Re(¢) > 0 since fori = 1,2,--- | N, the functions
Z(p,n,v), from (5.4), are bounded in the right half-plane Re(¢) > 0.

Theorem 5.3.2
If conditions 5.3.1 and 5.3.2 are satisfied then for Re(¢) > 0, with (|z| < 1, Re(n) > 0)
or (|z] <1, Re(n) > 0),

Z('Z? ¢7 77? v)H(Z7 QS? n)K(Z7 ¢7 77) - ZK—"_(Z" ¢7 777 /U) + ZK— (27 07 777 /U) (5'21)

Proof. From (5.17) and (5.18) we have for Re(¢) =0

Z(Za ¢7 n, U)H(Z7 Qb, U)K(Z7 Cb, 77) - ZK+(27 ¢> 1, U)
=zK"™ (Zv ¢7 n, U) + V(z7 ¢7 7, U>K(Zv ¢7 7])

where the left-hand side is analytic in Re(¢) > 0 and continuous in Re(¢) > 0. Further-
more, by definitions of Z(z, ¢,n,v) and K*(z, ¢,n,v) and from part 2.c of Theorem 5.3.1,
it is bounded in Re(¢) > 0. The right-hand side is analytic in Re(¢) < 0 and continuous in
Re(¢) < 0. By definitions of V(z, ¢,n,v), K(z,¢,n) and K~ (z,¢,n,v), it is also bounded
in Re(¢) < 0. Thus we can define an entire function which is equal to the left-hand side for
Re(¢) > 0 and equal to the right-hand side for Re(¢) < 0. This entire function is bounded,
and hence by Liouville’s theorem, it is a constant. Hence, for Re(¢) > 0,

Z<27 ¢7 7, U)H(Zv ¢7 77)K(Za d)a 77) - ZK+(Z7 (ba 7, U)
= Z(2,0,n,0v)H(2,0,7)K(z,0,n) — zK*(2,0,n,v).

(5.22)

(5.23)
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Using (5.22) with ¢ = 0 and noting that V(z,0,n,v) = 0, it follows from (5.23) that

Z(Z7 ¢7 777 U)H(Z7 ¢7 ,r])K(Z7 ¢7 77) = ZK+(ZJ ¢7 T’? /U) + ZK?(Z7 07 n? U)'

This proves the theorem.
|

From (5.21) we can find an explicit expression for Z(z, ¢,n,v) once we find the explicit
expressions for K(z,¢,7)™' and H"(z, ¢, 1), which are given in the following lemma.

Lemma 5.3.3
For (|z| < 1, Re(n) > 0, Re(¢) > 0) or (|z] < 1, Re(n) > 0, Re(¢) > 0) or
(1] < 1, Re(n) > 0, Re(9) > 0)

K_1<Z>¢7 77) = I—D(ZaU)C(ZaU)M_l(@??) (5'24>
and

H"(z,¢,n)"" = [H(z,¢,n)K(z, ¢, 1)

N Ei(z,n)Eqi(z, 1) 5.25
= M) - DO ot Y BB ED L, 02

Proof. See Appendix A.6.

The equation (5.21) and Lemma 5.3.3 will give us an explicit expression for Z(z, ¢, n, v)
and we can use it to study the distribution of the buffer content.

5.4 The steady state buffer content at transition epochs

In this section we will derive the steady state distribution function of the buffer content
at transition epochs of the process {J;} which exists for traffic intensity p < 1.

The process {(W,, X,)} is regenerative where for any ¢ € N the state (0,7) can be
seen as the regenerative state. Since ) is indecomposable, all states of the process {.J;}
communicate with each other. It follows that the return times of the process {(W,,, X,,)}
are aperiodic so that lim, ., P{W,, < =, X,, = j|X; =i,V = v} for x > 0 exists. If this
limit is zero then no limiting distribution exists, otherwise (W, X,,) converges weakly to
a stationary random vector (W, X). From (5.19) and (5.20) we see that
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lim (1 — 2) K5 (2,¢,0,v) + (1 — 2) K;;(2,0,0,v)

1)

zT1
g Z0((2,0),0,v)

_lzlgl( )(Sl]Z (¢7777 ) - hm 1—=2 Zlle ) Nk(za()) Ck](’z?O)

K

k:l ’

1

=— Dy (1,0)Z)(11(1,0),0,v) 121%111 l(“< 0))6'13(1 0)
- (1-=2)
=—D;(1,0) lzlgl e O)C'l](l ,0).

Since H(1,0,0) =1 — G(0,0) =1 — P and H(1,0,0)D'(1,0) = 0, we may put
E!(1,0) = D'(1,0) = 1.

We also may put E;'(1,0) = (wr1)™!
From the proof of Lemma 5.3.1 we have

o _mrl if 1 .
(1 z):{o , if rrl < 0; (5.27)

1 wql
zlﬁl w1(z,0) , ifrl >0

Hence, if and only if 7rl < 0, or p < 1, the vector {(W,,, X,,)} converges weakly to
(W, X). If Condition 5.3.1 and Condition 5.3.2 are satisfied we have

Ci(1,0) = (IgnE(1, O)INK)fIIRNCY
so C;(1,0) < 0,7 € R~; and Cy4(1,0) = 0,7 € R™. Denote p; = u;(1,0),7 € N with ,ul =0

and D = D(1,0),C = C(1,0) and E = E(1, 0); H(¢) = H(L, ¢,0), and K(¢) = K(L, ,0).
From (5.16) it follows that

~ ) 1 1
K(gb):I+Dd1ag(0,¢_M2,...,¢_MN) C.

Now let
H($)K(¢) + $H(¢)D'Cy, ¢ #0,
H"(¢) = (5.28)
H(0)K(0) + H(0)D'C;, ¢ =0,

and let Z(¢) be the N x N—dimensional matrix with elements

= ligl(l —2)Zij(2,¢,0),5 =1,2,...,N.
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From (5.21), (5.26), and (5.27) we now have for Re(¢) > 0,

Z(6)H* (6) = %D c,

o (5.29)

mql
where U is an N x N —dimensional matrix with rows C;. The equation (5.29) confirms that
the steady-state distribution of the buffer content does not depend on the initial condition.
Let Z;(¢) be the N— dimensional row vector with components Z;;(¢). From (5.29) and
(5.25) we have for Re(¢) > 0,

Zi(0) = T CH(0)”
1 N pig-l (5.30)
= 1o e BLyg) 1 Tive ((a+6T) ~DC)ar” >

The explicit expression for Z;(¢) can be obtain by using the following lemma.

Lemma 5.4.1
For (|2| < 1, Re(n) = 0, Re(¢) > 0) or (|| < 1, Re(n) > 0, Re(¢) > 0) or
(|z] <1,Re(n) >0, Re(¢) >0) and fori=1,--- K,

Ci(z,n) M(¢,n) = D(2,7)C(z,1)] = (6 — pi(2,7))Ci(z, n)- (5.31)

Proof. See appendix A.7.

For z =1 and n = 0, (5.31) yields
Cila+ ¢I+ ¢l - DC] = (¢ — 11;)C
Then by using the orthogonality property of the vectors E¢ i € N and our setting
E;'(1,0) = (arl) 'ar

as is explained on page 114, (5.30) can be rewritten as in the following expression. For

Re(¢) = 0,

mrl EE;!
Z(¢) = 7rq1(¢ ) LenElyvg)y IKNZ(b M
g
N 1
nrl EJE
= LinElyg)r 'l
1rq1¢< &vElyg) KNZ¢ "0
(5.32)
N —
mrl EJE
= — | El'a + ¢(IgnElyg)i gy Z a
mql i Kﬂcb 1y

1rr1 1rr1 — I
V EJE la V J EJE a,
Z Z b —

j=K+1 j=K+1
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where

V= (IKNEINR);IIKN

and 7y is given by (5.1). The equation (5.32) shows us that the steady-state distribution of
buffer content at transition epochs is a mixture of exponentials and a concentration at 0.
Let F(x) be the N-dimensional row vector with components

Fi(z)=P(W <2, X =j), jeN.

Then equation (5.32) yields
N
F(z) =7+ _—V > EEj'em"a. (5.33)

This result can also be found in [38].

5.5 The buffer content in continuous time

In this section we consider the buffer content in continuous time. In the first part we
will derive the steady state distribution function of this buffer content, and in the second
part we consider the time dependent distribution.

5.5.1 The steady state buffer content in continuous time
If J; = 7 then
‘/t = [WNt + Tj(t - TNt)]+

where NV, is the number of transitions of the process {.J;} during [0,¢]. Consequently, for
Re(¢) = 0,

E(e”V1(J, = j)| X1 =i, Vo =)

—E( SWortrs(=Tol* 1 (T < t < Ty, J, = X—ZV—U)
( 1, Jt ])’ 1 0 (5'34)

+ZE< S[Wantrj(t—Ty)] T 1(T, <t<T+1,Jt=j)|X1=i,V0=U>-
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The last term on the right can be written as

S B (et T (T, << T,y = )X =i,V = o)

:ZZE (e—¢[Wn+m(t—Tn)}+1(Tn <t < T, Xn =1, Xp1 =j)|X1=14,Vp = U)

oo N t
=3 Z/ P(Anp >t —u, Xop = j| X, =1) (5.35)
0

A (e oW B (T, <, X, = DX =1,V = v)

0

A E (e_¢[W"+rj(t_T")]+1(Tn <u, Xy = 1) Xy =i,V = U> .
From the identity (see page 269 of [17])

R N e I
e _
27” —i004+0 5 (b 5

where the path of integration is a line parallel to the imaginary axis, we have

™", Re(¢) > Re(§) > 0,

B (oWt (T, <, Xy = )X =0,V = v)

1 100+0 df ¢
27” —i00+0 5 (b 6
|1 X1 =i, Vo=v), Re(p)> Re(§) > 0.

Combining (5.34), (5.35), and (5.36) yields for Re(n+q;+&r;) > 0 and Re(¢) > Re(§) > 0,

—§7"th (€—§Wn+rj£Tn1(Tn < u, X, = l) (5.36)

/ e "E (e V11(J, = j)| X1 =1, Vo =v) dt
0

_L 100+0 %i
2 —ioot0 § O —¢&

o N 100 00

D
n=1 I=1 211 10040 § ¢ §
t

6_5”/ e IR (1(t < Ty, Jy = §)| Xy =4, Vo = v) dt
0

. / Pye =0 e€itg, B (e Wit T (T, < u, X, = 1)| Xy = i, Vo = v) dt (5.37)
0

L 100+0 % gb ei&) 52’]'
2mi —zoo—&-()égb—g 7]+§Tj+Qj

00 100-+0 d§ QS e
2227?2/1@%5(%5 gP (T =X = Vo =)

Pin+aqj+¢&r)”"
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If Z*(¢,n,v) is the N x N-dimensional matrix with elements
Zi(on) = [ B0 = X = i3 =) dr (5.3)
then, for Re(¢) > Re(§) > 0, Re(n) > 0, and max;cpn Re(n + ¢; + &rj) > 0 we have
Z"(¢,m,v)
1 1000 df ¢

i - . —v -
27'('@ o0 § ¢_§ (2(17577777})1:)4-6 )(?71+£r+q) 1

(5.39)

From (5.7) and the fact that the matrix (nI + &r + q)~! is diagonal, we can write for
Re(£) > 0, Re(n) > 0,

P(l+ér+q) " =G(gn)q
Moreover, from (5.6) it follows for Re(£) > 0, Re(n) > 0,

Pinl+ér+q) ' =q ' —H(L,En)q !

Multiply both sides by Z(1, &, n,v), then by using (5.21) we have for Re(&) > 0, Re(n) > 0,

Z(1,&n,v)P(nl+&r+q)~"
=Z(1,&,n,v)q " — Z(1,&,n,0)H(L & n)g ! (5.40)
=Z(1,&n,v)q " =K (L& n K (LEnq ! =K (1,0,7,0)K ' (1,¢,1)q”"

Notice that the inverse of the matrix K(1,¢,n) for Re(¢) > 0, Re(n) > 0 exists due to part
1 of Theorem 5.3.1. By using (5.18) we obtain from (5.40),

Z(1,&,n,0)P(l+ér+q) "
= Z(L&Emv)q "t =208, 0)K (L &KL E g !
+K~(1,&n,0)K (1, n)q " — K (1,0,7,0)K ' (1,&,n)q"
= Z(L,&n0)q ! =2 v + K (L, 0) KN (L6 )
~K(1,0,7,0) K H1,&,n)a™", Re(€) >0, Re(n) > 0.

Insertion into (5.39) yields for Re(¢) > 0, Re(n) > 0,

10040
Z*(¢,n,v) = 1/ i J (Z(1,&mv)qa "t = Z°(&n,v)g )

27” —100+0 g QS é
200+0
o : ) g ¢ K~ (1,&,7],1})];{71(1,5,77)(171
2mi —1004+0 5 (b f (5 41)
1 10040 df ¢ » | .
———K™ (1,0 K (1
27”’ —1004+0 6 ¢ 5 ( ’ ’n’v) ( 76,77)(1
Y I

+ — e (I +ér+q)

271 —i00+0 5 QS §
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Since the elements of matrices Z(1,&,n,v) and Z°(&,n,v) satisfy AT (see page 11 for the
definitions of A* and A~), then the first integral in the right hand-side of (5.41) can be
evaluated through the residue at ¢ = ¢. The elements of matrices

K_<1’ g? /’77 /U)K_l(]" 57 77) and K_<]" O? 77’ /U>K_1(17 6’ n)

satisfy A7, so we can evaluate the second and the third integral through the residue at ¢ =
0, and yields the same results. It follows that the second and the third integrals will cancel.
The last integral can be evaluated by using contour integration and Cauchy’s residue
theorem. We recall that the jth diagonal elements of the diagonal matrix (nI + &r + )~
has a pole at £ = —(n+¢;)/r;. For j € R~ this pole lies in the right half-plane Re(&) > 0,
and for j € RT this pole lies in the left half-plane Re(&) < 0. If we evaluate the integral

L 100+0 % (b
270 ) isor0 § ©— ¢

through the residue in the right half-plane of the contour of integration, then we obtain
for Re(¢) > 0, Re(n) > 0,

e (I +ér+q)

LT S epr et gt — v ding (226 0), - 5 Zh(ym0))
271_2» isot0 5 ¢_£ 77 q g 1 7777 ) y “N 7777 I
where
(ai(n)e™? + ¢e® ) [(ai(n)(¢ + (), fori=1,--- K,
ZHp,m,v) =
e~ /(¢ + ai(n)), fori =K +41,---  N.
Let

Zl((ba 7, U) = dlag (Z11<¢7 7, U)? T Z]1\7(¢7 R U)) .
From (5.4) it is clear that
v ZN (¢, n,v) = Z°(¢,m,v)q

so that if we substitute the results of integrations in (5.41) we obtain for Re(¢) > 0, Re(n) >
0,

Z*(Qb, nvv) = Z(L ¢7 U»U)q_l- (542>
The process {(V;, J;),t > 0} is regenerative, where the regeneration points are the

epochs at which the process enters a state (0,4) for some fixed i € A. Since the times
between regeneration points are non-arithmetic,

Jim E(exp(—opV)1(J, =1)|Xy = 5, Vo = v)

exists, independent of initial conditions. Denote this limit by Zf(¢) and let Z*(¢) be
the N—dimensional row vector with components Z7(¢). Similar to the proof given for the
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process {(W,,, X,,)}, we can conclude that {(V4, J;)} converges weakly to a random vector
(V,J) if and only if 7rl < 0.

To get the steady-state transform Z*(¢), in the following we apply Abel’s theorem for
Laplace transforms (see Appendix). From (5.21), (5.20), and (5.19), we have for Re(¢) > 0,

lim 2" (¢, 1, v) = LimnZ(1, ¢, 7, v)q !

n
—hmn[ 1,¢,m,0) + K (1,0,7,0)] [H(L, ¢, K1, 6,0)] " (5.43)
:%nK (1,0,7,v) [H <1,¢,n)K<1,¢,n>]‘1

From (5.25) it is clear that

lim [HL(1, 6,m) K (1, 6, n)] " =H"(¢)™",

where HT(¢) is defined in (5.28). To evaluate lim, o nK~(1,0,7,v) we first prove (the
proof can be done in a similar way as the proof of Lemma 5.3.1)

. n [ —-wrl ifwrl <O,
i { 0 ,ifwrl>0. (544)
Then, by our setting D'(1,0) = E!(1,0) = 1 as explained on page 114,
11 i\, U, 1, 0) = 1lm % ) i\
mon ij N ”lonkzl kLT _Hk(lan) kji\Ls 7]
- Ui 0
=lim ————Du(1,n)Z; 1,7m),n,v)C1;(1, 5.45
i — ) 1(1,m) Z (1 (1,m),m,0)Chy(1, 1) (5.45)
- —ﬂ"l"].Clj , if mrl < 0,
~]o L if mrl >0,
or
—mrlU if7rl <0
limnK™(1,0,n,v) = ’ ’ 5.46
ik (1,01, v) {0 if el > 0, (5.46)
where U is the N x N-dimensional matrix with rows C;. It follows that
—mrlUHT(¢)"! | ifwrl <0
lim nZ*(p,n,v) = ’ ’ 5.47
7%”7 (9,7, 0) {0 ,if mrl >0, ( )

which confirms that limy;_.., F(exp(—¢V;)1(J; = i)|X1 = j, Vo = v) does not depend on
the initial conditions. From (5.47) and (5.29) we can conclude that for Re(¢) > 0,

7' () = mq1Z(d)q ", (5.48)

which is again the Laplace-Stieltjes transform of a mixture of exponentials and a concen-
tration at 0.
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The distribution functions
Fi(x)=P(V <xz,J=1i), i€N,

can be obtained by inverting the entry in the i-th column of Z*(¢), which yields

N
Ff(z)= (m+ar1y )  BEE;'em | (5.49)

K3
j=K+1

These results can also be found in [38].

5.5.2 Inversions for Time-dependent Buffer Content

In the previous subsection, we have derived the Laplace transform of the steady state
distribution of the buffer content. An explicit expression for the distribution has been
given by inverting the transform.

Now, we are interested in the distribution function of the buffer content at time ¢ > 0 for
an initial buffer content Vy = v, i.e. Fj;(z,t,v), for i, j € N. The double Laplace transform
of these distributions is defined in (5.38), where the expressions for these transforms is
given in matrix form by equation (5.42), that is for Re(¢) > 0, Re(n) > 0,

Z*(¢,n,v) =Z(1, ¢, n,0)q "
=(K*(1,¢,n,v) + K (1,0,1,0))[H(L, ¢, ))K(1,¢,7)] 'q ",

where the latter expression is obtained from Theorem 5.3.2. We will show below that
(5.50) holds for Re(¢) > 0 and Re(n) > 0. We have to invert the transform in (5.50)
to get the distribution functions. From (5.50) we see that the expression for Z*(¢,n,v)
involves the matrices K~ (1, ¢,n,v) and [H(1, ¢, 7)K(1, ¢,n)]~! which are rational in ¢ and
the irrational diagonal matrix Z°(¢,n,v) with its diagonal elements that can be rewritten

(5.50)

" (@i (e + e ) () (6 + au(m))), i 7 < 0

Z)(¢,m,v) =

e~ /(¢ + ay(n)), if r; >0,

so that

Z°(¢,m,v)

ling(QAET + 9 ag()e™ + G KO gy gy (5.51)
a1 (n) ag(n)
aM(¢,n)~"

From (5.51) we see that the irrational property of the matrices Z°(¢,n,v) is caused by
the exponential factors e=#. This allows us to just consider the rational parts of Z*(¢,n, v)
in ¢, and we can apply an analytic inversion of Z*(¢,n,v) with respect to ¢, since the
inversion of a term like e=%“f(¢) is f(x — u)H(x — u), where f(z) is the inverse of Laplace
transform f(¢) and H(z) is the Heaviside function.
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After the inversion with respect to ¢, we get the Laplace-Stieltjes transform
(5.52)

(e}
/ e "d, Fy(z,t,v)dl.
0
Since we are interested in the distribution functions, we then derive the Laplace transform

&ij(x,m,v) = /0 e " Fy(x,t,v)dt. (5.53)

The transform (5.53) in general is not a rational function in 7. Hence, we invert (5.53)

numerically to get the desired distribution functions
For brevity, we suppress the dependency of E(1,7) and i; = ;(1,7),7 € N on the

variable 7, and in the rest of this chapter we write E and fi; instead of E(1,7n) and

i = ui(1,m), i € N.
Let
Z°(¢,m.v)
_diag(al(n)e_(m) + ¢6a1(n)v e Oé[_((n)e_dw + ¢€af((77)v | 6—(;5117 o 76_¢U)‘ (554)
a1(n) ag(n)
Lemma 5.5.1
From (5.50), Lemma 5.3.3, (5.20), (5.19), and (5.54) we obtain for Re(¢) > 0,
Re(n) > 0,
N = =
* EZE 1
Z*(¢.n,v) =Z°%¢,n, v Z l
=1
K 1 -
- Z __ZO(/—“’ m, V)EZCZ(L 77)(171 (555)
— M
K N e
1~ - fi, EnE; !
- _—ZO(,L_Ll,?],V ElC[(l,ﬁ)O(_l _ Pa= =L 1
2% ) Z L

N
Il
—

Proof. See Appendix A.8.
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For k =1,2,..., K, by using the orthogonality property of the vectors E',i € N, we have

K 1. N EUE
lim (¢ — fix) »  —Z°(ii, n, v)E'Cy(1, )™ ——lLaq!
¢— ik lzl,ul hzl (¢ — )
K N - wmhfp-l
1 = = — /LllElE
= lim (¢ — fix) Y —Z°(ie, 1, V)E' [Ty ELye) '] Tzn > ( _ﬂf) aq!

.
d— ik — li=1

=Z°(fuc, n, v)E'E;

—_

cu:q_1
i N - php-1
1 -~ _ B :uhElE —
+ hm ¢ ,Uk: E _ZO M,n, El [(II_(NEINI_() 1LII?N Z ﬁaq 1

P— ik —
=1 i li=K+1

- q_l.

=Z° (e, n,v)E'E; '
Now (5.55) yields for k =1,2,..., K,

Jim (6 — 1) (6,7.0) = 0,
—HE

or Z*(¢,n,v) has no pole at fi for k=1,2,..., K.
Inverting (5.55) with respect to the variable ¢, we obtain the expression for ;;(z, n,v)

which is given in the following theorem.

Theorem 5.5.1
If conditions 5.3.1 and 5.3.2 are satisfied, then fori € R~, Re(n) > 0,

&j(l‘ﬂl,v) = - _Z_—

T =1 H
N
1 ei(mv
+— Z lEl_l)zJ e
I —k+1 (1)

(5.56)
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and fori € RT,

N p— p—
1 E'E; ) .
&ij(,m,v) =— — Z ( — )i (1- e“’(x_”)) H(x —v)
L 1%
f( I
1 (EZEZ_I)‘J‘ Ay (z—
- - Yo 1(@=v) 5.57
T lzl Fu (5.57)

N K .
]_ e*,u,lv _ = o
_7”_ Z Z ,L_Lz (Elcl(lan)a 1EllEl11)ij €'ul1 .
T h=RK+1 1=1

We can check that for all j = 1,2,--- | N, if we take the limit n&;;(z,n,v) for n | 0,
then we get the steady-state distribution function F;*(x) given by (5.49).
To get the distribution functions

Ej(xatav)a i7j€N7
we invert the transforms (5.56) and (5.57) numerically, for which we use the algorithm in
[3].
5.5.3 Relaxation time for distribution of buffer content

In this subsection we study the relaxation time, a measure of the speed of convergence
of the time-dependent distribution to the steady-state distribution.
We refer to [14] for the definition of the relaxation time T'(Fj;(x,v)) of the function
Fij(xz,v), as
T(Fj(x,v))
=inf{T: |P(V, <z J,=j|Xi=i,Vo=v) = P(V <x2,J=j)| =0 ")} (5.58)

for all x > 0.
If T* = T(F;;(z,v)) is the relaxation time of the function Fj;(x,v) for fixed i, j, v, then

PV, <z, Ji=j|Xi=i,Vo=0v)—P(V <a,J=j)=eTg(1t),

where g(t) = O(e?)(t — o0) for all € > 0, i.e. ¢(t) is a function increasing slower than
exponential. The behavior of the function

PV, <, 0, = j|Xi = i,Vog=v) - P(V < z,J = j)

for t — oo depends upon the singularities of the Laplace transform &;;(x,n,v) in the left
half-plane Re(n) < 0 (see page 238 of Doetsch[25], page 148-156 of Schouten[41], and page
40 of Widder[43]). In general, for t — oo

PV, <z, Jy=jlX1=14Vo=v)— P(V<ux,J=j)~eh(t),
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where h(t) = O(e®) for all € > 0, and a is the real part of singular point of &;(x,n,v)
which is closest to the imaginary axis. This means that 7% = —a ™.

From expressions (5.56) we see that the function &;;(z,n,v) for ¢ € R~ has a pole at
n = —q;, for which «;(n) = 0, and some poles n;, [ € N, for which y,;(1,7;) = 0. Moreover,
from (5.57), for i € R™, the poles are n;, [ € N, for which p;(1,7;) = 0. It is readily verified
from the definition of L(z,¢,n) that in this case 1, for [ € N are exactly the eigenvalues
of the matrix Q.

The other possible singular points of §;;(x,n,v) are the branch points of 14(1,7). If 7
is a branch point of &;;(x, n,v), then from (5.12),

det(pu(1, I +ar ' —r'Q) =0, (5.59)

and
d,(det(u(1,)I+nr ' —r'Q)) = 0. (5.60)

For some values of r;,i € N, the singular point of &;(x,n,v) which is closest to the
imaginary axis could be a branch point of 1;(1,7),l € N, and for other values of r;,i € N,
such a singular point could be the pole n = —¢;. This means that the relaxation time
depends on the matrix Q and indeed also on the net input rates r;. This shows that the
conjecture in [42], which states that the relaxation time depends only on the generator Q,
is false. For an illustration, consider the following example.

Example 5.5.1

Consider a system in which the generator of the underlying Markov chain is

([ @ (4 4
a- (2 )-(5 %)

and the maximal output rate ¢ = 1. The poles of the function &;;(x,n,v), which are also
the eigenvalues of the generator Q, are n = —q; = —4 and n = —9, the latter is the only
non-zero eigenvelue of Q. The system of equations (5.59) and (5.60) gives us the branch

points
Qe+ reqi + 24/ —T1T2q1 G2
m = ——
and
7y = —r1qa + roqi — 24/—T172q1G2
T — T2

For r; = —1.5, 17y = 0.975, these branch points are n; = —8.976425 and 7, = —0.2357.
The singular point closest to the imaginary axis is the branch point n = —0.2357, so that
the relaxation time is 555=-.

One could think that the dependence of the relaxation time on the matrix Q and
the input rates r; can be converted to solely a dependence on the traffic intensity p. The
examples in section 5.6 show that for fixed Q, the relaxation time is decreasing when the
traffic intensity is decreasing. It turns out that this dependence can not be interpreted as a
simple dependence in the sense that the traffic intensity is the only variable that determines



126 Markovian Fluid Flow Model

the value of the relaxation time, since for the same value of the traffic intensity the type
of the singular point can be different and yields different relaxation times as shown in the
following example.

Example 5.5.2

We consider two systems in which A/ = 2 and the generator of the underlying Markov

chain is
_ (01 ¢
Q ( ) —C]2> ’

where the values of ¢; and ¢y for the systems are given in the table below. Both systems
have the same traffic intensity, p = 0.2857.

type of  the
singlular  point | relaxation
@ @ R P closest to the | time
imaginary axis
1.0 6.0 |-1.0] 1.0 | 0.2857 | pole 1.0
0.5 | 1.0555 | -2.0 | 2.0 | 0.2857 | branch point 19.498

5.6 Algorithm and numerical results

In this section we give some examples of the probability distribution of the buffer
content in continuous time for the model in which the underlying Markov Chain is

4 1 1 1 1
1 -5 2 0 2

Q=] 3 3 -9 1 2
1 2 1 -8 4
3 2 1 0 -6

The linear system for the stationary probabilities 1Q =0, @1 =1 yields

m = 0.399,
Ty = 0.255,
5 = 0.126,
74 = 0.058,
5 = 0.222.

We choose the input rates ¢;, 7« € N and the maximal output rate ¢ such that condition

N N
Zmri = Zﬁi(ci —¢c) <0
i=1 i=1

is satisfied. The traffic intensity is given by p = Zl]\il TiCi/C.
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5.6.1 Algorithm

The steady-state distribution function of the buffer content is given explicitly by (5.49),
and the time-dependent distribution function of the buffer content

Fij(xz,t,v) =P(V; <z, Jy=j| X1 =4, Vo =v)

for i € R™, can be obtained by inverting (5.56) and (5.57)numerically.

In evaluating the functions(5.49), (5.56), and (5.57) in some points of z and 7, first we
need to determine the matrix E(z,7) since all the functions mentioned above contain the
term E'(z,n)E;(z,n)~! for some i = 1,2,--- , N. As discussed on page 109, Ei(z,7), the
ith column of matrix E(z,7), is a nonzero column vector satisfying

L(Znui(zﬂ?)vn)Ei(Z?n) = O,

or, from (5.9), u;(z,n) and E'(z,7n) is an eigen vector of the matrix —a(n) + za + 2r~'Q
which is associated to the eigen value p;(z,n). If condition 5.3.1 is fulfilled, the eigen space
of the eigen value p;(z,n) for i = 1,2,--- | N, has dimension one. This means that we
can choose any eigen vector associated with the eigen value p;(z,n) for the column vector
E‘(z,7n), since the other eigen vectors are just the multiplication of E‘(z,n) with some
positive scalar. Choosing another eigen vector for E‘(z,n) will give us the same value of
Ei(’zv n)EZ(Zv 7])_1'
The approximation value of Fj;(z,t,v) in [3] is given by

A2 N (m
Fij(z,t,v) = — kz:% (k)Q_mSn+k(t), (5.61)
where
Sa(t) =Y (=1)*ax(t), (5.62)
k=0
and
ao(t) = &j(x, A/2t,v)/2 (5.63)
ai(t) = Re(&;(x, (A+ 2kmi)/2t,v)), k> 1 (5.64)

A, m, and n are the parameters to control the error bound. The setting of these parameters
values is discussed in [3]. As an illustration, to set the error bound of order 10~" we can
choose A =19.1,m =11, and n = 15.

5.6.2 Results

We give some numerical inversion results for the time-dependent distribution function

Fij(z,t,v) = P(V; <z, J; = j| X1 = i,v = vp)
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for the model described in the beginning of this section. The function values are calculated
from the approximation relation (5.61) with parameter values A = 19.1,m = 11, and
n = 15. We also calculate the relaxation time, which uses the analysis as discussed in
the subsection 5.5.3. Figures 5.1 to 5.4 show the time-dependent distribution function
Fy3(x,t,0.5) for some values of the traffic intensity. We can see that the relaxation time is
increasing as the traffic intensity is increasing. This means that the speed of convergence
is decreasing as the traffic intensity is increasing.

}’_H(! .1 ]
steady state

o012}k e —

o 2

ol
o0s|
t=1

Ok -

[iird 3

g 008 01 015 9.2 025 03 633

Figure 5.1: r(1) = —0.35,r(2) = —0.25,r(3) = —0.3,7(4) = 0.3,7(5) = 0.1, v = 0.5,
p = 0.097526, the relaxation time = % =20

Figures 5.5 to 5.7 show the time-dependent distribution function Fis(x,t,v) for some
values of the initial buffer content v. The relaxation time for all distribution functions in
figures 5.5 to 5.7 is the same, i.e. 17.857. But figures 5.5 to 5.7 show us that the speed of
convergence also depends on the initial buffer content.
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Frizita)

steady state

Figure 5.2: r(1) = —0.25,r(2) = —0.15,7(3) = —0.2,7(4) = 0.4,7(5) = 0.2, v = 0.5,

. . 1
p = 0.195052, the relaxation time = 55 = 3.846

Foglx.tar]
. steady state

Figure 5.3: r(1) = —0.20,7(2) = —0.125,r(3) = —0.15,7(4) = 0.45,7(5) = 0.25, v = 0.5,

p = 0.2625, the relaxation time = ﬁ = 17.857
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Figlr,t,9)

steady state

0.12F

Figure 5.4: r(1) = —0.198,7(2) = —0.098,7(3) = —0.148,r(4) = 0.452,r(5) = 0.252,

v = 0.5, p = 0.9406358, the relaxation time = 5o = 28.571

steadly state

Figure 5.5: P(V; < z,J; = 2|X; = 1L,V = 0),p = 0.2625,7(1) = —0.20,r(2) =

—0.125,7(3) = —0.15,7(4) = 0.45,7(5) = 0.25, the relaxation time = 52=- = 17.857



5.6 Algorithm and numerical results 131

FIZ (m: t:l 'U)

steady state
025+
sl t=16
D15k =8

t=6
o1t
t=3
005 s : : : : : s
O 005 01 015 02 025 03 03

Figure 5.6: P(V; < z,.J, = 2| X; = 1,V = 0.255208333), p = 0.2625 r(1) = —0.20,r(2) =

—0.125,7(3) = —0.15,7(4) = 0.45,7(5) = 025, the relaxation time = 5g== = 17.857

F 12 {ﬂ?, t:l v )
] steady state

02af

02k

oty t=16

Figure 5.7 P(V; < a,J; = 2|X; = 1,V; = 1.0), p = 0.2625 r(1) = —0.20,r(2) =

—0.125,7(3) = —0.15,7(4) = 0.45,7(5) = 025, the relaxation time = 55== = 17.857






Chapter 6

Semi - Markovian Fluid Flow Model

6.1 Introduction

In this chapter we study a generalization of the model considered in chapter 5. Let
{(A4,, X,,),n > 0} be a Markov renewal sequence with the property that for n =1,2,--- |

P(AnJrl S CC7Xn+1 :]|A17 7An7X17'” ,anl,Xn - Z)
=P(Ap1 <2, X1 = j| X, = 1),

in which the latter conditional probability does not depend on n and will be denoted as
Hij(x). Let T,, =50 | A, forn=1,2,---, Ty = 0, and for ¢t > 0, let

N, = sup{n|T, <t}.
Now, consider the semi-Markov process {J;,¢ > 0} where
Jt = XNt+1'

We see that at T,, the process {J;,t > 0} jumps from one state to the next state and
Xn=Jp-.

The structure of the fluid flow model we study in this chapter is similar to the structure
of the model in chapter 5. Let NV = {1,2,..., N} be the state space of the Markov chain
{X,,n > 0}. We assume that this process is irreducible and aperiodic. The slope {a;} of
the input process is constant between transitions of {J;} and is equal to ¢; when {J;} is in
state i. The input flows into an infinite buffer that has maximal output rate ¢, and initially
has a content v. It follows that the rate of the net input process is also constant between
transitions of {J;}, and is equal to r; = ¢; — c¢. We define the buffer content at time t as V;,
with the assumption that Vo =v > 0. Let W,, =V, n=0,1,.... It is clear that W = v.

Let H;, j € N be the time the process {J;} spends in state j before making a transition
into a different state. In this chapter we assume that for j € N/, H; is hyper-exponentially
distributed or hypo-exponentially distributed(see Riska[39]). In other words, for j € N, H;
is a mixture of m exponential distributions or the distribution of the sum of m independent
exponentially distributed random veriables, m > 2. Let M = {1,2,--- ;m}. It follows that

133
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fori,j7 € N, n=1,2,---, the Laplace-Stieltjes transform
Ho()= [ e o)
= /OO e~ dP{An1 < 2|X, =i, Xpi1 = jIP{ X1 = j| X0 =i},
0

can be expressed as

- hi(9)

Y HZL:1(¢ + :ujk)

> e Wt [Ty g (@ + 1)
[Tis: (@ + pj) ’

where for i,j € N, k € M, the constants P,;, i and aj; are described as follows.

Hij(¢) =P

— P,

J# 1

e P;; is the transition probability P;; = P{X,+1 = j|X,, = i},
® 1i;, > 0 are assumed to be distinct,

e Case 1 For j € N, H, is hyper-exponentially distributed. Then the constants
ajr > 0 do not have to be dependent on p, and satisfy » ;" aj, = 1.

Case 2 For j € N, H; is hypo-exponentially distributed. Then

m

o= [ —2— (6.2)

I=1. 12k (—hjn =+ 1)

Notice that for this case, the function h;(¢) can be written in the simpler form

hi(6) = [ [ - (6.3)

Our assumption in (6.1) is a generalization of the corresponding Laplace-Stieltjes trans-
form in chapter 5 which has the form

Qij g . .
_J—J 7Z7é]7
Hij(¢) = {Oql i i—

where );; is the (7, j)th element of the infinitesimal generator of the process {J;,t > 0},
and q; = —Qy.

With the assumption on H;;(¢) above, the symbol of Wiener-Hopf-type equations is
still a rational matrix in ¢, and each element of this matrix has only simple poles. With
this property, this matrix can be factorized by the Wiener-Hopf factorization technique as
we apply in chapter 5. For more general models in which the times between transitions are
not hyper-exponential or hypo-exponential, but H,;;(¢) is still a rational function of ¢, the
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Wiener-Hopf factorization technique still can be used to solve the problem. If the symbol
of Wiener-Hopf-type equations has some poles of order more than one, the construction of
factors of the symbol will be different from what we did in section 5.3 and it needs a more
complicated analysis.

We are interested in the probability distribution of the buffer content in steady state
as well as in the time-dependent case, in which the distribution functions at time ¢ > 0 are
denoted by

Ej(x=t7v):P(Vt§$7jt:j‘X1:i;‘/0:U)a i>j€N‘

Although most fluid flow models studied so far have a Markovian underlying process,
Kulkarni[32] has suggested an analysis of the semi-Markovian fluid flow models. It is
assumed that the analysis is going to be rather hard, and indeed, most papers that study the
semi-Markovian fluid flow models, i.e. Kella and Whitt[29], Gautam et al.[27], Asmussen|§],
Boxma et al.[15], and Latouche and Takine[34], focus the analysis on special cases of the
models.

The steady-state distribution of the buffer content of the present semi-Markovian fluid
flow model is studied in [27]. The upper and lower bounds for the steady-state distribution
are derived, and discussion on some examples and applications in telecommunication net-
works can be found in this paper. In [34], the study is focused on the semi-Markovian fluid
flow model in which the intervals during which the input rate is negative(positive) have
an exponential distribution. The structure of the steady-state buffer content distribution
is studied by applying the Markov-renewal approach developed earlier in the context of
quasi-birth-and-death processes and of Markovian fluid queues. In [15], a model is studied
in which the underlying semi-Markov process has three states where at least one of the
periods in a state has a general distribution and the others have exponential distributions.
The distribution of the buffer content, the distribution of the busy period and the distri-
bution of the maximal buffer content during a busy period, in steady-state, are obtained
by establishing relations between the fluid flow models and ordinary queues with instanta-
neous input, and by using level crossing theory. The approach is an extension of the one in
[29], which only uses the relations between the fluid flow models and ordinary queues with
instantaneous input. A more general model, in which the period the underlying process
{J;} spends in a state has a general phase-type distribution, is studied in [8]. In the latter
paper the steady-state distribution of the buffer content is derived.

As in chapter 5, in section 6.2 we consider the process { (W,,, T},, X,,) } and derive Wiener-
Hopf type equations for the transform of the joint distribution of {(W,,T,,X,)}. The
system of equations we obtain for the present model is similar to the system in chapter
5. The only difference is that the expression for its symbol is a more general rational
function, since now we are dealing with a more general transform H;;(¢) . In section
6.3 we solve this system of equations with Wiener-Hopf factorization, which based on the
minimal representation of polynomial matrices (see Gohberg et al[28] for the explanation of
the minimal representation) . By using the characteristic of the minimal representation, we
obtain an explicit expression for the transform of {(W,,, T}, X,,)}. The double transform of
the buffer content in continuous time can be derived from the transform of {(W,,, T,,, X,,) },
and this double transform with respect to one transform variable is a closed form, so that
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we can invert it analytically to obtain the Laplace-Stieljes transform of the buffer content in
continuous time, as we do in section 6.4. To obtain the time-dependent distribution of the
buffer content in continuous time, we invert its Laplace-Stieltjes transform numerically.
The steady-state distribution can be obtained by applying Abel’s limit theorem to the
transform. We show that the steady-state distribution function has a similar structure as
for the Markovian case we studied in chapter 5.

We implement the numerical inversion algorithm given in [3] to get the time-dependent
distribution functions, and the results can be found in section 6.6. The behavior of the time-
dependent distributions we obtained from the numerical inversion confirms our conjecture
in chapter 5, that the speed of convergence of the time-dependent distributions to the
steady-state distribution depends on the transition matrix P, the distribution of H;, j € N,
the initial buffer content v, and the net input rates r;, ¢ € N.

We will use the following notations: z* = max(0,z), and 2= = min(0,z). 1 is the
indicator function, 1 is the N-dimensional column vector with all components equal to 1,
1; is the K-dimensional column vector with i-th component 1 and all other component
equal to 0, where K is an integer defined in section 5.2. I is the identity matrix, Iy; is
the k x l-matrix with elements ¢;;, where ¢;; is Kronecker’s delta, i.e., §;; = 0, for 7 # j,
and 0;; = 1. If A is an N x N-dimensional matrix, the ¢-th column of A is denoted by
A’ and the i-th row of A is denoted by A;. If A(i),i =1,--- ,m are N x N-dimensional
matrices with elements A(i);z, we denote by > 7" A(i) the N x N-dimensional matrix
with elements Y " | A(7);, and we denote by [[;"; A(7) the N x N-dimensional matrix
where the (7, k)th element is given by the multiplication of A(i);, for i =1,2,---  m.

6.2 System of Wiener-Hopf type equations

Let P be the transition probability matrix of the Markov chain{X,} with elements
P,;. We assume that the Markov chain {X,} is irreducible and positive recurrent. The
stationary probabilities lim,, .., P(X,, = i) are denoted by p;, i € N, and p denotes the N-
dimensional row vector with components p;. From (6.1) we see that the times between tran-
sitions of {J;} are non-arithmetic so that lim; .., P(J; = i), i € N exists. The stationary
probabilities lim; ., P(J; = i) are denoted by 7;, i € A" and w denotes the N-dimensional
row vector with components ;.

We assume that Zf\il m;r; < 0 to ensure stability. The traffic intensity p, i.e. the ratio
of the average input rate and the maximal output rate , is p = Zi\; mici/c.

We assume that for ¢ € N, ¢; # ¢ so that r; # 0 for i € N. Let

R ={ir;<0,i=1,...,N}and R* = {i|r; >0,i=1,...,N}.

Let |R™| = K. This implies that |[R*| = N — K. Let r = diag(ry, ..., 7y). Without loss of

generality, suppose that R~ = {1,2,..., K}.
Define for Re(n) > 0, Re(¢) > 0,v > 0,

Z(¢p,m,v) = E (e 1 (X =4)| Xy =i, Vp = 0), (6.4)
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and define for (|z] < 1, Re(n) > 0,Re(¢) > 0) or (|z| < 1,Re(n) > 0,Re(¢) > 0) or

(Jz] <1, Re(n) > 0, Re(¢p) > 0)
’Lj Z ¢7777 ZZ”E <z)an_nTnz()(n:j)|)(l :7;,‘/0:@).
Define for Re(¢) <0,

V;j<27¢7777 Z B (( ¢[Wn+Rn+1An+1]*>

AT (X, = X, = Vo =),
and for Re(¢) =0,
G(6.) = B (e 1 (X = )X, =),

Let Z(z,¢,n,v), V(z,¢,n,v) and G(¢,n) be N x N-matrices with elements Z;;(z

Vij(z, ¢,m,v) and G;;(¢,n) respectively.
The assumption given in equation (6.1) yields

hj(ér; +mn) e Lo
Gi‘ s - Pz PZ ’
](¢ 77) ]Hk 1(¢7“J+77+,u]k ]Zl ¢Tj+77+ﬂjk>

a¢7n7v)7

where the constants aj;, satisfy the conditions explained on page 134. We then obtain the

following system of Wiener-Hopf-type equations in matrix notation.

Theorem 6.2.1
For Re(¢) =0 and (|z| <1, Re(n) > 0) or (|z| < 1, Re(n) > 0) we have

Z(z, ¢,n,0)I — 2G(¢, 1)) = 2Z°(¢,n,v) + V(2,6,1,0),

where
ZO<¢7 777 /U) - djag(Z?(¢7 TI? /U)7 Zg(¢7 777 U)? AR} ZZO\/(¢7 777 U))?
with
( h 3
e —— i(0ri 1) , ifr; >0,
[Lis, (ori +n+ k)
Z?(¢7 n, U) -
Z [ e(nthik)v/ri e(ntmin)v/ri } y 0
Qg ik + , 1 r; < 0.
= (¢ri +77+Mzk) (0 + pir)

(6.6)

Proof. For the proof of (6.5), see the proof of Theorem 5.2.1. To get the expression for

ZY(p,m,v), we recall that
Z?(¢7777 U) = E (eid)WlinTll(Xl == Z)’Xl == i, ‘/0 == U)
_ / E <6_¢[’U+T1‘T1]+—77T1’T1 — u> dP{Tl < U‘Xl — Z}
0
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Since Ty = Ay, it follows from our assumption in (6.1) that for r; < 0 and v > 0,

—v/r;
Z(é,m,0) = / E (e=® =@t Ty = ) dP{A; < u|X; =i}
0

+/ E <€_nT1|T1 = U) dP{Al S U,|X1 = Z}
—v/r;
—¢’U _ 6(77+Mik)v/7“i]

kz zkﬂzk (& 1+ 110

i e(ntpik)v/ri
zk,uzk
77 + Nzk)

and for r; > 0 and v > 0,

Z}(¢,n,v) = / E (e =0r BTy = ) dP{A; < u|X, =i}
0

_ e—(;Sv hl(¢T1 + 77)
[Ti (@i + 0+ par)

The system in Theorem 6.2.1 will be solved by the Wiener-Hopf factorization method.

6.3 Solution of the system of Wiener-Hopf equations
The system (6.5) can be solved by factorizing the symbol

H(Zu ¢> 7]) =1- ZG((bv 77)7 (67>

i.e. for Re(¢) =0,
H(z,¢,n) = H"(2,6,n)H (2, ,7)

where

H*(z, ¢,n) is analytic for Re(¢) > 0, and continuous and bounded for
Re(¢) > 0, and non-singular in Re(¢) >

H™ (2, ¢,n) is analytic for Re(¢) < 0, and continuous and bounded for
Re(¢) <0, and non-singular in Re(¢) <

To find H (2, ¢,n) and H™ (2, ¢, n) first we consider the following. Let

r= diag(TbTQa e 7TN)'
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We then can write the matrix G(¢,n) as

G(¢,n) = Ph(¢,n) (1 + ¢r +n) = (p2 + ¢r + L) "+ (i, + ¢r + L) 7", (6.8)
where
h(¢,n) = diag(hi(¢r1 +1n),- -+, hn(éry +1)), (6.9)

with h;(¢) defined on page 134, and p; = diag(pu, i, - -+ eni), @ € M.
Let
ai(n) = 0+ pij)/rs, i€N,jeM,

and let
Oéij:Oéij(O), iEN,jEM.

Define N x N-dimensional matrices

a;(n) = diag(ay;(n), ..., ani(n), i€ M,

a; = diag(au;, ..., an;), i€ M,

M(,n) = (a1 (n) + ¢L)(az(n) + oI) - - (am(n) + ¢1), (6.10)
L(Za ¢7 77) = M(¢a 77) - ZPF_mh(QS’ 77)a (611)
where r™ =rr---r and r~™ = (r™)"'. It follows that
——
H(z,¢,7) = L(z, 6, n)M ™" (¢, 7). (6.12)
Furthermore,
det L(z, ¢, n) = det H(z, ¢, n) det M(¢, n). (6.13)

Proposition 6.3.1
1. The poles of det H(z, ¢,n) are the zeros of det M(¢, n),

2. The zeros of det L(z, ¢, n) are the zeros of det H(z, ¢, n).

Proof. It is clear that det M(¢, ) has Nm zeros, i.c. —a11(n), -, —c1m(n), —az1(n), -,
—om(n), -+, —an1, ..., —anm(n). Since by definition r; < 0,1 < i < K, the first Km
of these lie in the right half-plane Re(¢) > 0 and the (N — K)m others lie in the left
half-plane Re(¢) < 0.

From (6.7), (6.9), (6.1), and (6.8) we see that det H(z, ¢,n) has exactly Nm poles.
Since det L(z, ¢,n) does not have any pole, it follows from (6.13) that the Nm poles of
det H(z, ¢,n) are the zeros of det M(¢, n). This proves part 1 of the proposition.

It also follows from (6.13) that the zeros of det L(z, ¢, n) are the zeros of det H(z, ¢, n)
or the zeros of det M(¢,n). We then can conclude that det L(z, ¢,n) does not have any
zero in common with det M(¢, n). This proves part 2 of the proposition.

Based on the proposition, we consider the following lemmas.



140 Semi - Markovian Fluid Flow Model

Lemma 6.3.1
_ With respect to ¢, for (|z| <1, Re(n) >0) or (]z| <1,Re(n) >0), det L(z,¢,n) has
Km zeros in the right half- plane Re(¢) > 0 and has (N — K)m zeros in the left half-plane
Re(¢) < 0.

Proof. We first study the characteristics of zeros and poles of det H(z, ¢, 7). Notice that
the (7, j)th element of 2G(¢,n) is given by

ak
Z ’ ¢>%+n+u]k)

so that (|z| <1, Re(n) > 0) or (|z| <1, Re(n) > 0),

N N
D 1G(@d )yl =) |2y
j=1 j=1

(6.14)

Za‘k¢'
gy 0+

We then consider the following cases, that follows from our assumption on the time the
process {J;} spends in a state before making a transition into a different state.

Case 1 For j € N, H; is hyper-exponentially distributed. On Re(¢) = 0, with
(|z] <1,Re(n) > 0) or (|z] <1, Re(n) > 0), it is clear that for j € N, k € M,

ik

— <l 6.15
orj + 1+ Wik (6:15)

Let dy = (|n] + 2 e |,u]k|)/§15\1/1 |7;|. Then on |¢| = d with d > dp, the inequality

6.15) is also satlsﬁed. Since Y7 ajr = 1, it follows that on C;,(C; ),
k=1 j 0,a\“0,d

N

N
> 12G(¢.n)iy| = Z!z\PUZa]k
j=1 j=1

P Z @k

1 k=1

(brj +77+/L]k

M= T

I

Due to Theorem A.4.2 (generalization of Rouché’s theorem) it follows that on Cff ,(Cq,),
the number of zeros and the number of poles inside Cg,; (Cg,) of det H(z, ¢,n) are
the same. From part 1 of Proposition 6.3.1 we can conclude that det H(z, ¢, ) has
Km poles in the right half- plane Re(¢) > 0 and has (N — K)m poles in the left
half-plane Re(¢) < 0. It follows that det H(z, ¢,7) has Km zeros in the right half-
plane Re(¢) > 0 and has (N — K)m zeros in the left half-plane Re(¢) < 0. The
Lemma for case 1 then can be proven by using part 2 of Proposition 6.3.1.
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Case 2 For j € N, H; is hypo-exponentially distributed. For this case, we use
the expression for h;(¢,n) given by (6.3), that is

n) =[] wn
k=1

On Re(¢) = 0, with (|z| <1, Re(n) > 0) or (|z| < 1, Re(n) > 0), it is clear that for

jeN, ke M,
m 151
<1 6.16
kl_[1 (¢rj +n+ k) (616)
Let dy = (|n] + 2 max \ujk|)/m1n |7;|. Then on |¢| = d with d > do, the inequality

JEN K
(6.16) is also Satlsﬁed S0 that on Cg4(Coa),

N N
> 2G( )yl =D |21y
j=1 =1
N
< Z Pij
=1

,H (¢rj +n+ugk)

— <
: |

Case 2 of the lemma now follows by using the same argument as in the proof of
Case 1.

Let vi(z,m),i=1,--- ,Km be the zeros of det L(z, ¢, 7) in the right half-plane
Re(¢) > 0 and let v;(z,m), i = Km +1,--- , Nm be the zeros in the left half-plane
Re(¢) < 0. The following lemma concerns the behavior of the zeros of detL(z, ¢,0) as
z 11

Lemma 6.3.2
For z 1 1 one of the Km zeros of det L(z, ¢,0) in the right half-plane Re(¢) > 0 tends

to 0 if and only if ZZN:1 mir; = mrl < 0.

Proof. Let v1(z,0) be a zero of det L(z, ¢,0). Then by Proposition 6.3.1 we also have
det H(z,71(2,0),0) = 0. Let, moreover, v(z) be a non-zero column vector with elements
v1(2),- -+ ,un(2), satistying H(z,71(2,0),0)v(z) = 0. Since G(0,0) = P, it follows that
det H(1,0,0) = 0. So we may choose 7;(z,0) such that 7;(1,0) = 0, and since

H(1,0,0)1=0

we may assume that v(1) = 1. Noting that P is irreducible it follows that det H(1, ¢,0)
has a simple zero at ¢ = 0. Consequently, the function ~;(z,0) can not have a branch point
at z = 1 and, therefore, is differentiable at z = 1.
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From H(z,71(z,0),0)v(z) = 0 we have for i =1,2,--- | N,
> (65 = 2Gij(11(2,0),0))v(2) = 0.

Differentiating this equation and letting 2z tend to 1 yields

N m
dvz dv;( a;r dy1(z,0)
E Py ] Z:l— E Pju;(1) [1—73' E 47
j=1

k=1 ,ujk

8

=0.

With our assumption v(1) = 1, this can be written as

d d 0
D I o Zmz%’;—”iz)

j=1 7=1 k=1

dv;(2)

o =0.

z=1

Multiplying this equation with p;, where {p;} is the stationary distribution of P, and
summing over all ¢ we get

d’)/l(za()) _ 1
DTy —
= oy Mk
Noting that
D
k=1 "k
= N m ’
Q;
dpd_
i=1 k=1 1"k
we can now write for z T 1,
d%(%o)
0)=—(1- 1—
71(z7 ) ( Z) dz e + 0( 2)7
N
—--9 () (LX) v
J=1 J
This zero lies in the right half-plane Re(¢) > 0 and tends to the origin if and only if
Z;\Izl Ty < 1. [ |

We next impose the following condition.

Condition 6.3.1
For Re(n) > 0, —ai1(n),...,—anm(n) and v1(2,7), ..., ynm(z,n) are all distinct.
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Similar to Condition 5.3.1, Condition 6.3.1 is needed to obtain the canonical factoriza-
tion of H(z, ¢,n). To find the factors, we first define some index sets.

A={1,2,--- N} x{1,2,--- ,m},

B={1,2,---,Nm},

and
Rm~ =1{1,2,--- ,Km}.

We define a map ¢, from B to A

wit ([ i [52])

where |a] denotes the largest integer less or equal to a. This map defines a one to one
correspondence from B to A, with inverse ¢! : (i,j) — m(i — 1) + j. Notice that this
inverse gives an enumeration of the set .A. We also define the map

te: 1 (-1 +1
=l — | ——
K K )

which defines a function from Rm~ to {1,2,--- ,m}. We will use this function to divide
Rm™ into m sets with cardinality K.
For i € B, let E*(z,7) be a non-unique nonzero column vector satisfying

L(z,v:(z,m),nE (z,1) = 0, (6.17)

and let E(z,7n) be the N x Nm-matrix with ith column is E*(z, 7).
For |z| <1, Re(n) > 0, let D(2,7) be the N x Km-matrix with elements

Dij(z,n)
=(air(n) +;(z,m) (uia(n) +v(2,m)) - - (Qim(n) + i (2,1)) Eij(2,1),

i € N;j € Rm~. The ith column of matrix D(z,n) satisfies
D'(z,1) = M(%(z,7), n)E'(z, 7). (6.18)
It follows that for : € Rm™,

H(z,7%(2,1),n)D"(2,n) = L(2,7%(z, 1), )M (vi(z,n), n) M(7i(z,n),n)E'(z,1)

6.19
o (6.19)
For i € N, |z] <1, Re(n) > 0, define the K x Km-matrix S(z,n) with elements

Sik(z,m) H (au(n) +v(z,m)Eji(z,m), j€R ke Rm™. (6.20)
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Let S(z,7m) be the Km x Km-dimensional matrix so that its j-th row is the j — L%J—th
row of matrix %) S(z,n), or

We impose the following condition.

Condition 6.3.2
det S(z,n) # 0 for z # 0 and Re(n) > 0.

Let Cy be the K'm x N-dimensional matrix defined by

where Iy is the K x N-dimensional matrix defined on page 136. Define the Km x N-
matrix C(z,7n) by

C(z,m) = S7'(2,m)Co, |2 <1, Re(n) > 0. (6.21)
Notice that the last N — K columns of C(z,n) are equal zero. Now, define for (|z| < 1,
Re(n) > 0,Re(¢) > 0) or (|z] < 1,Re(n) > 0,Re(¢) > 0) or (|z| < 1,Re(n) = 0,
Re(¢) > 0), the N x N-matrix K(z, ¢,n) by

1 1
¢—nlzn)" ¢ —Yim(z,n)

K(z, ¢,n7) = I+ D(z,n)diag ( ) C(z,n). (6.22)

We now give the explicit factorization theorem.

Theorem 6.3.1
If Condition 6.3.1 and 6.3.2 are satisfied then for (|z| < 1, Re(n) > 0) or
(Iz] <1, Re(n) > 0),

Km
1. detK(z, ¢,1) = [ (%)

i=1

2. for Re(¢) =0
H(z,¢,n) = H (2, ¢,n)H" (2, ¢,7)

where
(a) H (2, ¢,m) = K (2,¢,n)
(b) H(2,6,m) = H(z, ¢, n)K(z, ¢,7)
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(¢c) H*(z, ¢,n) is analytic for Re(¢) > 0, and continuous and bounded for
Re(¢) > 0, and non-singular in Re(¢) > 0,
H~(z,¢,n) is analytic for Re(¢) < 0, and continuous and bounded for
Re(¢) < 0, and non-singular in Re(¢) < 0.

Proof.
By rearranging the diagonal elements of matrix M~!(¢, n) into its partial fractions we have
that

H"(z,¢,n) = H(z,,n)K(z,¢,1)

N

171,
= K(z,¢,7) — 2Ph(¢,n)r ™ Z I, (¢Z+ o (n))K(Z’ ¢,n) (6.23)
N m A
= K(z,6,7) — zPh(¢,n)r " K(z,¢,m).
P (¢+O‘W

where
o Aji(n),i=12--- ,N,j=1,2,--- m are constants not depending on ¢,

e 1, is the N—dimensional row vector with ith component 1 and all other components
equal to 0,

e 7;; is the N x Nm-matrix with (¢, (j —1) N +i) -th element 1 and all other components
equal to 0.

Moreover, for | € Rm~ with t,,(I) = (i1,42) we have using (6.22), (6.18), (6.21), and
(6.20),

Izj;zzK( ai1i2 (77) 77)

=1, - 17, ZD] 2,m)C;(2,m)/(aiyi, (n) + 75 (2,m))

:Isz () i Hklalk() ’ El'fzvnc‘zun
112 2— 1)N+1Z 0411ZQ(77)+’VJ(Z 77)) J( ) J( )

Km

:Igig - 1(ZQ 1)N+iy Z *Sii(z 77)S Hz,m)Col gy

- ZT - i%;g—l)N—l—Zj 1i1
T T

1192 1112

where 1, is the K'm-dimensional row vector with ith component 1 and all other components
equal to 0. This yields for [ € Rm™,

lim <¢ + Oétm(l))HJr(Z? ¢a 77) = 07

P——ay (1)
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and this shows that H* (2, ¢,7) has no pole at ¢ = —ay,,(),l € Rm™.
As in the proof of Theorem 5.3.1 in chapter 5 we can show that

Km
_ mat—m>
det K(z, ¢, 1) = 11 ( ¢ —i(z,m) )

which proves part 1 of the theorem.
We see from (6.22) that

s A DI NG ()
H+(2,¢,77)—H( 7¢an)+H( 7¢an); (¢_7]<Z;77)) )

so from (6.7), Condition 6.3.1, and (6.19) it follows that for i € Rm™,

lim (¢ - %(za 77))H+(Z, ¢>,77) - H(z>%(za77)777)Di(Z’ n)ci(Z’ 77) = 07

d—i(2m)

which proves part 2 of the theorem. [ |

With this result we can write for the system (6.5)

where the left-hand side is analytic in Re(¢) > 0 and bounded and continuous in
Re(¢) > 0, and the last term of the right-hand side is analytic in Re(¢) < 0 and bounded
and continuous in Re(¢) < 0.

Next we decompose the first term of the right-hand side, we determine functions K™ and
K~ such that i.e. for Re(¢) =0,

Z°(¢,n,0)K(z,¢,n) = K*(z,¢,1,0) + K (2,6,1,0) (6.25)

where

K*(z,¢,n,v) is analytic for Re(¢) > 0, and continuous and bounded for
Re(¢) = 0,

K~ (2, ¢,n,v) is analytic for Re(¢) < 0, and continuous and bounded for
Re(¢) < 0.

Lemma 6.3.3
If Conditions 6.3.1 and 6.3.2 are satisfied then for Re(¢) > 0,

+
Kij (Zv ¢7 777 U)
Km

ZO(¢7UJU)_Zi)(,yk(zan)anvv)
= 6,;72%(o,n, Dig(z,m)—
32 (0,m.v) +; (=) ¢ — (2, )

ij(Z, 77)
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(6.26)
and for Re(¢) <0,
Km ZO )7,
K (z,¢,m,0) = ; Dix(z,1m) Z(;Vf(;?; z)v) Cri(2,m) (6.27)

if (|z] < 1,Re(n) > 0) or (|z| <1,Re(n) >0).

Proof. Since by definition the zeroes v.(z,7),i = 1,2,---, Km all lie in the right half-
plane Re(¢) > 0, it is clear that for i,5 € N, K;;(2,¢,n,v) does not have any pole in the
left half-plane Re(¢) < 0.

For [ =1,2,---, Km it follows from (6.18), (6.20) and Condition 6.3.1 that

lim (¢ — (2, ) K5 (z,6,n,v)

QS—VYZ(ZJ])
= lim (¢ — vz 77))(52']'22‘0(@ n,v)

d—n(z,m)

p—u() e T ¢ — (z.1) T
= lim ((b — 71(2,?7))@]2?((?7777”)7

fbH’Yl(Z:’Y)

where the expression for Z?(¢,n,v) is given by (6.6). It follows that for I =1,2,--- , Km,
i,j €N,
lim (¢ —(z,m) K55 (2, ¢,m,0) =0,

QS*)'YI(ZJ])
thus K;]“-(z, ¢,1n,v) is analytic in the right half-plane Re(¢) > 0.

[
Theorem 6.3.2
If conditions 6.3.1 and 6.3.2 are satisfied then for Re(¢) > 0,
Z(z,¢,n,v)H(z,0,nK(z2,0,n) = 2K (2,0,n,v) + 2K (2,0,n,v) (6.28)
if (|z| < 1,Re(n) > 0) or (|z] <1, Re(n) > 0).
Proof. See the proof of Theorem 5.3.2 in chapter 5.
|

In section 6.4 we will study the distribution of the buffer content. We will see that the
expression for the distribution functions of interest can be obtained once we find an explicit
expression for Z(1, ¢,n,v), which can be easily found by multiplying both sides of (6.28)
with H*(z,¢,7)"" = [H(z,6,7)K(z,¢,17)]"" . Lemma 6.3.5 below gives us an expression
for H*(z, ¢,n)~!, and in the following we first define some vectors and matrices that will
be used in the lemma.
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By definition,
H(z, ¢,m)"" = M(¢,n)L(1,¢,7)".

To obtain an explicit expression for L(1,¢,n)™!, first we rewrite the matrix L(1, ¢,n) as

m—1
L(1,¢,n) = ¢"T+ Y ¢'Li(n).

1=0

Due to theorem A.5.1 on page 189 in the appendix, the expression for L(1, ¢,n)~! is given
by

L(1,¢,mn)" =Py(¢I — Cr(n)) 'Ry, (6.29)
where
0
P, =(10---0), Ri=]| |,
0
I

and the (first) companion matrix of L(1, ¢, n) is defined by

0 I 0 0
C, = 0 0
: : : : 1
—Lo(n) —Li(n) —Lo(n) -+ —Lyp-1(n)
Let
7(77) = dlag(’yl(lan)a e >'7Nm<17 77))7
and let

E(n) = (e'(n)---e""(n)),
where e’(n) is the eigenvector that corresponds to the eigenvalue 7;(1,7n) of Cp (note that
the eigenvalues of Cy, are also the zeros of det L(1, ¢,n)). If condition 6.3.1 is satisfied, the

rank of E(n) is Nm, and we can write

v(n) = E(n)'C(n)E(n).
It follows that
L(1,¢,n)"" =E(n)(¢I —~(n))""Y(n)

Nm

~ E'(),Y:(n) (6.30)
B ; (¢ - %(1’ 77)) ’
where N N
E(n) =P:E(n), Y(n) =E(n) 'Ry,

with E'(n)(Y;(n)) denoting the ith column(row) of matrix E(n)(Y(n)). It can be easily
shown that the matrix E’(n) is the same as E(1,7n) defined on page 143. For brevity, in
the rest of this chapter we will use the notation E*(n) instead of E(1,7).
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~ To obtain an explicit expression for K(z, ¢, n)~t, define for Re(¢) > 0, Re(n) > 0, the
Km x Km-matrix X(¢,n) by

X(Qba 77) = Qf[ - diag(’yl(lv 77)7 S a'Vf(m(L 77)) + C(L U)D(L 77)7 (631)

where I is the Km x Km identity matrix.

Lemma 6.3.4
For Re(¢) > 0, Re(n) > 0,
X(¢,m) " =S(L,n) (eI +a(n)'S(1,n), (6.32)
where
a(n) = diag(ani(n), aa1(n), -+ s ag1(n), ar2(n), -+ g (), g (n))- (6.33)

Proof. See page 194 in the appendix.
Now we have the explicit expression for H(1, ¢, 7)™ which is given in the following
lemma.

Lemma 6.3.5
If Conditions 6.3.1 and 6.3.2 are satisfied then for Re(¢) > 0, Re(n) > 0,

H*(1,6,m)"
Nm

~ k )
~ (1~ D )S(L.n)" (61 +&(n) 'Co) M(o.n) Y %. (6.34)

Proof. If Conditions 6.3.1 and 6.3.2 are satisfied then from (6.12) and (6.30) we obtain
for Re(¢) > 0, Re(n) > 0,

Nm

H(1,6,0)" = M(6,n) 3 %

Moreover, from (6.22), (A.10) in the appendix, and (6.32) we also have for Re(¢) > 0,
Re(n) > 0,

(6.35)

K(1,¢,m)""

=I—-D(1,7)X(¢,n)"'C(1,7)

=I— D(1,7)S(1,n) " (¢I +a(n))~'S(1,7)C(1,n)

—1— D(1L,7)S(1, )" (61 + &) Co. (6.36)
)~

Since H*(1,¢,n)~' = K(1,
(6.34), and it proves the lemma

'H(1,¢,n)~!, then from (6.36) and (6.35) we obtain
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In order to have closed-form expressions for the Laplace-Stieltjes transforms of probability
distributions of interest, in the following we will rewrite the rational matrix Z(1, ¢,n,v) in
a form so that in each element the degree of the numerator is less than the degree of the
denominator. In doing so, we note that for every positive integer n,

[Te+an) =" ¢*a. (6.37)

k=1

where the coefficients ¢, _; are given by
cn =1, (6.38)
k
wr= Y la (6:30)
l1,l2, ,lkECLL 7=1

where C}! is the set of combinations of k elements out of {1,2,--- ,n}, k=1,2,--- ,n
Besides the rearrangement (6.37), we also should consider the following lemma.

Lemma 6.3.6
Forl=1,--- ,m—1,

~ J'EF (1 Z (1, 7)"E* ()Y (n)
k1(¢ %177 (¢ —w(Lm)

and

5 OB OYin) g 5 el )" B ()Yid)

—(p—nlm) T = (o-nlmn)

Proof. The matrices E(n) and Y (n) have the property (see page 52 of Gohberg et al.[28]
for the proof) that

0 ,fork=0,---,m—2,

E(ny*Y(n) = {I ok — 1

so that
= SEF(n)Y; Z (& — (1, 7) + (1, 7)) EF () Ya(n)
(¢ — %(1 n - (¢ —7(1,m))
_ (1 () Yk(n)
a Z Z ¢ ’Yk 77))

_ N (LB ) Yi(n)
k=1 (¢_7k(1777)) .
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Furthermore, we can prove by induction that for [ =1,--- ,m —1

?

~ ¢'EF(n Z’YklﬁlEk n)Yi(n)
— (¢ - wln —~  (p—n(ln)

For [ = m, it follows that
Nm _
¢™ "E* () Yi(n)

R GMEF () Ya(n)
2 ) Y2 )

R (1, ) ER () V()
=02 T (o ()

4 30 L) B ) Yi()

With the explicit expression for H'(1,¢$,n)~! given by (6.34), together with (6.37) and
Lemma 6.3.6, we are halfway to an explicit expression for Z(1, ¢,n,v).
From (6.28) we obtain Re(¢) > 0, Re(n) > 0,

Z(1,¢,m,v) = (K*(1,¢,m,0) + K (1,0,n,0)) H"(1,¢,7)"".

Now, using (6.25) and by definition of K;(1,¢,n,v), K*(1,¢,7,v) + K~(1,0,7,v) can be
rewritten as

) Km 0 «(1,m),n,v)D*(1,1)Cy(1,
Z°(¢p,m,v)K(¢,n,v) — ¢Zl o (%(717?777; ¢)— 7(1»(17,77)7)) : 77)’
6

so that by multiplying with H" (1, ¢, 1), as given by (6.34), yields for Re(¢) > 0,
Re(n) > 0,

Z(17 ¢7 777 U)
Nm

—Z°(6, 7, 0)M(¢, ) Z %

=1 ’Yz 1 o1 <¢ fyl(l n))
Nm Ek(n)Yk(n>
M(6, n)l;m'

Using (6.31) we see that

Ci(1,n) (IT-D(, X" 1,7m))
=Ci(1,7) — (Ci(1,7)D(1, ) (cb %(Ln)) i) X (¢, n)C(1,n)
+ (¢ —7(1,7)LX" (6, 7)C(1, 1) (6.41)
=Ci(1,n) — Ci(1,n) — (¢ —%(1,1)1;X (¢, 7)C(1,n)

=(¢ — %(1,m)1, X" (¢, n)C(L,7),
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and by substituting this to (6.40) and by using (6.32) we obtain for Re(¢) > 0, Re(n) > 0,

Z(1,6,n,v)
o= EF()Yi(n)

:z%¢mwNW#m§:@—7ALm)

(6.42)

—¢Z "0i1.m). Vzgig)’”)<s(1’")_l)i i +at)|  CoM(s.n)

MIEWW%@)
Z (6 —w(l,m))

k=1

In Appendix A.10 we check that Z(1, ¢,n,v) is indeed analytic in the right half-plane
Re(¢) = 0.

In the following we will use the rearrangement (6.37) and Lemma 6.3.7 to rewrite the
right hand-side of (6.42) so that in each term, the degree of the numerator is less than the
degree of the denominator.

For j =1,---,m, define the map

0; : M\ {j} —{L,2,--- ,m—1},

E o k<j—1,
0;(k) = { .

where

k—1 k>3
For brevity, we will often write by 6; = k for 0;(1) =k, l € M\ {j}.

We first consider the matrix

Nm
E*(n)Yi(n)
Z°(6,m,0)M(¢,1) )
(6 eMG1) D 50 )
From (6.6) and (6.10) we obtain for Re(¢) > 0, Re(n) > 0,
Z°(,m, v)M(¢, 1) =Ao())M(6,0) + > A;(6,m)M;(6,7), (6.43)
j=1
where
: T~ Agpgpe®E ARkl R FH
A n :dlag N T 707”'70 )
ol (Z ron 2 rears)

and for j =1,--- ,m,

Ay (o) = diag (D) et (1))

1 N
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with
o—%v _ eaij(ﬁ)v7 for j < K,
61’]'(@57 77) - { 6_¢U, for j > K.
and
m—1
H¢I+a9 j:152a”'7m‘
0;=1

By using the rearrangement (6.37), we can write

m

M(¢, 1) = > ¢'Ma(n), (6.44)
1=0

where

Mo (n) =1, (6.45)
k
Mo = >, [[es0), (6.46)
li,lo, o lpeCm j=1

where C; is the set of combinations of k& elements out of {1,2,--- ,m}, k =1,2,--- ,'m

We also can write

>—‘

m—

¢*Mji(n) (6.47)

k=0

where for j =1,--- ,m, k=0,--- ,m—1, the matrices M;;(n) are N x N-diagonal matrices
whose diagonal elements are defined in the following.

Since the ith diagonal element of M, i(o,m) is He (o + @ig, (1)), we can rewrite this

element as "7 ! ¢¥c(n, i, 4, k), in which the coefficients ¢(, i, j, k), according to (6.38) -
(6.39), are given by

C(naiajam - ]-) - ]-7 (648>

i jom—1-k)= Y JJou,m) (6.49)

Il 1y€07, I=1

where @7, is the set of combinations of k elements out of M\ {j}, k=1,2,--- ,m — 1. For
jeEM, k=0,---,m—1, we then can define M;;(n) as the N x N-diagonal matrices with
its ith diagonal element equal ¢(n, 1, j, k).
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From (6.43), (6.44), (6.47), and Lemma 6.3.6 we then obtain for Re(¢) > 0, Re(n) > 0,

=0 k=1 (Qb - ’W‘v‘(lv 77)
m m—1 Nm g, Ek2 Ykg
+ ; Ai(9,n) ;::1 My, (1) Z qj( - 7(:)(1 ()7;) (6.50)

= Ao(n) + Ao(n ZMOZ Z% (60— %( );;];(77)

— Nm ki gke
+2Al(¢’n)ZMlk1( ZV(k;E ’y(k)( ()))

=1

We now rewrite the rational matrix
Nm

(61 +a(n)) "CoM(g,n) >

k=1

E*(n)Yi(n)
(¢ - 'Vk(la 77))

which is part of the second term of the right hand-side of (6.42).
By definition, we can write

so that by rearrangement (6.37),

Iin (014 1) 'M(9, 1)

(61 + a(n)) " CoM(¢, 1) = Ln (ol + ag>‘ M(¢,n)

Tix (61 + )~ M(6, 1)

II_(Ngl(n)
IRNM2(77)

Iin ZZLE M. (n)
_ Izn Z;n:o M2k(77) (6 51)
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Define K'm x N-dimensional matrices:

Izn
Iin
mel(n) = . = Co, (652)
Ign
I nMu(n)
I7:yM
Ll(n) = o . 2l(17) ) lzovla 7m_27 (653)
If(NMml(n)
where the matrices Mj;(n) are defined on page 153. With the definition of L;(n), | =
0,---,m — 1 above, we obtain the following lemma.
Lemma 6.3.7
For Re(¢) > 0, Re(n) > 0,
Nm m—1

(6 +@(n)) " CoM(9 E: 2 ) 2 w (L, 17)

—~ (¢ — %177

Proof. From (6.51) we have
m—1 Nm

~ . Nm E*(n SEF(n)Yi(n)
¢l +a(n)  CoM(¢,n —_— Ly(
(6T +&(n)) M)Z(QS L lolkﬂ¢vﬂm)
By using Lemma 6.3.6, we then obtain (6.54). |

From (6.75), (6.50), and (6.51) we obtain an explicit expression for Z(1, ¢,n, v), which
we write in the following theorem.

Theorem 6.3.3
If Conditions 6.3.1 and 6.3.2 are satisfied then for Re(¢) > 0, Re(n) > 0,

i k
Z(1,¢,m,v) = Ao(n) + Ao(n) Y Ma(n Z% (1, ) B (n)Yi(n)
=0

(¢ —(1,m))
m Nm _ kipko
+Z&meMme%ﬁ$T%> (6.55)

Ye(1,n) EF () Ye(n)
~AC - A ; Z CEEATR)

where

Km ; _
Al = 5 2 0a(1 )0, 0)D (A, ) (S(L,7) )i
(n) = Z (1 )
i=1 /yl( 7"7)
With this theorem, it is easy to obtain closed-form Laplace-Stieltjes transforms of the
probability distributions of interest, which will be derived in the sections 6.4 and 6.5.
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6.4 Inverse transformation

In this section we consider the distribution functions Fj;(z,t,v), for i,j € N, of the
buffer content at time ¢ > 0 for initial buffer content Vy = v.
If J, = j then V;, the buffer content at time t, satisfies the relation

Vi = W, 4+ r;(t — Tn)]T,

where NV, is the number of transitions of the process {.J;} during (0, ¢]. Consequently, for
Re(¢) > 0,

E(e7V1(J, = j)| X1 =i, Vy = v)
=F <€ Wortr; (t=To)I* Ty <t<Ty,J;=j)|Xa :i’%:U>

(6.56)
+ Z E (et TI (T, << T, Jo = )X =i, Vo = v),
where
ZE < GWh+r;(t— Tn)]+1(Tn <t< Tn+17 Jt = ])|X1 = 'L., % = 1))
— Z ZE <e—¢[wn,+rj(t—Tn)]+1(Tn <t <Thit, Xn=1,Xps1 =)
n=1 [=1
’Xl = Z % = ’U)
= Z Z/ Apir >t —u, Xp1 = j|Xn =1) (6.57)
n=1 [=
45 (e Mt T (T, <, X, = DX =i,V = v)
=zz/%zwwwu
d,E (e—qﬁ[WnWt—Tnﬂ T, < u, X = D)Xy =i,V = v) .
From the identity(see page 269 of [17])
1 100+0 d£ ¢
—pzt _ —&x .
e = — — e ", with x real, Re(¢) > Re(&) > 0,
2w ) e D€ (¢) (&)
where the path of integration is a line parallel to the imaginary axis, we have
E <6_¢[Wn+7ﬂj(t_Tn)}+1(Tn <u, X, = l)‘Xl =1, Vo= U)
100+0
1 df ¢ e8It (e—EWn+Tj£Tn1(Tn <u, X, =1 (6.58)

27” —i00+0 g ¢ g
|X1 - Z) Vb - U)
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and

E <e—¢[Wo+Tj(t—To)]+1(T0 <t<T,i=j)|X1i=14iW= U)

1 (oo t0 df ) (6.59)
i) B (1(t < T =X =1, Vy =0).
27TZ et § gb é.e ( ( < lajt j)‘ 1 Z?‘/E] U)
Combining (6.56), (6.57),(6.58) and (6.59) yields
/ e ME (e7V1(J, = §)| X1 =i, Vo =v) dt
0
1 10040 df ¢ 00
= — —&v TP (< Ty, Jp = 51X =0, Vo =
ol el AR A AP
10040 d§ (i 5
P N’]k u) ,— rjt
DR REY T g O
A B (e7 8t (T, < u, X, = )| Xy =4,V = v) dt
1 10040 d 00 m
~omi ?§¢ : 56@/ MY age G ydt
T J o -
o 0 k=1 (6.60)
co N 1 100+0 d& ¢ W -
+ZZQ_/ ——E (eWnmiTn (X, = )| Xy =4,V = v)
n=1 =1 —100+0 5 Qb 5
B Z aji/(n+ pik + &ry)
k=1
_ 1 1 10040 df QS —fvé.. i sk
2m1 —i00+0 g ¢ 5 N =1 (ij + Mk + 77)
N m
1 /zoo-‘rO dg ¢ i
+ 5 = L 4l 1 f n,v P ! .
ZZ:; 2mi i00+0 5 ¢ 5 ( ) ; 1 (77 + ik + grj)
For Re(¢) > 0, Re(n) > 0, let
Zi(o,m,v) = / e "E (e V'1(J, = j)| X1 =i, Vo = v) dt. (6.61)
0

We evaluate the integrals in (6.60) by considering the poles of the integrands in the
right half-plane Re(¢) > 0. It follows that for Re(¢) > 0, Re(n) >0, j € R,

8ij ~om @k [ajr(m)e " + pesr 0]
Zi(¢.mv) = s ; ajk(77>(¢+ajk(77))

r
J =1 k=1

' ¢ ajik
+ = - Z Z Zzl Oéjk W»U)Plj (¢ + Oéjk(ﬁ)) Oéjk<7]>’

m
=1 k=1

<.
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and for j € R™,

= .
(¢7 777 6 1% Z ¢ + CY]]g

N ~ (6.63)
1
+ — Zz'l 17 (bv n,v Pl
It is easy to see that for k = 1,2,--- ,m, —aj(n) is not a pole of Z}(¢,n,v) as a function

of ¢ in the domain Re(¢) > 0.

By substituting the explicit expression for Z;(1, ¢,n,v) given by (6.55), we can invert
Zi*j(qb, n,v) analytically to obtain the Laplace-Stieltjes transform

&ij(x,m,v) = / e " F(x, t,v)dt, Re(n)>0,i,j €N, (6.64)
0

The expressions for & ;(x,n,v),i,j7 € N given in Theorem 6.4.1 below are obtained
by contour integration through the inversion formula for Laplace-Stieltjes transform, see
Lemma A.3.1in the appendix. Since the only singularities of Z7;(¢,n,v) in (6.62) and (6.63)
are simple poles, the result of this contour integration is obtained from the corresponding
residues.

From (6.55) and (A.10) we see that the poles of Z;;(1,¢,n,v) in the left half-plane
Re(¢) < 0are v(1,m),l = Km+1, Km+2,--- , Nm. The —a;x(n),k = 1,2,--- ,m, which
are the poles of Z?(¢,n,v) in the left half-plane Re(¢ < 0) for i € R*, are not poles of
Zi;(1,¢,m,v) since the factor 1/ [, (¢ + au(n)) of ZP(p,n,v) in Zi;(1,¢,n,v) will be
cancelled when multiplying Z°(¢, n,v) by M(¢,n).

From (6.62) and (6.63), it can be seen that for j € R™, the poles of Z};(1,¢,n,v) are
the poles of Z;(1,¢,n,v),l =1,2,--- /N, and for j € R™, the poles of Z:}(¢ﬂ% v) are the
poles of Z;(1,¢,n,v),l =1,2,--- /N, and ¢ = —ay(n), k=1,2,--- ,m

Define for [; = Km + 1,--- , Nm, the N x N-matrix

Uit (n) = ZL12 (M2E" ()Y, (n)| (6.65)

12=0 il

We denote by B%(n) the kth diagonal element of the matrix B, (7). Then by using all poles
of Z}:(¢,m,v), and by using the expression for Z2(p,n,v) given in Theorem 6.2.1, we obtain
after length but straightforward calculations, taking into account the above arguments, the
following theorem.
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Theorem 6.4.1
If Condition 6.3.1 and 6.3.2 are satisfied, then for x > 0, Re(n) > 0,

fz'j(x n,v )
-~ Z ZAZ S M ()2 (0, m) (B ()Y, (1) 1, P
J l=Rm+1 =1 I3=0
m a]k
(1 —e™m®)
,; (v (L,m) + ()
1 Nm

, > ZZ Lt ZMM (i (1 m) (B ()Y, (),

=Km+1l2=113=1 T 14=0
P, 2 1 — @) H(z —v)
4 2 ) + ) )

m—1
£%7)
LS St G 0 ),

=Km+1l2=11l3=1 14=0
m G
P, J (1 —e™m™)
* ; (711(17 77) + &Jk<n>>
Nm N

1 l & a]k o, ()
tno2 Ukl P”X; ( (1,m) + aji(n)) (1= emt),

Tj
h= Km+1l2 1
fori,j € R™,

&ij(x,m,0)

Nm N m

S LS S A S Ml ) (B Yo,

”
I =Km+1le=113=1 la=1
m

Ak — e E)Y H(r — o
'B”Z< L+ J =)

1 Nm ajk 1— 7, (Lmz
L S ZUZZQ ;v PUZ (3, (L, m) + () (1= em™),

T
I i =Km+1l2=1

159

(6.66)

(6.67)
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160

fori € RT and j € R,

fz‘j@ﬂ?ai})
_ 0y ajk (1 — emxME=)) (g — p)
Ti v a;ji(n)
Nm N
Sl S Al M (L) (B )Y (),
r 0l3 Pyll 3 1] n)x,n lag
J li=Km+11l2=1 13=0

Z (v, (L, m) + () (=)

k=
1 & il M
2 ZZ““”““ZMM (Mt (L) (B" ()Y, (),

=Km+1la=113=1 Ti 14,=0
m

. Ak — e @ M — v
Pei 2 Gy v an) ) Hlw =)

aqiz(n) 2
Z Z Z ad;ﬂll — Z Mlgl4 Vllf 1(17 7]) (Ell (n)Yll (77))112

11 Km+1l2=113=1 14=0
m

Ak _eMm®
PZ )+ L)

Ul1 P S Ak 1 — e (L) ’
Z Z i ”2 w1177+0%(n))( )

r
T i=RKm+1la=1

fori€e R~ and j € R™,

f@'(l’, 7, U)
5] 7 ajk _
- Y 1 — e—k(n)(@—v) H(x — )
Ty ; k() ( )
Nm N m
1
- 530 AL S My (e () (8 )Y ),
J 11=Km+1 lo=113=1 l4 1

1 ! , . Ajk _ eIz
ey ZUill?(n’v)Pl]z;(Vzl(l n) + aji(n)) (1 = emtrm).

fori,j € RT.
To get the distribution functions
Ej(x7t7v)7 Z7JGN7

we can do a numerical inversion with respect to 7 of (6.66) - (6.69).

(6.68)

(6.69)
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6.5 The steady-state distribution of the buffer con-
tent

We have derived an explicit expression for the Laplace-Stieltjes transform &;;(z, n,v)
in Theorem 6.4.1. In this section we will use Abel’s limit theorem to get the steady-state
distribution of the buffer content if it exists. It is clear that the steady-state distribution
of the buffer content in continuous time exists if it exists at transition epochs. The follow-
ing theorem states the necessary and sufficient condition for the existence of the limiting
distribution of the buffer content at transition epochs.

Theorem 6.5.1
The process {(W,,V,),n =0,1,---} weakly converges to (W, V) if and only if

N
Z miry < 0.
=1

Proof.  The process {(W,, X,,)} is regenerative where for any ¢ € N the state (0,1)
can be seen as the regenerative state. Since the process {X,} is assumed to have a
limiting distribution, the return times of the process {(W,, X,)} are aperiodic so that
lim,, . P{W, < z,X,, = j| X1 =1, Vo = v} for & > 0 exists. If this limit is zero then no
limiting distribution exists, otherwise (W,,, X,,) converges weakly to a stationary random
vector (W, X).

From (6.26), (6.27) and Lemma 6.3.2 we see that if and only if S | mr; < 1, for ¢ # 0,

li%rll (1—2)K5(2,6,0,0) + (1 — 2)K;(2,0,0,v)

Km
Z(1(2,0),0,v)
L 0 . i y V)y Yy
= 1%1(1 —2)0i;2;(¢,0,v) — lzuTnll(l - 2) kz:; Dix(z,0) 7(20) Ci;j(2,0)
Km
Z0(9,0,v) = Z{((z,0),0,v)
lim(1 —2) Y Dy(z,0) 7228 =20 E Th B0 6y (2,0 6.70
+Zlgl( Z); 1(2,0) = (2 0) ki(2,0) ( )
= — Di1(1,0)2°(71(1,0),0,v) lim (1_72)01.(1 0)
i ) i y V) Yy 1 71(270> VAN
D (1,0)1i 1=2, (1,0)
_ — i s 1m ————-—--— 1 9 9
1 211 71(z,0) Y
where (1 ) 1
— 2
lim = — 70,
zT1 71(217 0) (Z;VZI 7Tj7"j> (Zjvzl Dj ZZ:l ;Z—Z)
so that

lim E (e"*"1(X,, = j)| X1 =i, Wo = v) = lim(1 — 2)Z;;(2, ¢,0,v) # 0.

n—oo 271
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It follows that lim,, . P{W,, <z, X,, = j|X; =1,V = v} # 0. We then can conclude that
if Zjvzl m;r; < 0, the process (W, X,,) converges weakly to a stationary random vector
(W, %).

[ |

In the following subsection, we will derive the distribution function P(W < z, X = j),
which from Theorem 6.5.1 exists if and only if Z;VZI m;r; < 0. Then in subsection 6.5.2 we
will derive the distribution function of the steady-state buffer content in continuous time
based on the result in subsection 6.5.1.

6.5.1 The steady-state distribution of buffer content at transition
epochs
Let
Ei = El(la O)? and Vi = 71(17 O>7Z = 17 27 T 7Nm'

By Lemma 6.3.2 we know that ;3 = 0. Let Y = Y (0), D = D(1,0) and C = C(1,0). Since
H(1,0,0) =1 — G(0,0) = I — P and H(1,0,0)D'(1,0) = 0, we may put D'(1,0) = 1. It
follows that E;; = =m—o

j=1%i5’
1 1 1 1 1 1 1 1
SH1,0) = (—, —,,—— — = e —— e, —— )
Q1 Qg O G2 Q22 2979 Q1m ORm
Let
1 N e QL
Vi = 2_Pi"; ’
@71(270)‘2:1 ; ;Nﬂe
We also may put
1
Y, = —p,
1 le

where p is the stationary probability distribution vector of the Markov chain {X,,}.
Let for Re(¢) > 0,

K(¢) = I+ Ddiag (0, ! #> C.

Moreover, let for Re(¢) > 0,

X(o) = X(¢,0),

M(¢) = M(9,0),
S = S(1,0),

S-! S(1,0)71,

and

H(¢)K(¢) + JH(¢)D'Cy, if ¢ #0,

H(0)K(0) + H'(0)D'C,, if ¢ =0.
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The matrix H*(¢) is the limit of H* (2, ¢, 0) for z T 1. Let Z(¢) be the N x N—dimensional

matrix with elements

Zij(9)

E(e"™1(X = j)|X; =i, Wy =)
= li%rll(l—z) Zii(z,¢,0,v),7=1,2,..., N.

From Theorem 6.3.2 and (6.70) we now have for Re(¢) > 0,

+ _ 1 1
ZAH(9) = %%(2,0)\2:1]) @ (6.71)

=W U,

where U is an N x N—dimensional matrix with rows C;. This shows that Z;;(¢) does not
depend on ¢ and v.

From (6.71), if Conditions 6.3.1 and 6.3.2 are satisfied, we can find a closed form
expression for the Laplace-Stieltjes transform of the probability distribution in steady state
of the buffer content at transition epochs.

Let Z(¢) be the N— dimensional row vector with components Z;(¢),j = 1,2,--+, N.
From (6.71) we obtain for Re(¢) > 0, using Lemma 6.3.1, Lemma 6.3.2, an d Theorem
6.3.1, and (6.34),

Z(¢) = ViC HT (¢)~!

— WGy [1-DX(6)'C] M(6) Y (fk_‘:; ) (6.72)

We can show, in a similar way as for the derivation of (6.41), that for Re(¢) > 0,

~ -1 - —1
C, [1- DX(¢)'C] = ¢1,8~ <¢>I + &(0)) Co = ¢S (gbI + a(())) Co.  (6.73)
By substituting (6.73) into (6.72), and by letting
Vg = Vlsfl,

we obtain for Re(¢) > 0,

Nm

k
2(6) = Vab (61 + &(0) " CoM(6) Y (6.74)
—1 (& — k)
By using Lemma 6.3.7, and setting nn = 0, we then obtain for Re(¢) > 0,
- PEMY) ~ M EFY,,
7 =V,L 6.75
ERUHT) S CHS W) o ca 7

Noting that
VgLQ(O)ElYl — VlYl ==
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and . e
OUBY: py | WBY
(& —m ) (& =)
where Zgﬁ ’y’l“EkYk =0,0=0,-- — 2 and ZkN"lL o/ 'E*Y,, = I, we then obtain for
Re(¢) > 0,
Nm Nm
7 EFY
Z(¢) =p +VaLo(0) Z EFY, + VyLo(0) Z et i
m—1 Z‘HEkY
SV YL mm +Z o=
= k
- N (6.76)
~ EFY
=p+WLo(0) Y E*Y + VLo(0 Z et X
k=2 Cb 7k
+WCo+ V2 > L(0)D Je = Yk

In a similar way as on page 195 in Appendix A.10, we can check that for j = 1,2,--- , Km,
limg ., (¢ —7;)Z(¢) = 0, or Z(¢) is analytic in the right half-plane Re(¢) > 0.

The equation (6.75) shows us that we have a closed-form Laplace-Stieltjes transform
for the steady-state buffer content at transition epochs. By inverting the j-th element of
(6.75), we obtain for x >0, j =1,2,--- , N,

HW<xX:ﬁ

Nm m—2
=p; + Z WLo(OEFY,] e — " |V Y L0 EFY,
k=Km+1 k=Rm+1 =1 j (6.77)
Nm m—1
+ Z VQ Z LZ(O)’VéEkYk 67’&7
k=Km+1 j

which shows us that the steady-state distribution of the buffer content at transition epochs
is a mixture of exponentials and a concentration at 0. This structure is the same as the
structure of the corresponding distribution in chapter 5.

6.5.2 The steady-state distribution of the buffer content in con-
tinuous time

The process {(V;, J;),t > 0} is regenerative, where the regeneration points are the
epochs at which the process leaves a state (0,4) for some i € . Since the times between
regeneration points are non-arithmetic and have finite expectation as can be inferred from
Theorem 6.5.1 and the finite means of inter-jump times of {J;}, the process {(V;, J;),t > 0}
converges weakly to a random vector (V, J). Let

Z;(¢) = lim E (e”*"1(J; = 1)) ,
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which is independent of initial conditions and will be determined using Abel’s limit theo-
rem.

Lemma 6.5.1
N m
jk
d ]Zl Z ik 1
d—n’h(l,n)\nzoz —— T
dopmiy e
j=1 h—1 ik j=1

Proof. By the same argument as in the proof of Lemma 6.3.2 it is seen that there is a
vector v(n) with v(0) = 1 such that for i =1,2,--- | N,

> (6 — Gy (L), m)vy(n) = 0.

J=1

It is readily verified from this equation using the same procedure as in Lemma 6.3.2 that

d
d—n%(l,n)lnzo =

N N d
sz‘zd—Gij(O,n)\n:O
ZPZZ ZJ ’qﬁ 0

and the result follows from the definition of G. [ |

Let V3 = — Zﬁvzl 7;rj. Similar to the derivation of (6.70) we have

17%1772@'1(1, o,n,v) = VsV (o), (6.78)

where the N —dimensional row vector V(¢) is defined by

Lk
’YkE Y
=% Z L:(0 “ (¢ — )

The expression (6.78) shows that lim, o 1nZ;(¢,n,v) does not depend on i and v.
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By applying Abel’s limit theorem to (6.62) and (6.63), relation (6.78) yields for Re(¢) >
0,7 € R,

Z;(6) =limnZ;(¢,n,v)

- Z 11m nZa(1, ¢,n,v) Py Z m

r
J =1 k=1

¢ Ak

1 _

*ZZ i nZa(1, =au (), m ) By ey ) (6.79)
N m

Ak
ZV WP 2 (¢ + o)

r
J =1 k=1

and for j € RT,

Z:(¢) = %m nZ5(é,m,v)

= li Zz s 1 P
v Z 1m77 l ¢ n,v)r Z ¢+ a]k (680)
V N
3
= V(o) PR
r; ZZI & Z 0] + Oéjk;

Noting that

Nm
B ¢EkYk ,)/l+1EkY
V() = |STLo(0 S;'Co] STLi(0) ) v
@) [ 03 G| s Z d Z<¢ o
Nm
=Y+ | S;'Lo(0) k§2(¢_ ) Tl

. ,.Y]i-i-lEkYk
ZS L(0 Z (¢ — )

l

DL oand

where Yq; = Vi

Vg = Ajk
b = - Dy U
ijlz quﬁ—FO@k Tle J;qﬁ—i-ajk
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we then obtain for Re(¢) >0, j € R,

Z; (¢)
m N
V3p; ajp, Vs .,
- ~ 237 [87'y), P
TjV1;¢+Oéjk T]ll o ljzzqzﬁﬂxﬂg
N i m
VS o) S B Yk | gy e
23 o 2 B h s o5
N [m-1 Nm l +1 k m
Vs 1 1 E 1Yk1 @ik
- — ST L;(0) = T8 P k2
2 | SO | P e
Qb a']k:
V(—aji)i P
T’] 121; ’ J ¢+a]k)&jk
and for Re(¢) >0, j € RT,
Z;(9)
V3p] V3 -1
C P
TJVIZ¢+OZJk lel o] lﬁng_f_%k
N m
E"Y ; )
Vs ST1Ly(0) Z u P; Z ks (6.82)
TS| = (0- %1) = 0+ age,)
N [m-1 Nm l +1 k m
Vs 1 1 E 1Yk1 @ik
- — S Ll(()) —— | B IR
L | Z SO Ny P G

Like in subsection 6.5.1, we get a closed form Laplace-Stieltjes transform of the steady-
state buffer content in continuous time. By inverting (6.81) and (6.82) we obtain for

xzo?]:1727 7N>
m N m
Vb Y
TjV1 1 Oéjk T‘j = — O-/jk
o -1 k1 - Qjky ey T
0D 5D CUNTEERND SRS
J k1 Km+1 =1 —1 (Vry + iy (6.83)
Nm m
1 l k ajk
" Z [Zs L(0) S ARENY, | Py YD ”
=1 l1 1 k1—2 ! kg:l
Z Z [ZS LR ERY, | Py Y e,
=Km+1 =1 Li1=1 L kel (Vi + Xjy)
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m
ajk

N m m pj e
i — Hjk
Since V; = — (Z erj> (sz Z ﬂ) and m; = #, then

j=1

m
V3p; @k

= ;.
T’jvl 1 Ok J
It should also be noted that, since v; = 0,
V. N [m-—1 Nm ] m a
3 -1 I k1 , k2
2591 SCRAUS SERIA NUD SCC
=1 Li=1 k1=2 17 k=t
V. N [m-—1 Nm ] m a
__3 —1 l1 k:l . jk2
Sl SR SR D SIS
=1 Li=1 ki=1 17 k=t
Vs S g1 iy
=—> Si'Coly ) %,
"= ko1 (k2

so that the second and the fifth term of the right-hand side of (6.83) are cancelled.
Equation (6.83) can thus be written as follows. For z >0, j =1,2,--- | N,

PV <z, J=j)
Nm N m
- 28 S S SI'LOENY, ] By S e
"I kZRm1 o1 ka=1 (Ve + ) (6.84)
Nm N m—1 m
-5 STIL (O ERY,, | B S — ke vz
r. Z Z Z 1 l< )’ykl k1 IJZ( T+ o )6 )
J k)1:f(m+l =1 Li=1 I ko=1 f}/kl Jko

which shows us that the steady-state distribution of the buffer content in continuous time
is a mixture of exponentials and a concentration at 0. This structure is the same as the
structure of such distribution of the Markovian fluid flow model studied in chapter 5, and
aggrees the structure of such distribution of the semi-Markovian fluid flow model in [8].

6.6 Numerical examples

In this section we give some examples of the probability distribution of the buffer
content in continuous time for two semi-Markovian fluid flow models, where:

o N =35,
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e the transition matrix of the Markov chain {X,,,n > 1} is given by

0 0.25 025 025 0.25
0.2 0 0.4 0 0.4
P=10.333 0.333 0 0.111 0.222 |, (6.85)
0.125 0.25 0.125 0 0.5
0.5 0.333 0.1667 0 0

e for j € N, k € M, the parameters ;. are

P =5, pu2 =3,

po1 =4, g =6,

f31 =2, 32 =5/2, (6.86)
par = 3/2, 2 =1,
ps1 = 7/2, 52 =9/2.

In subsection 6.6.1 we give the numerical results for the model where for j =1,--- | N,
H; is hyper-exponentially distributed, and in subsection 6.6.2 we consider the model where
H; is hypo-exponentially distributed.

The steady-state distribution function P{V < z,J = j} of the buffer content in contin-
uous time is given explicitly by (6.84). Figures 6.1 and 6.8 are obtained from (6.84), and
in subsections 6.6.1 and 6.6.2 we show that all the time-dependent distributions converge
to the steady-state distribution. The time-dependent distribution function of the buffer
content

Fij(z,t,v) = P(V; <z, Jy = j| Xy =i, Vo = v)

can be obtained by applying the numerical inversion algorithm written in [3] to (6.66) -
(6.69). Figures 6.2 - 6.7 and figures 6.9 - 6.13 give some results on the numerical inversion
for the models with the transition matrix P given by (6.85) with various values of the
initial buffer content, the traffic intensity, and the net input rates.

6.6.1 Hyper-exponential case

In the first model we assume that for j € N, H;, the time the process {J;, ¢ > 0} spends
in state j before making a transition to a different state is hyper-exponentially distributed
with parameters p; for j € N,k € M which is given by (6.86) and the weight parameters
are

a;; = 3/4, ajp=1/4,
as; = 3/5, as = 2/5,
az; = 5/6, azy =1/6,
an =1/2, ap=1/2,
as; = 2/3, as = 1/3.



170 Semi - Markovian Fluid Flow Model

It follows that the stationary probability distribution of {J;, t > 0} is given by

7 = 0.16844,
s = 0.14716,
73 = 0.29064,
74 = 0.20606,
75 = 0.18768.

The net input rates are given by

rn=—2,r9=—125,r3=—4,r, =1.5,r5 = 3.5.

The graphs of the steady-state distribution functions of the buffer content in continuous

time P{V < z,J =j} for j =1,--- 5, can be seen in figure 6.1. The function values for
some values of z, are given in table 6.1. The figure and the table show that

lim P{V<z J=i}=m, i=1,2,---,N.

PV <s,J =3}
0251

P{V <2 J =4}
P{V <z, J =5}
PV <z, J =1}
P{V<z,J =2}

5 0 15 2
Figure 6.1: The steady-state distribution functions of the buffer content in continuous time
of the model with hyper-exponential H;, j =1,---,5.
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P{V <z, J=j}

J= J=2 |Jj= J= J=29
0 0.0552 | 0.0464 |0.1529 |0 0
0.5 0.0730 | 0.0623 | 0.1744 | 0.0321 | 0.0294
1 0.0879 | 0.0756 | 0.1925 | 0.0589 | 0.0542
1.5 0.1004 | 0.0867 | 0.2077 | 0.0815 | 0.0750
2 0.1110 | 0.0961 | 0.2205 | 0.1006 | 0.0925
2.5 0.1199 | 0.1040 | 0.2313 | 0.1167 | 0.1073
3 0.1274 | 0.1106 | 0.2404 | 0.1303 | 0.1197
3.5 0.1337 | 0.1163 | 0.2482 | 0.1419 | 0.1302
10 0.1644 | 0.1436 | 0.2857 | 0.1986 | 0.1811
10.5 0.1650 | 0.1441 | 0.2865 | 0.1998 | 0.1821
11 0.1656 | 0.1446 | 0.2871 | 0.2007 | 0.1829
11.5 0.1660 | 0.1450 | 0.2877 | 0.2015 | 0.1836
18 0.16838 | .14710 | 0.29056 | 0.20595 | 0.18757
18.5 0.16839 | 0.14711 | 0.29057 | 0.20597 | 0.18759
19 0.16839 | 0.14712 | 0.29058 | 0.20598 | 0.18760
19.5 0.16840 | 0.14713 | 0.29059 | 0.20599 | 0.18761
20 0.16841 | 0.14713 | 0.29060 | 0.20601 | 0.18762
stationary| 0.16844 | 0.14716 | 0.29064 | 0.20606 | 0.18768
proba-
bility
T

Table 6.1: The steady-state distribution functions values for the hyper-exponential case
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Figures 6.2 - 6.4 show the behavior of Fy,(z,t,v) for a fixed value of p but for different
values of v. These graphs show that, for the same net input rates and for the same value
of traffic intensity, the time-dependent distribution functions convergence to the steady-
state distribution function faster as v is closer to m4. Figures 6.5 - 6.7 show the behavior
of Fys(x,t,v) for the same v and the same net input rates, but for different values of the
traffic intensity p.

Fia(z,t,8)
steady-state
0.14F
012F
t=10
01r
0oaf
0oef
=5
0041
=3
0.02f
i=
0 2
0.02 - ]
] 1] 1 14 2 25 3 35

Figure 6.2: The time-dependent distribution function Fyy(z,t,8) = P(V; <z, J, = 4]X; =
4,Vy = 8) for different values of ¢, for the model with p = 0.8804, and the net input rates:
r = —2,7”2 = —1.25,7“3 = —4, T4 = 1.5,7"5 =3.5.
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T F44([E,2,8) F44(J],3,8) F44([L’,5,8) F44(l'7 10, 8) P{V <
x,J =4}
010 0 0 0 1.4e-05
0.5] 0.00232 0.00799 0.01585 0.02269 0.02608
1 | 0.00418 0.01452 0.02944 0.042451 0.04887
1.5) 0.00645 0.02038 0.04135 0.05974 0.063878
2 | 0.00947 0.02619 0.05203 0.07492 0.08619
2.5 0.01339 0.03238 0.06185 0.08830 0.10141
3 10.00148 0.00970 0.03482 0.07742 0.11471
3.5 0.00258 0.01283 0.04039 0.08608 0.12633

173

Table 6.2: The values of Fyy(z,t,8) and the steady-state distribution function in figure 6.2
on some values of x

04 F
0A2F
0Af
0osf
006 F
004

nozg

0.02
0

Fﬂ(z:trﬁ)

steady-state

05 1

Figure 6.3: The time-dependent distribution function Fyy(z,t,5) = P(V, < x,J, = 4]X; =
4,Vy = 5) for different values of ¢, for the model with p = 0.8804.
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X F44([E,2,8) F44(I73,8) F44(ZE,5,8) F44(£L',10,8) P{V <
x,J =4}
010 0 0 0 1.4e-05
0.5 5.3e-06 0.00132 0.00739 0.01741 0.02608
1 | 3.8e-05 0.00238 0.01360 0.03251 0.04887
1.5] 0.00013 0.00358 0.01914 0.04575 0.06878
2 | 0.00035 0.00514 0.02436 0.05746 0.08619
2.5 0.00077 0.00716 0.02952 0.06794 0.10141
3 10.00148 0.00970 0.03482 0.07742 0.11471
3.5 0.00258 0.01283 0.04039 0.08608 0.12633

Table 6.3: The values of Fy(z,t,5) and the steady-state distribution function in figure 6.3
on some values of x

012f

0Af

0.0s8f

nosf

004F

no2f

0

Fuy(z,t,2)

gtealy-state

i
Lol

Figure 6.4: The time-dependent distribution function Fyy(z,t,2) = P(V, < x,J, = 4]X; =
4,Vy = 2) for different values of ¢, for the model with p = 0.8804.
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Figure 6.5: The time-dependent distribution function Fys(z,t,3) = P(V; <z, J, = 3|X; =
2, Vo = 3) for different values of ¢, for the model with p = 0.82, and the net input rates:
r = —2,7’2 = —1.25,7’3 = —4,7”4 = 1.5,7’5 = 3.5.

x| Fog(x,2,3) | Fas(x,4,3) | Fos(x,5,3) | Fas(x,10,3) | P{V <
x,J =3}

0 | 0.15585 0.15815 0.15662 0.15034 0.17745

0.5 0.17947 0.17956 0.17776 0.17075 0.19959

1 ] 0.20032 0.19790 0.19587 0.18829 0.21693

1.5 0.21872 0.21362 0.21138 0.20338 0.23070

2 10.23493 0.22708 0.22466 0.21637 0.24176

2.5( 0.24906 0.23857 0.23600 0.22755 0.25068

3 | 0.26115 0.24836 0.24566 0.23717 0.25793

3.5 0.27125 0.25667 0.25387 0.24543 0.26383

Table 6.4: The values of Fyz(z,t,3) and the steady-state distribution function in figure 6.5
on some values of z
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Fzs("":*ﬁ)

IR=N3

Figure 6.6: The time-dependent distribution function Fys(z,t,3) = P(V; <z, J, = 3| Xy =
2, Vo = 3) for different values of ¢, for the model with p = 0.835, and the net input rates:
r = —2,7”2 = —1.25,7"3 = —4, T4 = 1.5,7’5 = 3.5.

x| Fos(x,2,3) | Fas(x,4,3) | Fas(x,5,3) | Fas(x,10,3) | P{V <
x,J =3}

0 | 0.17030 0.18159 0.18195 0.18015 0.17745

0.5 0.19587 0.20446 0.20465 0.20255 0.19959

1 ]0.21738 0.22245 0.22242 0.22006 0.21693

1.5| 0.23566 0.23680 0.23652 0.23393 0.23070

2 1 0.25122 0.24835 0.24780 0.24502 0.24176

2.5| 0.26424 0.25769 0.25688 0.25393 0.25068

3 10.27484 0.26526 0.26419 0.26112 0.25793

3.5] 0.28312 0.27138 0.27008 0.26693 0.26383

Table 6.5: The values of Fyz(z,t,3) and the steady-state distribution function in figure 6.6
on some values of x
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Figure 6.7: The time-dependent distribution function Fys(z,t,3) = P(V; <z, J, = 3|X; =
2, Vo = 3) for different values of ¢, for the model with p = 0.87, and the net input rates:
r = —2,7’2 = —1.25,7’3 = —4,7”4 = 1.5,7’5 = 3.5.

x| Fog(x,2,3) | Fas(x,4,3) | Fos(x,5,3) | Fas(x,10,3) | P{V <
x,J =3}

0 | 0.17030 0.18159 0.18195 0.18015 0.17745

0.5 0.19587 0.20446 0.20465 0.20255 0.19959

1 ]0.21738 0.22245 0.22242 0.22006 0.21693

1.5| 0.23566 0.23680 0.23652 0.23393 0.23070

2 | 0.25122 0.24835 0.24780 0.24502 0.24176

2.5] 0.26424 0.25769 0.25688 0.25393 0.25068

3 10.27484 0.26526 0.26419 0.26112 0.25793

3.5 0.28312 0.27138 0.27008 0.26693 0.26383

Table 6.6: The values of Foz(z,t,3) and the steady-state distribution function in figure 6.7
on some values of =
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6.6.2 Hypo-exponential case

In second model we assume that for j € N, H;, the amount of time the process
{Ji; t > 0} spends in state j before making a transition to a different state is hypo-
exponentially distributed with the parameters p;;, for j € N,k € M which is given by
(6.86) and the parameters aj satisfy (6.2).

The stationary probability distribution of {.J;, ¢ > 0} is then given by

m = 0.19428,
o = 0.14281,
75 = 0.27300,
74 = 0.20797,
5 = 0.18183.

The graphs of the steady-state distribution functions of the buffer content in continuous
time P{V < x,J = j} for j =1,--- 5, can be seen in figure 6.8. The function values for
some values of x, are given in table 6.7. The figure and the table show that

lim P{V<z J=i}=m, i=1,2,---,N.

PV <2, J=3)
025t

PV £z J=4}
PV < J=1}
PV <, J=5}

PV <2, J=1}

>

Figure 6.8: The steady-state distribution functions of the buffer content in continuous time
of the model with hypo-exponential H;, j = 1,---,5, the net input rates: r; = —2,ry =
—1.25,T3 = —4,’/’4 = 1.5,7“5 = 3.5.

Figures 6.9 and 6.10 show the behavior of Fio(z,t,v) for the same net input rates and
for a fixed value of p but for different values of v. As for the hyper-exponential case, we
see that for the same net input rates and for the same value of the traffic intensity, the
time-dependent distribution functions convergence to the steady-state distribution function
faster as v is closer to the stationary probability.

Moreover, figures 6.11 - 6.13 show the behavior of Fsy(x,t,v) for the same traffic in-
tensity p = 0.822 and for the same initial buffer content v, but for different net input
rates.
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P{V <z,J=j}

J= J=2 |Jj= J= J=29
0 0.0650 | 0.0463 | 0.1456 | O 0
0.5 0.0775 | 0.0550 | 0.1597 | 0.0211 | 0.0188
1 0.0903 | 0.0644 | 0.1729 | 0.0422 | 0.0371
1.5 0.1023 | 0.0734 | 0.1849 | 0.0620 | 0.0540
2 0.1132 | 0.0816 | 0.1955 | 0.0799 | 0.0691
2.5 0.1229 | 0.0889 | 0.2049 | 0.0958 | 0.0825
3 0.1315 | 0.0954 | 0.2132 | 0.1098 | 0.0944
3.5 0.1392 | 0.1012 | 0.2206 | 0.1220 | 0.1049
10 0.1828 | 0.1352 | 0.2636 | 0.1925 | 0.1678
10.5 0.1842 | 0.1362 | 0.2647 | 0.1944 | 0.1695
11 0.1855 | 0.1370 | 0.2657 | 0.1961 | 0.1710
11.5 0.1865 | 0.1377 | 0.2666 | 0.1975 | 0.1723
18 0.19391 | 0.14252 | 0.27274 | 0.20739 | 0.18131
18.5 0.19395 | 0.14256 | 0.27278 | 0.20746 | 0.18137
19 0.19399 | 0.14259 | 0.27282 | 0.20753 | 0.18143
19.5 0.19403 | 0.14262 | 0.27285 | 0.20758 | 0.18148
20 0.19406 | 0.14264 | 0.27288 | 0.20763 | 0.18152
stationary| 0.19428 | 0.14281 | 0.27309 | 0.20797 | 0.18183
proba-
bility
Ty

Table 6.7: The steady-state distribution functions values for the hypo-exponential case
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P{Vi Sz:J&=Q|X1 =5:V[l=8}
steady state

01
0oaf
f=4
(1] 3

004F =12

002

Figure 6.9: The time-dependent distribution function Fio(z,t,8) for different values of ¢,
p = 0.8577, the net input rates: r; = —2,r = —1.25,r3 = —4,ry, = 1.5,r5 = 3.5.

T F52(l’, 1,5) F52(ZE, 2, 5) F52(CL’,3,5) F52(ZL‘,6, 5) P{V S xZ, J = 2}

0 0 9.7e-08 0.00368 0.02353 0.04151
0610 2.5e-05 0.00614 0.02938 0.05069
1 0 0.00013 0.00822 0.03368 0.05737
1.6 | 0 0.00061 0.01196 0.04013 0.06708
2 0 0.00131 0.01488 0.04432 0.07311
2610 0.00318 0.01986 0.05040 0.08138

3 0 0.00510 0.02355 0.05433 0.08637
3.6 | 5.0e-09 0.00912 0.02962 0.06008 0.09314
4 6.0e-08 0.01256 0.03398 0.06383 0.09721
4.6 | 0.00010 0.01877 0.04093 0.06936 0.10271
> 0.00051 0.02365 0.04580 0.07299 0.10601
5.6 | 0.00213 0.03208 0.05337 0.07838 0.11046

Table 6.8: The values of Fsa(z,t,4) and the steady-state distribution function in figure 6.9
on some values of
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PV <, & =1%; =5, Vo =4

steady state

Figure 6.10: The time-dependent distribution function Fsy(x,t,4) for different values of ¢,
p = 0.8577, the net input rates: r; = —2,r = —1.25,r3 = —4,ry, = 1.5,r5 = 3.5.

T F52(ZE,]_,5) F52(l'72,5) F52(ZE, 3,5) F52([E,6,5) P{V SZE,JZQ}

0 6.0e-8 0.01213 0.02945 0.04001 0.04151
0.6 | 0.00010 0.01851 0.03752 0.04902 0.05069
1 0.00051 0.02352 0.04335 0.05559 0.05737
1.6 | 0.00213 0.03205 0.05207 0.06518 0.06708
2 0.00408 0.03831 0.05776 0.07117 0.07311
2.6 | 0.00926 0.04838 0.06615 0.07945 0.08138
3 0.01606 0.05545 0.07166 0.08451 0.08637
3.6 | 0.03243 0.06646 0.07983 0.09145 0.09314
4 0.04628 0.07398 0.08519 0.09568 0.09721
4.6 | 0.06978 0.08537 0.09310 0.10149 0.10271
5 0.09478 0.09663 0.09824 0.10504 0.10601
5.6 | 0.11123 0.10391 0.10571 0.10994 0.11046

Table 6.9: The values of Fsa(z,t,4) and the steady-state distribution function in figure
6.10 on some values of =
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Figure 6.11: The time-dependent distribution function Fsq(z,t,5) for different values of ¢,
p = 0.822, the net input rates: r, = —2,79 = —1.25,r3 = —4,r4 = 1.5,r5 = 3.5.

T F52(l’, 1,5) F52(ZE, 2, 5) F52(CL’,3,5) F52(ZL‘,6, 5) P{V S xZ, J = 2}

0 0 0.00501 0.02121 0.03612 0.04151
060 0.00908 0.02791 0.04440 0.05069
1 6.0e-008 0.01254 0.03282 0.05045 0.05737
1.6 | 0.00010 0.01876 0.04037 0.05933 0.06708
2 0.00051 0.02365 0.04548 0.06492 0.07311
2.6 | 0.00213 0.03208 0.05325 0.07272 0.08138
3 0.00408 0.03832 0.05850 0.07754 0.08637
3.6 | 0.00926 0.04838 0.06649 0.08425 0.09314
4 0.01606 0.05545 0.07185 0.08841 0.09721
4.6 | 0.03243 0.06646 0.07989 0.09422 0.10271
> 0.04628 0.07398 0.08544 0.09784 0.10601
5.6 | 0.06979 0.08537 0.09341 0.10293 0.11046

Table 6.10: The values of Fio(z,t,5) and the steady-state distribution function in figure
6.11 on some values of =
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Figure 6.12: The time-dependent distribution function Fsy(x,t,5) for different values of ¢,
p = 0.822, the net input rates: r, = —1.61,7, = —1.36,r3 = —4.11,r4, = 1.38,r5 = 3.38.

T F52(ZE,]_,5) F52(l'72,5) F52(ZE, 3,5) F52([E,6,5) P{V SZE,JZQ}

0 0 0.00571 0.02166 0.03657 0.04296
060 0.00988 0.02837 0.04517 0.05272
1 9.0e-007 0.01336 0.03325 0.05138 0.05974
1.6 | 0.00018 0.01950 0.04074 0.06041 0.06984
2 0.00069 0.02409 0.04580 0.06605 0.07605
2.6 | 0.00249 0.03208 0.05350 0.07387 0.08449
3 0.00452 0.03816 0.05871 0.07868 0.08955
3.6 | 0.00884 0.04809 0.06665 0.08535 0.09636
4 0.01538 0.05514 0.07200 0.08948 0.10042
4.6 | 0.03247 0.06624 0.08007 0.09523 0.10586
5 0.04711 0.07390 0.08544 0.09882 0.10910
5.6 | 0.07195 0.08562 0.09341 0.10387 0.11345

Table 6.11: The values of Fiq(z,t,5) and the steady-state distribution function in figure
6.12 on some values of
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Figure 6.13: The time-dependent distribution function Fss(z,t,5) for different values of ¢,
p = 0.822, the net input rates: r, = —2.16,ry = —1.41,r3 = —3.66,r4, = 1.33,r5 = 3.33.

T F52(l’, 1,5) F52(ZE, 2, 5) F52(CL’,3,5) F52(ZL‘,6, 5) P{V S xZ, J = 2}

0 0 0.00357 0.02078 0.03825 0.04635
0.6 | 4.0e-010 0.00756 0.02801 0.04738 0.05692
1 9.1e-009 0.01119 0.03590 0.05390 0.06442
1.6 | 1.3e-005 0.01808 0.04402 0.06331 0.07510
2 0.00021 0.02363 0.04955 0.06915 0.08158
2.6 | 0.00157 0.03313 0.05799 0.07720 0.09029
3 0.00355 0.04007 0.06370 0.08213 0.09544
3.6 | 0.01013 0.05110 0.07232 0.08892 0.10226
4 0.01684 0.05877 0.07807 0.09310 0.10627
4.6 | 0.03705 0.07058 0.08377 0.09892 0.11157
> 0.05187 0.07854 0.08939 0.10253 0.11467
5.6 | 0.07629 0.09039 0.09762 0.10757 0.11876

Table 6.12: The values of Fiq(z,t,5) and the steady-state distribution function in figure
6.13 on some values of
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A.1 Cauchy’s Integral Formula

Theorem A.1.1 (Cauchy’s integral formula)
Let f be an analytic function on a open set €2, an let v be any circuit which is homo-
morphic to a point in 2. Then for any point z in €} which is not on the graph of v we

have fuw
() = o [ (A1)

where n(v, z) is called the winding number of -y with respect to z.

We refer to Apostol [5] for the definition of n(v, z). If v(¢) has domain [a, b], then n(~, z)
gives us the number of times the point 7(¢) winds around the point z as ¢ varies over the
interval [a,b]. For example, if v is a positively oriented circle given by v(6) = z + re®,
where 0 < 6 < 27, then the winding number is 1. For the proof see also [5].

A.2 Some Limit Theorems

Theorem A.2.1 (Abel’s theorem for power series)
If Yy a,r™ converges for |r| < 1 and lim,,_., a, = a, then

oo
lim(1 — ) a,r" =
rTl Z "

n=0

Proof. See Feller [26].

Theorem A.2.2 (Abel’s theorem for Laplace transforms)
If [[°a(t)dt is convergent then [;e~%a(t)dt is uniformly convergent for Re(¢) > 0

and
o

o 1
lim e Pa(t)dt = / a(t)dt, |arg(¢p)| <0< 5T
0

»—0 0
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If [7 a(t)dt is convergent for Re(¢) > 0 and a(t) has a limit for ¢t — oo then

1
lim a(t) = lim gb/ ydt, larg(¢)| <0 < 5T

t—o0 ¢—0

Proof. See Doetsch [25].

A.3 Some inversion formulas

The following inversion formula can be found from Widder[43], page 69.

Lemma A.3.1
Let F' be the distribution function of a non-negative random variable with Laplace-
Stieltjes transform f*(¢). Then for x > 0,

Flz+)+ F(z—) 1 [
5 = 2_7”/(:@00 " —f*(¢)dp, ¢>0. (A.2)

For rational Laplace-Stieltjes transforms, we refer to Bateman & Erdelyi [11] for the

inversion formula. Let - 0()
_ — gt AN
o) = [ = 55,

where
P(¢) = (¢ —a)™ (¢ —az)™ - (¢ — an)™
and Q(¢) is a polynomial of degree my +mgy + - -+ +m,, or less, a; # a; for i # j. Then the

inverse is given by
tmk 1 Cth

- (bk Qg
ZZ ﬂ»fk—z W= 1] (4.3)

with
0 Qo)
6 =55 (7))
and
Pr(¢) = %

A.4 Characteristics of the zeros of a function

Information on the location of zeros of a function is needed in order to get a unique
Wiener-Hopf factorization(see subsection 2.3).

Theorem A.4.1 (Rouché’s Theorem)
Let f and g be analytic in D and let vy be a simply closed path which is null homologous
in D and which satisfies

1£(C) = 9] < lg(Q)] forall ¢er.

Then f and g have the same number of zeros inside 7.
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Proof. See Apostol [5].

For the queueing systems in chapters 4-6, the functions we consider are actually the
determinants of certain polynomial matrices. The generalization of Rouché’s theorem for
those determinants is given in de Smit [21].

Theorem A.4.2 (Generalization of Rouché’s Theorem)

Let A(¢) = (a;;(¢)) and B(¢) = (b;j(¢)) be complex n x n—matrices, where B(¢) is
diagonal. The elements a;; and b;;,1 < ¢ < n,1 < j < n, are meromorphic functions in
a simply connected region S in which T is the set of all poles of these functions. C' is
a rectifiable closed Jordan curve in S — T. NA[Nayg]| is the number of zeros inside C of
det B(¢)[det(A(¢) +B(¢))] and Pa[Pa+s] is the number of poles inside C'(poles and zeros
of higher order are counted according to this order). If

(1) |bii(9)] > Z?:l |aij(¢)| on C foralli=1,---,n

or
(i) A(¢) is decomposable on C" and |bi(¢)| > >77_, lai;(#)| on C,
for alli =1,--- 'n with strict inequality for at least one 1,
then on C'
det(A(6) + B(6)) # 0,
det B(¢) # 0,
and

NayB — PayB = N — PB.

A.5 Some results from the Theory of Matrices

The following lemma concerns the inverse of a simple constant matrix. An N x N-
dimensional matrix A is called a simple matrix if it has IV eigenvalues which are all distinct.

Lemma A.5.1
Let Ay be a simple N x N-dimensional matrix. Let x',x2,...,x" be the right eigenvec-
tors corresponding to eigenvalues ay, as, . .. ,ay. If x; ' denotes the i-th row of the matrix

X = (x'x?.. .XN)_l
then the inverse of matrix ¢I — A, where ¢ is a complex number, is given by
N =1

(61 — Ag)~! = Z ((/};i{lai)'

Proof. Lety’ i=1,2,--- n be the left eigenvectors of Ag. Let
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and
U = diag(aq, az, . . ., a,).

Then
AyX = XU and Y'A, = UY"

Since A is simple, then X is nonsingular . Hence,
XA, =UX"1. (A.4)

It follows that the rows of X! are the left eigenvectors of Ag. Hence, Y can be chosen so
that Yt = X! or

1t
y
2t

yx=|" x'x?...x"] =1

y
or
it ..
y'x)=4;, 4,7=12,...,n.
Define for ¢ = 1,2, ..., n the constituent matrices

G; = x'y;

where y! denotes the i-th row of the matrix Y*. According to these relations, we see that
the constituent matrices have the following properties;

LY" G =1

2. GG, =0, i#£j ij=12....n
3.G2=G,, i=12,...,n

Now, from (A.4) we have

(61— A¢) = (61 -XUY)

alYﬁ
t
a
— |ar— 2 x|
anyl

Define

n
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Then by the properties of G,

n n

(61— Ag)B = ZZ

i=1 [=1

G Gy = ic;f ~1
=1

We can conclude that

= (oL — Ag)™

n Gl
B = ; pa—
n

In chapter 6 we need to invert some matriz polynomials or sometimes known as ¢-
matrices of degree [,1 > 2 of the form

A(g) =) ¢'A, (A.5)
i=0
where Ay, Ay, - -+, A;are N x N-matrices of complex numbers independent of ¢. If A; = I,

the N x N-identity matrix, then the matrix polynomial is said to be monic, and (A.5)

becomes
-1

A(p) = ¢TIy + Z P'A. (A.6)
i=0
The complex number ¢y is called an eigenvalue of the monic matrix polynomial A(¢) of
form (A.6) if there are N-dimensional vectors xg,x1, -+ , Xy, for some k& > 0 with x¢ # 0,
so that for ¢ =0,1,--- |k,

i

1

HA(p)(fﬁo)Xi—p =0, (A.7)

p=0
where A®)(¢) denotes the pth derivative of A(¢) with respect to ¢. The sequence of
vectors Xg, X1, - - - , Xy 18 called a Jordan chain of length k+ 1 of A(¢) corresponding to the
eigenvalue ¢y. The vector xg is called an eigenvector and the subsequent vectors xi, - -- , Xy

are called generalized eigenvectors. The monic polynomial of form (A.6) has exactly NI
eigenvalues when counted with multiplicities. The set

o(A) = {¢o|po is the eigenvalue of A(¢)}

is called the spectrum of A(¢). It is clear that o(A) contains at most [N elements.

For ¢ ¢ o(A), the inverse of the monic matrix polynomial A(¢) in (A.6) can be
expressed in terms of the so called standard triple of A(¢$). The theorem in the following
and some explanations after that will explain the standard triple of A(¢) precisely.

Theorem A.5.1
For every ¢ ¢ o(A),
A7H(¢) = Py(¢Iy — Ca) 'Ry,
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where
0
P, = (Iy0---0), R, = 5 7
0
In
and
Iy 0 0
C,= 0 0 Iy - : 7
: : : : Iy
“Ay —AL Ay o —AL

which is called the (first) companion matrix of A(¢).

Proof. See page 58 of Gohberg[28].

Any three matrices (U, T, V) are said to be admissible for A(¢) if they are of size
N X IN,IN x IN, and [N x N, respectively. Any admissible triple (U, T, V) which is
stmilar to the triple (P1,C4,R;) in Theorem A.5.1 above is said to be a standard triple
for A(¢). The similarity of those triples means that there is a non singular matrix S so
that
U=PS, T=S'C4S, V=S'R,.

The following theorem is a generalization of Theorem A.5.1, in the sense that the inverse
of the monic matrix polynomial A(¢) can be expressed by any standard triple of A(¢).

Theorem A.5.2
If (U, T, V) is a standard triple for A(¢) and ¢ ¢ o(A), then

A7 (¢) =U(¢ly —T)'V. (A.8)

Proof. See [28].

In chapter 6 we use the representation of L(1,¢,7)™! in form of (A.8), where U =
U

uT
E(1,7) and T = diag(y1(1,7),- - ,Ynm(1,7)). The matrix , is nonsingular, and

Ur]g\lfl
the third matrix V can be defined by
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The standard triple (U, T, V) of the monic polynomial matrix (A.5) has the property
(see page 52 of [28] for the proof) that

UTV — 0 ,forz::0,---,l—2,
Iy ,fore=1-1.

A.6 The proof of Lemma 5.3.3

If B and A are n x n-dimensional nonsingular matrices, X is an n X r-dimensional
matrix, R is an r X r-dimensional nonsingular matrix, and Y is an r X n-dimensional
matrix such that

B = A + XRY,
then it is easy to prove(see [33]) that
Bl=A"-AXR '+ YA 'X)'YA ! (A.9)

If we apply this result to the matrix K (1, ¢,n) defined in (5.16), we get
K(1, ¢, =1-D(L,n)X(¢,n) " C(1,n) (A.10)

where
=¢I + (IgnE(L,)Iyg)  Trva(I+nq HE(1,n)Iyz.
The inverse of X(¢,n), by using the same relation, is
1 1

ST— Ty B(L )Ty) Teva(mM(G. ) B(L )Ty

If we substitute this into (A.10) we get

K(1,6.n) " =T — %D(Ln)c(l,n) T— o 'a(n)M(6, 1) " E(L )Ly C(L )]

=I - D(1,7)C(1,7)M(¢,n) ",

and we get (5.24). Since the last N — K columns of C(1,7) are zero, it is clear that
K~!(1,¢,n) is analytic in the left half-plane Re(¢) < 0.
Moreover, from equation (5.8) we get

H '(1,¢,7) = M(¢,n)a 'L} (1, ¢,n)a. (A.11)

Since for i € N i; and Ej satisfy the equation (5.12), then by Condition 5.3.1 and Lemma
A.5.1 we have

N RE-
L7 (1L,gn) =) ——— (A.12)

and if we substitute this into (A.11) we get (5.25).
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A.7 The proof of Lemma 5.4.1
Let _
E(z,n) = (IRNE(zan)INK)_llf{N'

Then by the various definitions,

M(¢,n) — D(2,17)C(z,7)

—¢I+Of( ) — T+ ng " E(z,n)IygE(2z,n)a

E(z, n)Iygdiag(pi(z,m), -+, 1k (2,0)E(z,n)a
(

~ot+atn) - @4 ()

K

—a! Z (2, ) EF (2, n)Ek(z, n)e,

k=1

where Iz is K x K-dimension identity matrix and A is (N — K) x K-dimension matrix
with elements
Ay = (E(z,n)Ivg) ki B (2,7)-
It follows that
Ci(z,m) [M(¢,n) = D(z,7)C(z,n)]

=EBi(z,n)a (61 + a(n) - Ei(z, ) U(Iﬁ 8)

(z,m) Ek (z n)Ek(z n)a (A.13)

Mw

k:

—0E;(z,n)a + E;(z, n)aa(n) — Ei(z,n)a(n) (Ig 8) “

- /I'i(z> U)Ei(za 77)“-

The second and the third term of the last equation in (A.13) will cancel since the last
N — K elements of E;(z,n) are zero. We then can conclude that

Ci(z,n) [M(,n) = D(2,1)C(z,n)] = (¢ — pi(2,1))Ci(2,7m).

A.8 The proof of Lemma 5.5.1

From Lemma 5.3.3 now we have

=

i —1
K (Lo)H " (L6.n) = (M(6.7) = D(Ly)O(Ln) a3 = EE o (A
=1
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and based on this result we will derive the expression for Z*(¢,n,v).
By definition, we have

K™ (1,¢,n7,v) + K (1,0,n,v)
:ZO(¢>777U)K(1 ¢ n,v )_ (K7<1 ¢;77> >_ Kﬁ(lvoanvv))

_70 O(1i,n,v)D*(1,7)Ci(1, 1)
(¢, 0)K(1, 6,7, v) ¢Z =i

9

so that

(K*(1,¢,n,v) + K~ (1,0,n,v)) K(1, ¢, 7,0) " H(L,¢,1)""
=Z"(¢, v v)H(1, ¢, )_1

Mzana (1 U)Cz(l,n)
(bz fbi Qb MZ)

(A.15)

K(1,¢,n,v) "H(L,¢,m)"".
By combining (A.15) with Lemma 5.4.1 and (A.14), we obtain

(K+<]‘7 (b7 777 U) + K7(17 07 ?77 U)) K71<]‘7 ¢7 777 ,U)H71<]‘7 (b7 77)

ElE‘l
_ZO(¢ n,v a IZ !

(A.16)

K

Z°( u 1,0 =
D sV (7)Y oY NG

=1

Z%(ju,n.v) . = EE
L (ul,n)a_lElCl(l,n)a_l —1 o
llzzzl (¢ - ,uh)

Mw

=1

If we substitute (A.16) into (5.42) then we get (5.55).
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A.9 The proof of Lemma 6.3.4

By the definitions of C(1,7) and D(1,7) we have for Re(n) > 0,

C(1,7)D(1,n)
:S(la n)_ICOD(la 77)

=S(1,1) 7 Co (M3 (1, 7). B! (1,m) -+ M3, (1), ) ER"(1,1))
where the (7, j)th element of

M(WI(L 77)7 n)El(lv 77) e M(Wf(m(L 77)7 n)EKmU*? 77)

is equal

H 7j 1 77 +051k ))EZ]<1777)7

k=1
so that

Co (M(1(1,m), ! (L7) -+ M3 (1,m), ES"(1,1))
=S(1,n)y(1,n) + a(n)S(1,7),
where
;7<17 77) = dlag(VI(L 77)7 e 771_(m(17 77))

and

a(n) = diag(aii(n), aa1(n), - -+ s ag1(n), ar2(n), -+ g (), s Arm(n))-
It follows that
X(¢,m) = oL —7(n) + C(1,7)D(1,7)
= oL —S(1,7)'S(1,n)7(1,n) + S(1,7)'S(1,n)7(1, 1)
+S(1,m) a(n)S(1,1)
= oL+ S(1,m)'a(n)S(1,7),

and
X(¢,n) "t =8S(1,n) (¢TI +a(n)) 'S(1,n), (A.17)

and it proves the lemma.
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A.10 Analyticity of Z(1,¢,n,v) at ¢ = ~;(n) for i =
1,---,Km
We see that for [ =1,2,---, Km,

lim (¢ —(1,7))Z(L, ¢, n,0)

Cb_)'Yl (1777)

=Z°((1, ), 1, v)M( (L), mE (n)Yi(n)

~u(t Y EED IR X110, )L M (1))

:ZO(’W(L 77)?77 U)M(%(lv 77)7 n)El(n)Yl (77)
SRIDS ZO(”Z’“’Z?Q’;’;DZ“’") 1X ! (0(1,m), m)C(L, D' (1, ) Ya ()
-El(n)Yz(n),

using D(1,7) = M(v(1,7),n)E!(n). Eliminating C(1,7)D!(1,7n) using (6.31) we obtain
for Re(n) > 0,

lim (¢ —(1,n)Z(1,¢,n,v)

o=y (1,m)
=Z°(m(1,m),n, v)M(%(1, n),n)E (n)Y,(1,7)
K 70(5(1,m), 5, 0)Di(1, _1
—71(1,77); (7( 33(177’77)) ( 77) 1iX (71(1a77)v77>
(C(Lm)D! (L) + (L) — (L)) V() (A.18)
=Z°((1,m),m,v)M(%(1,7),n)E (n)Y(n)

— (L n) Zl 2 (%(1’23(’1””;]))])1(1’ ) 1,17 Yi(n)

=0

or Z(1,¢,n,v) has no poles at v(1,n) for l =1,2,..., Km.
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Summary

In this thesis we study the time-dependent behavior of queueing systems. The study is
focused on the queueing systems:

1. the GI/G/1 system,
2. the GI/H,,/s system,

3. the Markovian Fluid Flow Model, the fluid flow model that is modulated by a Markov
process,

4. the Semi-Markovian Fluid Flow Model, a generalization of the Markovian Fluid Flow
Model.

In general, the time-dependent behavior of queueing systems is much influenced by the
initial server(s)’s work load. This leads us to consider the queueing systems with non-zero
initial server(s)’s work load. In the GI/G/1 system and the GI/H,,/s system this means
that in the beginning there exist a number of (special) customers to serve. In the last two
systems, initially the buffer has non-zero content.

The technique that is used to analyze the behavior of the queueing systems studied in
this thesis is based on the Wiener-Hopf factorization. A brief discussion on the Wiener-
Hopf factorization is given in chapter 2, where we also give the conditions on the existence
of uniqueness of the factorization. In this chapter we also give some preliminaries that we
need for the analysis in the rest chapters.

The first major step in the analysis is the derivation of the (system of) transformed
Wiener-Hopf equation(s). Wiener-Hopf factorization is then applied to its symbol. Since
the queueing systems we consider have a non-zero initial working load, the Wiener-Hopf
factorization should be followed by a decomposition on a certain (matrix) function. The
Wiener-Hopf factorization and the decomposition yields a (formal) solution of the (system
of) equation(s).

If the stability condition is fulfilled, then the steady-state distributions of interest can be
determined by applying Abel’s limit theorem to the solution of the (system of) equation(s).

In chapter 3 we study the system GI/G/1 with non-zero initial number of customers.
We get the explicit factorizations for two special systems, the systems GI/K,/1 and
K,,/G/1. These results give explicit expressions for the Lapace-Stieltjes transform of ac-
tual waiting times and virtual waiting times. Then, by applying a contour integration, we
get the expectation of number of customers at arrival epochs and in continuous times as
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well. At the end of this chapter we give numerical results to illustrate the behavior of the
system as it tends to the steady-state.

In chapter 4 we study the system GI/H,,/s with non-zero initial number of customers.
As in chapter 3, the Wiener-Hopf factorization gives explicit expressions for the Lapace-
Stieltjes transform of actual waiting times and virtual waiting times. Then, the distribu-
tions of the queue length and the number of customers in the system are derived, both at
arrival epochs and in continuous time. At the end of this chapter we again give numerical
results.

In chapter 5 we study the Markovian Fluid Flow Model, the fluid flow model in which
the rate of data that flow into the buffer depends on the state of a Markov process. The
Wiener-Hopf factorization gives us an explicit expression for the Laplace-Stieltjes transform
of buffer content at transition epochs of the underlying Markov process. From this we can
derive the distribution of the buffer content in continuous times. We conclude this chapter
with some numerical results.

In chapter 6 we study a generalization of the model of chapter 5. The times be-
tween transitions of the underlying Markov process are not assumed to be exponentially
distributed anymore but are assumed to be either hyper-exponentially distributed or hypo-
exponentially distributed. With this assumption, the symbol of Wiener-Hopf-type equa-
tions is still a rational matrix in ¢, and each element of this matrix has only simple poles.
This matrix can be factorized by the Wiener-Hopf factorization technique as we apply in
chapter 5. We have obtained the distribution of the buffer content and the corresponding
numerical results.



Ringkasan

Thesis ini membahas perilaku pada waktu tertentu(time-dependent behavior) dan per-
ilaku pada keadaan steady state dari beberapa sistem antrian. Pembahasan perilaku-
perilaku tersebut difokuskan pada sistem-sistem antrian:

1. Sistem antrian GI/G/1,
2. Sistem antrian GI/H,,/s,

3. Markovian Fluid Flow Models, yaitu model-model fluid flow yang berlandaskan pada
suatu proses Markov,

4. Semi-Markovian Fluid Flow Models, yang merupakan perumuman dari Markovian
Fluid Flow Models.

Secara umum, perilaku suatu sistem antrian pada suatu selang waktu yang terbatas
akan sangat dipengaruhi oleh keadaan awal sistem antrian tersebut: apakah pada keadaaan
awal (para) pelayan yang ada sedang sibuk melayani (para) pelanggan atau tidak. Lan-
dasan pikiran ini mendorong kita untuk memandang sistem-sistem antrian di atas dengan
beban kerja dari (para) pelayan pada awal pengamatan yang tidak nol. Ini berarti dalam
dua sistem antrian pertama, sistem GI//G/1 dan GI/H,,/s, pada awal pengamatan ter-
dapat sejumlah pelanggan dalam antrian. Sedangkan pada dua sistem terakhir, hal ini
berarti pada awal pengamatan kita mempunyai buffer yang berisi.

Teknik yang dipakai untuk menentukan perilaku antrian - antrian yang dibahas dalam
thesis ini adalah suatu teknik berdasarkan faktorisasi Wiener-Hopf. Penjelasan tentang
faktorisasi Wiener-Hopf kami berikan di bab 2, di mana pada bab tersebut kami juga
membahas kondisi-kondisi agar eksistensi dari ketunggalan faktorisasi Wiener-Hopf ini di-
jamin. Di bab yang sama kami juga menampilkan penjelasan singkat tentang beberapa
teori dasar yang dipakai dalam menganalisa sistem-sistem antrian yang dibahas di thesis
ini.

Jika kondisi kestabilan dipenuhi, maka distribusi-distribusi peluang yang menjadi per-
hatian pada keadaan steady state dapat diturunkan dengan cara menerapkan teorema limit
Abel pada solusi dari sistem persamaan Wiener-Hopf. Hasilnya kemudian kita inversi se-
cara analitik unutk mendapatkan distribusi yang kita inginkan.

Untuk sistem-sistem antrian di thesis ini, transformasi Laplace-Stieltjes ganda yang
terturunkan merupakan fungsi rasional terhadap salah satu peubahnya. Hal ini memu-
ngkinkan kita melakukan inversi secara analitik untuk mendapatkan transformasi Laplace-
Stieltjes tunggal. Pada transformasi tunggal inilah, yang tidak lagi berupa fungsi rasional,
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kita dapat melakukan inversi secara numerik untuk melihat kelakuan sistem antrian pada
saat - saat tertentu.

Di bab 3 dibahas sistem antrian GI/G/1 dengan jumlah pelanggan pada saat awal tidak
sama dengan nol. Kita dapatkan faktor-factor eksplisit untuk dua kasus khusus sistem
ini, yaitu sistem-sistem GI/K, /1 dan K,,/G/1. Hasil ini memberikan ekspresi eksplisit
transformasi Laplace-Stieltjes dari distribusi waktu tunggu sebenarnya juga waktu tunggu
virtual. Sesudah itu, dengan teknik integral garis kita dapatkan ekspektasi dari jumlah
pelanggan pada sistem pada titik-titik kedatangan pelanggan dan untuk waktu-waktu yang
kontinu. Di akhir bab ditampilkan hasil perhitungan numerik untuk memberikan ilustrasi
tentang kelakuan sistem mulai awal pengamatan sampai dicapai keadaan steady state.

Di bab 4 dibahas sistem antrian GI/H,,/s dengan jumlah pelanggan pada awal penga-
matan tidak sama dengan nol. Dengan menerapkan teknik faktorisasi Wiener-Hopf yang
dilengkapi kita dapatkan ekspresi eksplisit transformasi Laplace-Stieltjes dari distribusi
waktu tunggu sebenarnya juga waktu tunggu virtual. Sesudah itu, diturunkan distribusi
dari panjang antrian juga banyaknya pelanggan pada sistem, keduanya dilihat pada titik-
titik kedatangan pelanggan juga untuk waktu yang kontinu. Di akhir bab ditampilkan
hasil perhitungan numerik untuk memberikan ilustrasi tentang kelakuan sistem mulai awal
pengamatan sampai dicapai keadaan steady state.

Bab 5 berisi pembahasan tentang Markovian Fluid Flow Model, yaitu model fluid flow
dimana aliran data yang masuk ke dalam buffer berdasarkan pada keadaan dari suatu
proses Markov. Penerapan teknik faktorisasi Wiener-Hopf yang dilengkapi menghasilkan
ekspresi eksplisit transformasi Laplace-Stieltjes dari isi buffer pada titik-titik transisi proses
Markov yang mendasari proses aliran data. Dari hasil ini kita juga bisa mendapatkan
distribusi untuk isi buffer pada waktu yang kontinu. Hasil perhitungan numerik diberikan
di akhir bab untuk memberi ilustrasi tentang distribusi peluang dari isi buffer mulai saat
awal sistem berjalan sampai keadaan steady state dicapai.

Bab 6 mempelajari perumuman dari model di bab 5. Di bab ini, waktu antar transisi
dari proses Markov yang mendasari aliran data yang masuk ke buffer tidak lagi diasumsikan
berdistribusi eksponensial, tetapi dibuat/diasumsikan memiliki distribusi hyper-exponential
atau hypo-exponential. Dengan asumsi ini, matriks dari simbol Wiener-Hopf masih meru-
pakan matriks rasional dengan elemen-elemen yang mempunyai pole yang berorde satu.
Karena itu, teknik faktorisasi dan dekomposisi seperti di bab 5 masih bisa digunakan un-
tuk menyelesaikan sistem persamaan Wiener-Hopf dari model di bab ini. Distribusi dari
isi buffer didapatkan dengan teknik ini, dan hasil numerik untuk distribusi ini diberikan di

akhir bab.
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