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ABSTRACT

This work introduces the use of co-clustering for hyperspec-
tral image analysis. Co-clustering is able to simultaneously
group samples (rows) and spectral bands (columns). This re-
sults in blocks, which do not only share spectral information
(classical one way clustering) but also share sample informa-
tion. Here, we propose using a co-clustering algorithm based
on Information Theory -the optimal co-clustering is obtain-
ing minimizing the loss of information between the original
and the co-clustered images. A hyperspectral image (160000
samples and 40 bands) is used to illustrate this study. This im-
age was clustered into 150 groups (50 groups of samples and
3 spectral groups). After that, blocks of the spectral groups
was independently classified to assess the effectiveness of
the co-clustering approach for hyperspectral band selection
applications. Furthermore, the results were also compared
with state-of-art methods based on morphological profiles,
and the covariance matrix of the original hyperspectral im-
age. Good results were achieved, showing the effectiveness
of the Co-clustering approach for hyperspectral images in
spatial-spectral classification and band selection applications.

Index Terms— Co-clustering, hyperspectral images, k-
means, Information Theory, band selection.

1. INTRODUCTION

Clustering methods are a fundamental tool in data analysis as
they allow the exploration of complex datasets in an unsuper-
vised fashion. Clustering groups the data according to their
similarity. Different similarity criteria (or distance metrics)
can be found in literature [1]. This is reflected in the vast
amount of clustering literature. In this work, we focus on the
use of information learning measures. In particular on the use
of the I-divergence, a general case of the Kullback-Leibler
divergence. Most clustering works are based on the use of
Euclidean distance [2] and the use of Information Theory has,
thus far, received less attention [3]. Clustering methods are
often applied to assist with classification [4], regression [5]
and feature extraction [6] tasks. For instance, clustering is
used as a pre-processing step for Probabilistic Cluster Kernel
applications [7]. Till now, most clustering applications are
one way; this is, the similarity metric is computed along one
dimension (samples or features). This can cause sub-optimal

groupings because the clustering does not take into account
the second dimension. Co-clustering algorithms fix this issue
and consider both samples and features when performing the
grouping of the data. In other words, co-clustering is able
to find blocks of similar data in a matrix by simultaneously
considering information along the rows and columns. Nowa-
days Co-clustering is increasingly used in several disciplines:
seeks local pattern of genes expressions [8] or the relation
between texts and documents [9]. However, to the best of
our knowledge no co-clustering algorithms have been used
for remote sensing applications despite the increasing inter-
est in studying spectral and spatial relationships. This paper
presents a first application of Co-clustering to analyze hyper-
spectral images.

The rest of the paper is outlined as follows. Section 2
reviews the co-cluster methodology. Section 3 presents the
dataset used, the experimental results and its discussion. Fi-
nally, Section 4 concludes this paper.

2. I DIVERGENCE CO-CLUSTERING ALGORITHM

Co-clustering, also called Bi-clustering is a clustering method
that is composed of generating block of rows and columns
of the data taking into account the value of approximation
error which is measure by a loss function. In the case of
the Information Theory Co-Cluster (ITCC) the loss func-
tion is the I-divergence function [10]. The method consists
of minimizing the distance between a matrix approximation
(X̂ ∈ Rm×n) from the original data matrix (X ∈ Rm×n).
The matrix approximation is obtained:

X̂ =
E[X|Û , V̂ ]× E[X|U ]× E[X|V ]

E[X|Û ]× E[X|V̂ ]
, (1)

where E[ ] is the expected value, U and V are the random
initialization groups and Û and V̂ are the groups after co-
clustering update. To obtain the approximation matrix, one
must first row cluster clusters assign and after that assign the
column clusters. Both steps are realized by means of decom-
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Algorithm 1 Information Theory Co-clustering algorithm

Require: X ∈ Rm×n: data matrix, k: num. of row clusters, l:
num. of column clusters.

Ensure: R ∈ {0, 1}m×k: Row cluster membership matrix C ∈
{0, 1}n×l: Column cluster membership matrix.
1-R and C matrix← Randomly initialization
2-Calculate dr = (X̂const)∗ X̂ ′variable− (X)∗ log(X̂ ′variable)
using eq. 3
3-Update row clusters: R∗ = arg min dr
4-Calculate dc = (X̂const) ∗ X̂ ′variable− (X) ∗ log(X̂ ′variable)
using eq. 4
5-Update column clusters: C∗ = arg min dc
6-Update data matrix eq. 1

posing the reconstructed matrix in a product of matrix:

X̂ = X̂const × X̂variable, (2)

where X̂const is a constant factor to update rows (columns)
and X̂variable depends on grouping of the rows (columns),
where in the row case:

X̂const =
E[X|U ]× E[X|V ]

E[X|Û ]
, X̂variable =

E[X|ÛV ]

E[X|V̂ ]
(3)

whereas column case:

X̂const =
E[X|U ]× E[X|V ]

E[X|V̂ ]
, X̂variable =

E[X|UV̂ ]

E[X|Û ]
(4)

The application of this methods requires the calculation
of the joint probability distribution between the rows and
columns of the input matrix or that the data is treated as a co-
occurrence matrix. The latter case is assumed here by build-
ing a matrix whose rows represent pixels and whose columns
are the spectral bands. This matrix is co-clustered using not
only the information of the block to update the co-clusters,
but also the information of the complete rows/columns of the
block.For more information of the ITCC algorithm, see [10]
and Algorithm 1.

3. EXPERIMENTAL RESULTS

3.1. Data

The image selected to apply the co-clustering was acquired by
the DAIS7915 sensor which has four spectrometers used 80
spectral bands over the city of Pavia (Italy). Taking into ac-
count the previous studies of the image [11] we have used 40
collected by two of four spectrometers. One of them used 32
bands whose spectral range is between [496, 1035] nm with a
spectral resolution of 17 nm and the second used 8 bands in
the range 1539−1756 nm with a spectral resolution of 27 nm.

Fig. 1. RGB composite (left) and ground truth (right) of Pavia
image.

The Pavia image has 5 meters of spatial resolution and con-
tains 9 urban classes: water, trees, asphalt, parking, bitumen,
roofs, meadows, soil and shadows. Figure 1 shows the Pavia
RGB composite and the ground truth map.

3.2. Methodology

We applied ITCC method to Pavia image using 50 row clus-
ters and 5 column clusters. The spectral clusters were in-
dependently used to obtain classification maps by means of
K-means clustering. We compared the classification results
obtained by co-clustering with spectral spatial classification
methods based on morphological profiles. For this, we ex-
tracted the Extended Morphological Profile (EMP) of the
three first principal components of the original hyperspectral
data [12]. Next, we applied K-means clustering to original
data (Spectral), the EMP and the combination of the both
(EMP-spectral). The accuracy of these classifications was
assessed with the available ground truth (7456 samples). We
also compared the co-cluster result with the covariance ma-
trix. Note that the covariance matrix provides the variance
(diagonal elements) or covariance (off-diagonal elements)
for the bands of the data, i.e. a dispersion measure between
bands and as such, the covariance matrix shows the relation
between bands.

3.3. Results and discussion

Figure 2[left] shows the data matrix ordered by the groups
obtained by the co-clustering using k = 50 and l = 5. In the
column case, first group contains the Visual and a fraction
of Near Infrared (1539 − 1756 nm) ranges whereas the other
Near infrared fraction (717 − 1035 nm) has been divided
in two groups (Fig. 2[right]). Noteworthy, the first group
joins the spectral ranges that are distant in terms of Euclidian
distance but that, nonetheless have a similar information con-
tent. Also important to notice that the co-clustering yielded
3 instead of 5 spectral groups. This is because the algorithm
self-tunes the number of groups according to the information
available in the image.
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Fig. 2. Co-clustering results of Pavia image with k = 50 and
l = 5 (top) and the spectrum of 9 classes of Pavia image along
the column groups obtained by the co-cluster (bottom).

Figure 3 show the covariance matrix of the original data
in which it is possible distinguish 3 groups as in the co-
clustering case. The covariance matrix, in contrast to co-
clustering, ignores the spatial information of the original data
generating different groupings. Note that the groups gener-
ated by the covariance matrix are those expected by means
of Euclidean distance. This is due to the relation between
covariance and Euclidean distance.

To benchmark the classification and band selection skills
of our spatial-spectral co-clustering algorithm, we compared
our results with that obtained by the EMP and its combination
with the spectral data. We applied a K-means clustering us-
ing 9 clusters to the original data matrix (spectral case), EMP,
the combination of EMP and spectral data, and the data ma-
trix using the bands join by the column cluster results (Fig.
2[right]). The classification maps are shown in Figure 4 along
with the average of Overall accuracy (OA) and kappa index
value of 10 realizations for all experiments. To assess the
cluster method [7], we took into account the label data avail-

Fig. 3. Covariance matrix from the Pavia image.

able of the Pavia image. In this experiment, the proposed
method improves not only the accuracy but also the kappa
value index obtained by the previous methods (spectral, EMP
and EMP-spectral) and the others groups of bands obtained
by co-clustering method. The results suggest that the co-
clustering method and the distance based on Information The-
ory constitute a alternative to standard spatial-spectral combi-
nations methods and distance measures based on Euclidean
distances.

4. CONCLUSIONS

This paper presents the use of co-clustering methods to simul-
taneously exploit the spectral and spatial information present
in hyperspectral images. The two main objectives of this work
were to study: 1) the possibilities of co-clustering to evaluate
informative blocks with the best spatial-spectral information;
2) whether the spectral clusters obtained by co-clustering are
a good option to reduce the dimensionality (by means of band
selection). Good results were obtained in the classification
task by means of K-means clustering, where the combina-
tion of Visible and the high Near Infrared wavelengths ob-
tained by co-clustering method performs better than previous
spectral-spatial combination methods based on morphologi-
cal profiles. This suggests that our information theory based
co-clustering is a good tool to select bands for classification
tasks in hyperspectral images.
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