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Abstract. In this paper, we describe an implemented system for
emotion-referring dialogue. An agent can engage in emotion-referring
dialogue if it first has a model of its own emotions, and secondly has
a way of talking about them. We build this facility on to the virtual
humans in the MRE project, building upon the existing emotion and
dialogue facilities of these agents.

1 Introduction

It is widely recognized that in order to make agents more human-like, the use
of emotions is essential. Although some work has been done in giving agents
emotions and having those emotions influence the agent’s behavior and dialogue,
few systems offer the agents a chance to actually talk about their emotions, to
say they are sad for example. We call this emotion-referring dialogue.

In this paper, we present a first step towards emotion-referring dialogue.
As a vehicle, we use the Mission Rehearsal Exercise (MRE) immersive learning
environment. MRE features virtual humans, autonomous agents the user can
enter into conversation with [5]. The virtual humans possess a deep process
model of emotion, EMA, that not only derives a current emotional state, but
represents an “explanation” of how the emotion arose from features of the social
and physical environment and an agent’s beliefs, desires and intentions [1] [4].
Till now, an agent’s emotions could be conveyed non-verbally by gestures, body
language and facial expressions and also influence both the interpretation and
generation of dialog. However, the agent could not explicitly communicate its
emotional state or respond to questions about it. We show how emotions are
made explicit by implementing a question-answering capability, enabling the
agent to verbally express his feelings when confronted with questions like “How
do you feel?” and “Why are you mad, it’s such a lovely day?”.

2 Emotion-Referring Dialogue

A first step in designing emotion-referencing dialogue is deciding which kinds of
information could be conveyed. Following appraisal theory [2], emotions in EMA
arise from an agent’s interpretation of its relationship to the physical and social
environment. “Cognition” informs this interpretation by inferring (via domain-
independent reasoning mechanisms) how events impact the agent’s goals, beliefs,
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etc. For example, some consequence of an action could, with some probability,
inhibit or facilitate a goal, leading to joy or distress. These events and their
implications are appraised in terms of a number of specific dimensions, including
desirability, likelihood, blame, sense of control, etc. These appraised dimensions
then determine an instance of emotion of a specific type (anger, distress, etc.)
and intensity. This multi-level representation maintains not only the top-level
emotional response, but its justification in terms of appraisal dimensions and
lower-level domain propositions and relationships.

The original dialogue capability in MRE virtual humans was designed to sup-
port team task interaction, including orders and negotiation over actions, and
questions and answers about actions and states. For example, (1) is the repre-
sentation of a state proposition (a boy is not healthy). (2) is the representation
of a question “who is hurt”, which can be answered using knowledge such as (1).

(1) (C262 ˆattribute health-status ˆobject-id boy ˆpolarity negative ˆtime pre-
sent ˆtype state ˆvalue healthy)

(2) a. (S8290 ˆprop P7433 ˆq-slot object-id ˆtype question)
b. (P7433 ˆattribute health-status ˆpolarity negative ˆtime present

ˆtype state ˆvalue healthy)

As a step towards talking about emotions, we derive emotion state repre-
sentations like (3) from EMA. Using these state representations required some
extensions to the current-state model. Previously, these state objects were
present throughout the run-time of the agent, with different belief values (true,
false, or unknown). While this is feasible for a fairly small closed task, it is dif-
ficult for representing emotions, since the intensities of different emotions take
on continuous values, with many changes as time passes and events occur. Thus
we have created new on-the-fly states which only exist while the question is
under discussion. These represent the emotion type and intensity, but also the
justification structure underlying the emotion instance. This allows the current
dialogue question answering mechanisms [6] to be used as-is, without creating
an unwieldy number of extra states.

(3) (C262 ˆattribute max-feeling ˆobject-id <self> ˆtype state ˆvalue
<emotion>)

As we are still experimenting with the appropriate character of emotion-
referring dialogue, and as the existing natural understanding and generation
routines do not support such dialogue, we have currently constructed special
purpose techniques to handle these capabilities. Rather than using the existing
semantic parser, which would have required either adding to a finite state gram-
mar, or providing training data, or both, a keyword spotting parser was built
specifically to look for emotion-related questions. For every question a set of both
present and missing keywords is defined, which uniquely identifies that question.
The input is scanned for these keywords, and if a sufficient match is found, a
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semantic representation similar to (3) is created. This is then used to match
against possible states that could be used to answer the question. For now, most
of the semantics will result in the generation of just one reference. When am-
biguity about the user’s intention arises, rules will select the most appropriate
state: all possibilities that do not lead to an emotion with a certain threshold
intensity will be discarded, and if multiple high intensity states exist, one will
be picked randomly. The system will then update the dialogue state, after which
the natural language generation phase is entered, when the dialogue manager
decides to answer the question.

In the generation phase, again we implemented a special-purpose routine rat-
her than create the knowledge need to do full linguistic realization. We designed
a template system that could take the values in the emotion state to chose spe-
cific filler words for slots rather than modifying the existing realization system
to be able to produce emotion descriptions. The emotion state serves as the
main source of information, providing, where available, the emotion type and
intensity, and additional information about the associated state. Special look-up
tables translate these information bits into strings of natural language.

3 Results

The implemented emotion dialogue system allows the user to ask a variety of
questions, e.g. which emotion an agent feels most, if he feels a certain emotion,
how he feels about a certain state, what causes him to feel a certain way, etcetera.
These types of questions can be asked in various ways. For instance, the question
“Are you worried?” could also be rephrased as “Do you feel concerned?” or “You
seem upset.” – all map to the same semantics. They are answered depending on
the current state of the system. If, for instance, the user wants to know who is
making the agent feel a certain emotion, the agent could answer that he in fact is
not feeling that emotion at all, point to a certain person, blame a certain person,
or state that no one in particular is responsible. Personality also plays a role,
particularly in the amount of information an agent conveys. For example, if the
agent feels worried (for instance, because the agent is helping an accident victim
that may die), the question “Are you worried?” could be answered with “Yes,
sir.”, but another possible answer is “Yes, sir, because the boy is probably going
to die.”, depending on certain system parameters that modulate the generation
of dialogue.

(4) illustrates a dialogue between the implemented system and a user (acting
as the system’s boss).

(4)

User Agent
What happened here? There was an accident, sir.
Who’s hurt? The boy and our driver.
How do you feel about the boy? I’m feeling worried about him.
Why? The boy has critical injuries, sir.
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4 Conclusion and Future Research

The key lesson from this work is that having a deep model of emotional reaso-
ning can straightforwardly enhance the naturalness and expressivity of automa-
ted dialogue systems. With a natural language framework in place, we showed
that an already existing emotion structure can be used for an emotion-referring
dialogue with relative ease. The mentioned question-answer structure enables
the user to ask an agent a variety of questions about it’s internal state, getting
feedback in a natural way. Although we are still far from a complete natural im-
plementation, this first step gives us valuable insights on how to proceed. New
utterances can be added quite easily by adding new emotion states and natural
language rules, resulting in the possible use of utterances like “Why are you mad
at the mother?” The use of keyword scanning and templating delivered relatively
quick results when using a small, known domain and enabled us to make easy
changes as there’s no need for training natural language modules.

The current implementation of the emotion dialogue has several limitati-
ons. Some could be eliminated by integrating it fully into the MRE system and
making more use of the richness of the dialogue and emotion models. Others
require further developments to the emotion and dialogue modules, including
appraisals of obligations, justifications, (see [3]), excuses, and questions about
coping strategies.

The following dialogue, suggested by a anonymous reviewer, provides a good
starting point to illustrate these limitations:

(5)

User Agent

User: How do you feel about me? Agent: I’m feeling angry with you

User: Why? Agent: you didn’t come to the meeting.

User: But it was not my fault! I had
to finish some urgent work. Why
do you get angry for such a stu-
pid thing?

Agent: Because I’m a serious and ca-
reful person: I hate waiting.

The first two exchanges are fully supported (assuming an inclusion of an
”attend meeting’ action in the domain model that the user failed to execute).
Implicit in this dialogue is that the user had an obligation to attend the meeting
(probably acquired through dialogue). Although the current dialogue system
maintains such obligations, they are not as yet appraised directly by EMA. See
[3] for some developments along these lines. The user’s last utterance includes a
rejection of blame (representable in EMA),an excuse (not currently represented
(c.f. [3]) ), and a question about the reason for an emotion (well beyond the range
of our model). The agent’s reply includes a justification which is also beyond
EMAS current capabilities. A remaining issue concerns the naturalness of the
resulting dialogue. For a variety of reasons, people often do not communicate true
emotional state unaltered. People may be in denial about their actual state,
or may chose to express something other than their actual feelings to shift-
blame, manipulate social interactions or seek social support. EMA explicitly



192 T.J. Muller et al.

models such emotion-induced coping strategies, and thus provides modeled a
natural mechanism to incorporate such an ”intentional stance” toward expressing
emotion. For example, an agent in MRE may cope with anger by applying a
coping strategy of denial. When asked about this emotion, a natural response
might be, ”I’m not angry!”
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