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Notation

Roman symbols

a: specific interfacial area, m�1

A: interfacial area, m2

Bo: Bodenstein number, dimensionless
c: concentration, mol/L
CD: drag coefficient, dimensionless
CL: lift cooefficent, dimensionless
d: diameter, m
D: diffusion or dispersion coefficient, m2/s
DG, L: diffusion coefficient of dissolved gas in

liquid, m2/s
eM: energy dissipation rate per unit mass,

W/kg
eV: energy dissipation rate per unit volume,

W/m3

Ein: energy put into the system
Eo: E€otv€os number, dimensionless
Fr: Froude number, dimensionless
g: gravitational acceleration, 9.81 m/s2

Ga: Galileo number, dimensionless

h: height, m
hR: height of gas–liquid mixture, m
ht: height of reactor, m
j: superficial velocities, m/s
JD: dispersion flow, m/s
kL: liquid-phase mass-transfer coefficient,

m/s
K: total friction factor
lm: mixing length, m
n: bubble number density, dimensionless
M: relative size of the separator,

dimensionless
P: power, W
Dp: pressue drop, Pa
Pr: Prandtl number, dimensionless
R: radius of the riser, m
Re: Reynolds number, dimensionless
Sh: Sherwood number, dimensionless
St: Stanton number, dimensionless
t: time, s
u: superficial velocity, m/s
u�g: local gas velocity, m/s
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1. Introduction

Bubble columns are devices in which gas, in the
form of bubbles, are brought into contact with
liquid. In their simplest form, bubble columns
may be used to purely mix the liquid phase.
However, more often, bubble columns are used
to transfer chemical species from one phase into

the other, for example, when gaseous reactants
are dissolved in a liquid or when liquid reaction
products are stripped. Both processes can take
place simultaneously. A chemical or biological
reaction nearly always proceeds in the liquid
phase. Depending on the application, special
measures to intensify mass transfer between the
two phases may be useful, or the residence-time
distribution of one or both phases may be
modified.

The liquid may also contain inert, catalyti-
cally active, or reactive particles in suspension.
Oxidation, hydrogenation, chlorination, phosge-
nation, alkylation, and other processes have long
been performed in bubble column reactors in the
chemical industry. Industrial reactors for high-
tonnage products have capacities of 100–
300 m3. Larger bubble columns, with capacities
up to 3000 m3, are employed as fermenters for
protein production from methanol. The largest
units (20 000 m3) are those for waste water
treatment.

Since the 1970s bubble columns have gained
considerable scientific interest. This led to the
development of many empirical correlations
and theoretical models enabling the mathemat-
ical simulation of bubble column reactors. Since
the late 1990s increasing efforts have beenmade
tomodel bubble columnswith the aid of compu-
tational fluid dynamics (CFD,! Computation-
al Fluid Dynamics). This has led to an improved
understanding in the detailed flow phenomena
and related (chemical) conversions in these
apparatus. However, the detailed predictions of
coalescence and breakup of bubbles is still
difficult as well as the correct prediction of
bubble columns operating in the industrially
important heterogeneous regime.

The mixing of a liquid and a gas having only
partial mutual solubility is one of the unit op-
erations in chemical engineering. As Figure 1
shows, this operation takes one of two main
forms. The simplest design is the bubble column
(Fig. 1A) in which gas is fed into the column at
the bottom and rises in the liquid, escaping from
it at the free surface; the gas is consumed to a
greater or lesser extent (depending on the inten-
sity of mass transfer and chemical reaction).
When the off-gas contains high concentrations
of valuable reactants, part of it is recycled to the
reactor. This recycle design, however, lowers
the concentration profile in the bubble column

uG
*: bubble swarm velocity, m/s

v: velocity, m/s
vrG: relative velocity of bubble swarm in

liquid, m/s
v~s: slip velocity, m/s
V: volume, m3

We: Weber number, dimensionless
z: axial coordinate, m

Greek symbols

a: heat transfer coefficient, W K�1 m�2

«: volume fraction
«G: gas holdup, dimensionless
«R: radial gas fraction
m: viscosity, Pa�s
r: density, kg/m3

t: stress tensor, N/m2

s: surface tension, N/m
FG: gas inflow rate, m3/s

Subscripts

b: bubble
bS: Sauter diameter
D: downflow
G: gas phase
h: hole
H: horizontal bubble diameter
i: inside draft tube
L: liquid
max: maximum value
min: minimum value
M: per unit mass
n: nozzle
r: relative
R: upflow, reaction mixture
s: slip
t: reactor
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andmust be optimized from an economic stand-
point. In a simple bubble column the liquid
flows either co-currently or counter-currently
to the upward gas stream and has a long resi-
dence time. The flow direction of the liquid
phase has little effect on the gas-phase residence
time, which is much shorter than the liquid-
phase residence time. Thus, in the simple col-
umn, the flow of gas is always from bottom to
top, and the stream can be composed of both
fresh and recycle gas.

Longer gas-phase residence times can be
achieved with the downflow bubble column
shown in Figure 1B. The liquid is pumped down
through the column at a velocity of more than
20 cm/s, so that gas let in at the top is entrained
by the downflowing liquid and can even be held
in a suspension-like state until it has reacted

completely. Usually, however, unconsumed gas
is removed with the liquid and separated. Spe-
cial designs permit phase separation inside the
apparatus. The downflow bubble column is used
mainly when large liquid streams are to be
contacted with small gas streams, and a short
liquid residence time is required. The necessary
velocity cannot always be obtained with the
liquid inlet to the reactor. Thus, like the gas in
an ordinary bubble column, the liquid in the
downflow bubble column can be recycled. Typ-
ical applications for downflow bubble columns
are the ozonation of drinking water and the
treatment of water in swimming pools.

In both types of column energy must be
supplied continuously to the two-phase system
to keep the liquid and gas mixed. Only in this
way can separation of the phases be counteracted
or reversed. In the simple bubble column, this
energy is supplied by the gas and in the down-
flow bubble column by the downflowing liquid.

These two basic methods of dispersing gas in
liquid are generally not used in their pure forms.
Thevariety of problems in chemical and biotech-
nical processes has led tomany different contact-
ing devices that combine these basic techniques.

2. Bubble Columns

2.1. Design and Applications

Bubble columns are very adaptable gas–liquid
contacting devices; possible designs are shown
in Figure 2. The simplest form of bubble column

Figure 1. Principal methods of gas–liquid mixing
A) Bubble column; B) Downflow bubble column

Figure 2. Types of bubble column reactors
A) Simple bubble column;B)Cascade bubble columnwith sieve trays;C) Packed bubble column;D)Multishaft bubble column;
E) Bubble column with static mixers; F) Airlift loop reactor
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(Fig. 2A) consists of a vertical tube with no
internals. Gas is fed in at the bottomwhile liquid
is led through the apparatus co-currently or
counter-currently. This simple form is seldom
used in practice; instead, a number of modifica-
tions are employed. The backmixing of gas and
liquid phases in the simple bubble column and
the nonuniform distribution of gas bubbles over
the cross section can be reduced by the installa-
tion of trays (Fig. 2B), packings (Fig. 2C), or
shafts (Fig. 2D). All these devices can operate
either co-currently or counter-currently. To set
up the most homogeneous possible bubble flow,
static mixer elements can also be placed in the
ascending flow section (Fig. 2E). One can use
the action of gravity to generate a global circu-
lation as it is done in airlift loop reactors (Fig. 2F)
which is described in detail in Section 3.

2.2. Gas Distribution

Usually, the gas is dispersed to create small
bubbles and distribute them uniformly over the
cross section of the equipment to maximize the
intensity of mass transfer. The formation of fine
bubbles is especially desirable in coalescence
hindered systems and in the homogeneous flow
regime (Section 2.3). In principle, however,
significant mass transfer can be obtained at the
gas distributor through a high local energy
dissipation density [1, 2].

In most cases, gas bubbles are generated
by pores or holes or in the shear zone of a
liquid jet. Figure 3 shows typical forms of
“static” gas spargers, in which bubble forma-
tion occurs without any external energy
supply. The simplest of these devices, the dip
tube (Fig. 3A), gives only an acceptable uni-
form gas distribution over the cross section at
some distance above the sparger. Perforated
plates (Fig. 3B) and perforated ring spargers
(Fig. 3C) are more effective. Both require a
minimum gas flow rate to achieve uniform
distribution and prevent the liquid from getting
into the sparger [3–5]. Very fine bubbles can be
generated using porous plates (Fig. 3D), but
their pores are susceptible to fouling, and this
type of sparger is seldom used in full-scale
equipment.

An alternative offer dynamic spargers which
use the power of a liquid jet to disperse gas in a

zone of high energy dissipation rate [6–8].
Figure 4 illustrates several frequently used dy-
namic gas spargers. The simple two-phase jet
nozzle alone (Fig. 4A) or with momentum-
transfer tube (Fig. 4B) is not able to simulta-
neously disperse gas and suck in the gas stream.
This can be achieved, however, with the ejector
jet nozzle (Fig. 4C), the ejector (Fig. 4D), and
the Venturi tube (Fig. 4E). During nozzle selec-
tion the ratio of the gas–liquid volumetric flow
rates must always be considered. Common va-
lues lie between 0.5 and 2. However, much
higher values can be achieved in special cases
with momentum-transfer tubes [7].

2.3. Flow Regimes

The flow in bubble columns can be divided into
three main regimes. These regimes are charac-
terized by the superficial gas velocity and the
reactor diameter. In the homogeneous flow
regime the gas–liquid mixture is composed of

Figure 3. Static gas spargers
A) Dip tube; B) Perforated plate; C) Perforated ring sparger;
D) Porous plate
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bubbles with a narrow bubble-size distribution
that are dispersed relatively uniformly over the
cross section of the apparatus. This regime
extends to superficial gas velocities of 0.03–
0.08 m/s, depending on the gas–liquid system
and gas sparger type.

The uniform distribution of gas bubbles
vanishes at higher gas rates, due to prevalence
of coalescence, and a highly turbulent flow
structure develops. In this heterogeneous or
churn-turbulent flow regime, large bubbles
form and travel upward at high velocity (see
Section 2.6), mainly near the column axis. The
circulating flow that results may be so vigorous
that bubbles of a size corresponding to that in the
homogeneous regime are actually transported
downward in the zone near the columnwall (see
Fig. 5 and Section 2.4).

In columns of a small diameter, often used in
the laboratory, slug flow occurs at high gas flow
rates. Large bubbles encompassed by the col-
umn wall take a characteristic elongated slug
shape.

The relationship between superficial gas
velocity and reactor diameter is illustrated by
the flow map of Figure 6 [10]. The broad
transition regions are due to the effects of the
gas distributor, the gas–liquid system, and the
liquid rate. Knowledge of the flow regime is

particularly important because it strongly af-
fects the productivity of bubble column reac-
tors. An extensive review of these dependencies
can be found in the work of SHAIKH and AL-
DAHHAN [11].

Figure 4. Dynamic gas spargers
A) Two-phase jet nozzle; B) Two-phase jet nozzle with momentum-transfer tube; C) Ejector jet nozzle; D) Ejector; E) Venturi
nozzle

Figure 5. 3D flow structure in bubble columns proposed by
CHEN et al. [9] in the heterogeneous flow regime
a) Central plum region; b) Descending flow region;
c) Vortical-spiral flow region; d) Fast bubble flow region
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2.4. Bubble Size

Analysis of bubble size in bubble columns must
distinguish between bubble-size distribution
just after bubble formation at the sparger and
size distribution further away from the distribu-
tor. Because of breakup and coalescence of the
rising bubbles, the two distributions can differ
significantly. An extensive review of bubble
formation at orifices was made by KULKARNI

and JOSHI [12]. The process of bubble formation
is governed by many operating parameters (i.e.,
gas flow rate through the orifice, mode of oper-
ation, flow/static condition of the liquid), sys-
tem properties (i.e., orifice dimensions, orifice
chamber volume), and also the physicochemical
properties, such as liquid viscosity, liquid den-
sity, and polarity of the liquid, etc., which decide
the mode of bubble formation and subsequently
reflects on bubble size.

The size at which bubbles are formed at the
sparger is usually quickly altered due to coales-
cence and/or breakup. Since the efficiency of
bubble columns depends primarily on bubbles
far from the gas distributor, the following dis-
cussion only concerns these.

There are two basic methods— photography
and probe techniques— for determining bubble
size; however, they do not lead to identical
results. Both methods are subject to certain
limitations in view of the marked bubble selec-
tion that may occur (i.e., not all bubble sizes can
be detected) [13, 14]. In particular, any mea-

surementmethod only leads to realistic results if
the flow is homogeneous (i.e., a narrow bubble-
size distribution is found). So far, nomethod can
be recommended for the measurement of large
bubbles in the heterogeneous flow regime.

For bubbles that are present in a region of
high turbulence, the following formula can be
used to describe the Sauter diameter dbS (mean
bubble diameter, calculated from the volume to
surface ratio) [15–17]. Using Kolmogorov’s
theory of isotropic turbulence, the bubble diam-
eter can be expressed in terms of the Weber
number, We, which balances the inertia and
surface forces acting on the bubble

We ¼ t

s=db
with t ¼ rLv

2 ¼ 2rLðeMdbÞ2=3

dbS ¼ We

2

� �0:6 s

rL

� �0:6 1

eM

� �0:4

where s is the surface tension and eM the
turbulent kinetic energy dissipation.

Another relationship often used, was pro-
posed by AKITA and YOSHIDA who used photo-
graphic methods to determine bubble size dis-
tributions for various systems:

dbS
dt

¼ 26
d2t grL
s

� ��0:5
d3t g

n2L

� ��0:12
uGffiffiffiffiffiffiffi
gdt

p
� ��0:12

When static gas spargers are used, the bubble
diameter is only weakly dependent on the gas
velocity. Descriptive correlations [18–21] are
applicable only to systems and sparger geome-
tries for which they were obtained; a generally
valid description of bubble size is not available
yet. The maximum bubble diameter db,max can
be used for estimation purposes [14, 22].

In case of relativelymild flow conditions, the
inertial force will be small compared to the
surface force action on the bubble. In that case,
the maximum bubble size is determined by
internal centrifugal force and the surface force,
yielding the following expression [23]:

db;max ¼ 2:53

ffiffiffiffiffiffiffiffi
s

grG

r

For the water–air system at ambient condi-
tions this relation yields db,max ¼ 20 cm, how-
ever, in experiments a maximum bubble size of
about 10 cm was found. Larger bubbles have a
high probability of being unstable and thus
break up. The Sauter diameter for real distribu-
tions is between 40 and 60% of the largest stable

Figure 6. Flow regimes in a bubble column after SHAH
et al. [10]
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bubble diameter. This estimate is not applicable
to the heterogeneous flow regime due to the
bimodal bubble-size distribution in this regime.
Note that the dependency on the gas density can
be used to decrease the maximum bubble size
and to improve the operation by increasing the
operation pressure.

2.5. Bubble Rise Velocity

In the homogeneous flow regime, bubbles keep
the same size as they were released from the
sparger, since coalescence and breakup hardly
take place. As a result, bubbles of almost uni-
form size and shape rise in the form of a swarm
distributed uniformly over the column cross
section. The bubble slip velocity (i.e., the dif-
ference between the bubble velocity and the
local liquid velocity) is correlated to the bubble
size and depends strongly on the presence of
surface active agents, as shown in Figure 7 [24].

In the heterogeneous flow regime, small and
large bubbles coexist [25, 26]. The large bubbles
are formed because of coalescence and rise at a
substantially higher velocity than the small

bubbles. Figure 8 shows velocities for large and
small bubbles [25]. Large bubbles first appear at
a superficial gas velocity of about 0.03 m/s. The
formation of large bubbles, however, depends
strongly on the type of sparger used. With
sintered plates, for example, larger bubbles first

Figure 7. Terminal velocity of air bubbles in water at 20�C [24]

Figure 8. Velocities of rising bubbles for the systemwater–
air reactor: dt ¼ 0.44 m, ht ¼ 5 m; Gas distributor: perfo-
rated plate (dh ¼ 3 mm) [25] (T) Large bubbles; (r) Small
bubbles
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start to appear at gas rates higher than 0.1 m/s.
Large bubbles have a rise velocity that is four or
more times larger than that of small bubbles
(Fig. 8). Thus, most of the gas transport in the
heterogeneous flow regime is accomplished by
large bubbles. In this regime, the quantity of gas
transported by small bubbles remains more or
less constant, whereas the quantity transported
by large bubbles increases linearly with gas
velocity. This relationship applies to coalescing
and coalescence-hindered gas–liquid systems.

2.6. Axial Dispersion

Because of the large-scale circulation flows,
backmixing occurs in both phases. Axial dis-
persion models characterize the backmixing by
only a single parameter. Its simplicity makes
that it is widely used to describe the non-ideal
mixing behavior in bubble column reactors. The
dispersion flow, JD, can be expressed in analogy
with Fick’s diffusion law:

JD ¼ �DL
dc

dz

The dispersion coefficientDL is essentially a
function of the superficial gas velocity and the
column diameter. Flow direction or liquid ve-
locity do not show any effect, provided the
superficial liquid velocity remains within the
range common in industry (uL <0.03 m/s). The
dispersion coefficient can be estimated fairly
accurately on the basis of fluid dynamicmodels.
RIQUARTS [27] suggest the use of the following
model for the dispersion coefficient:

DL ¼ 0:065g1=2d3=2t
u3G
gnL

� �1=8

Clearly, the dispersion coefficient is strongly
dependent on the column diameter.

Another relation often used, was proposed by
BAIRD and RICE [28], which is based on
Kolmogorov’s theory of isotropic turbulence:

DL ¼ 0:35g1=3u1=3G d
4=3
t

The axial dispersion of the gas phase depends
on the formation of large and small bubbles,
coalescence and breakup. In bubble columns
with a small diameter, the gas phase shows
virtually no backmixing. Contrary, large units
behave more like stirred tanks, showing consid-
erable backmixing.

VAN BATEN and KRISHNA [29] showed that the
gas phase axial dispersion coefficient for small
bubbles is very close to that of the liquid phase,
suggesting that small bubbles are entrained with
the liquid phase and have similar backmixing
characteristics. The dispersion of large bubbles
is very small, indicating that large bubbles rise
relatively undisturbed through the reactor and
can be described by a plug flow model.

A good expression for the axial dispersion of
the gas phase was proposed by MANGARTZ and
PILHOFER [30]:

DG ¼ 5� 10�4u*3G d
3=2
t

When this relation is used to compute the
Bodenstein number, Bo, (ratio between axial
convective transport and axial dispersion) for
typical systems, one finds:

Bo ¼ uGhR
DGeG

¼ 2� 103
e2GhR
u2Gd

3=2
t

¼ 2� 103
Oð0:2Þ2Oð600Þ
Oð5Þ2Oð30Þ3=2

¼ Oð12Þ

which corresponds in practice to plug flow
behavior of the gas phase, confirming the con-
clusion of VAN BATEN and KRISHNA [29].

2.7. Gas Holdup

Gas holdup is one of the most important oper-
ating parameters because it not only governs
phase fraction and gas-phase residence time but
is also crucial for mass transfer between liquid
and gas. Gas holdup depends chiefly on the gas
flow rate, but also to a great extent on the gas–
liquid system involved. Accordingly, many cor-
relations that have been published only apply to
the systems investigated.

Gas holdup, eG, is defined as the volume of
the gas phase divided by the total volume of the
dispersion:

eG ¼ VG

VGþVL
¼ hR�h0

hR

where hR and h0 indicate the height of the free
surface in the bubble column with and without
gas sparging, respectively. The relationship be-
tween gas holdup and gas velocity is generally
described by the proportionality:

eG � unG

In the homogeneous flow regime, n is close
to unity. When large bubbles are present, the
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exponent decreases, i.e., the gas holdup in-
creases less than proportionally to the gas flow
rate. The higher the contribution of large bub-
bles to the total gas holdup, the smaller is the
exponent n. In the fully developed heteroge-
neous flow regime, n has values between 0.4 and
0.7, depending on the gas–liquid system.

The effect of physical properties on gas
holdup is very complex. Increasing the viscos-
ity of the liquid phase leads to increased bubble
coalescence and thus a decrease in gas holdup.
Above ca. 50 m Pa s the gas holdup remains
constant [31]. Although surface tension is not
very important for the gas holdup, a change
in coalescence behavior may have lasting
effects. The relation of AKITA and YOSHIDA [32]
is suitable for estimating the gas holdup and
is based on the investigation of numerous
systems:

eG
ð1�eGÞ4

c1 ¼ gd2t rL
s

� �1
8 gd3t

nL

� � 1
12 uGffiffiffiffiffiffiffi

gdt
p
� �

For pure liquids and nonpolar solutions the
constant c1 is 0.2, for electrolyte solutions it is
0.25. However, reliable results cannot be ex-
pected for systems that have not been investi-
gated in this study.

The effects of reactor pressure on gas holdup
have not been fully explained. Although some
authors find no effect between 1 and 16 bar [33],
others find that gas holdup increases with pres-
sure in systems with small sparging holes (dh
1 mm) or with sintered plates [34–37]. Transi-
tion from the homogeneous to the heteroge-
neous regime occurs at higher gas flow rates as
pressure increases.

Gas holdup is generally a function of position
in the bubble column. Axial profiles of gas
holdup show a zone near the gas distributor in
which the holdup increases to the value that
characterizes the following equilibrium zone.
The gas holdup at the top of the column, in the
zone of bubble breakup, is markedly higher than
the equilibrium value [38].

Gas holdup also depends on radial position.
The profile shows gradients only near thewall in
the homogeneous flow regime [38–40]. In con-
trast, a parabolic radial gas holdup distribution
appears in the heterogeneous regime [26, 38, 39],
as a consequence of the preferential rising of
large bubbles or agglomerates of bubbles in the
axis of the column.

2.8. Specific Interfacial Area

The area of the gas–liquid interface is one of the
most important process parameters. Especially
at high reaction rates (e.g., when a bubble
column is employed as an absorber), the inter-
facial area becomes a crucial factor in equip-
ment sizing. Like gas holdup, interfacial area
depends on the geometry, operating conditions,
and gas–liquid system. Gas holdup and interfa-
cial area per unit volume are related as

a ¼ A

VR
¼ 6eG

dbS

where VR is the volume of the reaction
mixture and dbS is the Sauter diameter (Sec-
tion 2.5). When applying the formula to the
relationship of AKITA and YOSHIDA the following
expression is obtained:

adt ¼ 0:23
d2t grL
s

� �1=2
d3t g

n2L

� �0:12
uGffiffiffiffiffiffiffi
gdt

p
� �0:12

eG

which for small columns (dt < 0.14 m) can
be simplified to:

adt ¼ 1

3

d2t grL
s

� �1=2
d3t g

n2L

� �0:1

e1:13G

2.9. Mass Transfer

The mass transfer between the gas and liquid
phase in a bubble column can be generally
described by the volumetric mass-transfer coef-
ficient kLa, which is the liquid-phase mass-
transfer coefficient kL multiplied by the specific
interfacial area. Gas-phase resistance can usu-
ally be neglected, so kLa gives an adequate
description. To determine the mass-transfer
rate, however, the driving concentration differ-
ence must be known which in turn requires
knowledge of mixing behavior in the gas and
liquid phase. In industrial units (dt > 1 m),
estimates can be based on the assumption of
complete mixing in both liquid and gas phases.

Like gas holdup and interfacial area, kLa also
depends on the gas flow rate, type of sparger,
and gas–liquid system. The mass-transfer coef-
ficient and the gas rate are proportional to one
another:

kLa � unG
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where n can be between 0.7 and 0.92
[18, 41–44].

Mass-transfer coefficients of two- to three-
fold higher can be achieved in the homogeneous
flow regime if a porous plate is used as a sparger
instead of a perforated plate. In the heteroge-
neous regime the effect of the sparger is
negligible.

According to experimental results, the col-
umn diameter above 15 cm has no effect on
mass-transfer coefficient. Some correlations in-
clude nonetheless reactor diameter [18, 42, 45].
AKITA and JOSHIDA [18] state that the value of the
column diameter used for calculation should not
be increased beyond 0.6 m. Based on this prem-
ise, their correlation for kLa is

kLad
2
t

DG;L
¼ 0:6

nL
DG;L

� �1=2 gd2t rL
s

� �0:62
gd3t
n2L

� �0:31

e1:1G

and has the best experimental support.
The mass-transfer coefficient increases in

coalescence hindered systems [46, 47]. This
increase depends on the system and the concen-
tration of coalescence-hindering substance. The
maximum gain in mass-transfer coefficient due
to the presence of electrolytes, however, is only
30%.

2.10. Heat Transfer

In many cases, heat must be removed when
operating bubble columns. A particularly sim-
ple solution is to use the latent heat of vaporiza-
tion of the liquid phase for heat removal, al-
though this is not always feasible. In addition,
there are many possibilities for heat transfer
through heated or cooled surfaces. Thus, up to
ca. 30 m2/m3 of heat-transfer area can be in-
stalled in a bubble column.

The turbulent flow generated by rising gas
bubbles increases heat transfer even at low
gas rates. The increase in heat-transfer coeffi-
cient a, with gas throughput is markedly greater
in the homogeneous than in the heterogeneous
regime.

The heat-transfer coefficient is independent
of the column diameter, type of sparger, or
coalescence behavior of the gas–liquid system.

A good relation for the liquid to wall heat-
transfer coefficient is given by DECKWER

et al. [46] who performed heat transfer measure-

ments for a single tube immersed in a bubble
column.

St ¼ 0:1ðReFrPr2Þ�1=4

St ¼ a
rCpuG

,Re ¼ uGdbSrL
mL

,Fr ¼ u2G
gdbS

, andPr ¼ mCp

k
are the dimensionless Stanton, Reynolds,
Froude, and Prandtl numbers, respectively.

For tube bundles arranged in an axial direc-
tion, the heat-transfer coefficient increases with
increasing tube pitch and decreases when the
free cross-sectional area increases. A similar
relationship is found for a tube bundle arranged
in cross flow, but here a marked effect of liquid
throughput occurs.

The installation of tube bundles leads to an
overall change in fluid dynamics and thus in
mixing behavior. For example, tubes installed in
cross flow hinder flow in the longitudinal direc-
tion and consequently reduce dispersion in the
liquid phase. In contrast, the arrangement of
heat-transfer surfaces in the flow direction leads
to more intense mixing of the liquid phase by
intensifying circulation.

An extensive review of heat transfer in two-
phase and three-phase (slurry) bubble columns
can be found in the work of HULET et al. [48].

2.11. Fluid Dynamics

To describe the hydrodynamics in bubble col-
umns there are various types of models avail-
able, the choice of which depends on the level of
detail that is required. Themost commonly used
model types are illustrated schematically in
Figure 9.

Phenomenological models (Fig. 9A) are
those models which describe the flow phenom-
ena in an approximate manner, by assuming
either plug flow behavior (PFR ¼ plug flow
reactor), ideal mixing (CISTR ¼ continuous
ideally stirred tank reactor) or axial dispersion
(ADM ¼ axial dispersion model). These mod-
els are relatively simple to construct and to solve
and give first impressions of the performance of
a bubble column reactor. These models rely on
macroscopic properties that have to be deter-
mined experimentally or which are obtained
from empirical correlations. The latter involves
parameters such as bubble size, axial dispersion,
specific area, etc., that were described in
the previous sections. For lab-scale columns
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usually plug flow behavior is assumed for the
gas phase, whereas CISTR or ADM description
is used for the liquid phase. For industrial
columns that show significant backmixing of
the gas phase, ADM models are typically used
for both gas and liquid phases. A complete
overview of which combination for each of the
phases should be used, can be found
elsewhere [46].

The described models rely on a ‘single cell’
assumption, i.e., the change of relevant proper-
ties can be described by a single differential
equation. JOSHI and SHARMA [49] proposed a cell
model that divides the bubble column into zones
for which a partial differential equation is
solved. In this model backflow can be consid-
ered. Furthermore, suchmodel can account for a
certain degree of locality, i.e., axially dependent
gas velocity and/or pressure gradient.

Often, a more detailed description of the
fluid dynamics in a bubble column is re-
quired [50, 51]. To this end computational fluid
dynamics (CFD)models can be used. In essence
these are similar to the cell model described
above, with the major difference that no as-
sumptions are made on the gas and liquid
(back-) flow. Instead, the gas and liquid phase
hydrodynamics are result of the model and
depend on the geometrical description of the
column (height, width, sparger configuration).
In CFDmodels the liquid phase hydrodynamics
is described by dividing the bubble column into
computational cells of small size (typically
1 cm), for which mass, momentum, and energy

balances are being solved. The description of
the gas phase can be done in roughly three ways
as indicated in Figure 9.

The Euler–Euler or two-fluid model (TFM,
Fig. 9B) is mostly used for industrial applica-
tions. In this model, the properties of the gas
phase are volume averaged to obtain a continu-
um description, similar to the liquid phase,
while taking the interfacial forces due to inter-
facial drag, transverse lift and added mass into
account. Since this model takes a continuum
approach, it does not consider variations related
to individual bubbles, which can be substantial
in the heterogeneous flow regime as pointed out
earlier. One can explain coalescence and break-
up, assuming isotropic turbulence as described
in Section 2.4. However, the description is
complicated by the fact that locally only one
characteristic bubble size is used, whereas in
practice there might be a distribution in bubble
size. Typical systems involve computational
grids up to 106 cells, which corresponds to a
bubble columnwith avolume of 1 m3, assuming
a computational grid size of 1 cm3. A typical
simulation result of a TFM simulation extended
with a bubble number density equation is shown
in Figure 10 [52]where a bubble number density
equation is used:

qn
qt

þr�ðu�gnÞ ¼ 0

where n is the bubble number density and u�g
is the local gas velocity. Note that n only can
change due to advection, i.e., movement of

Figure 9. Schematic overview of gas–liquid hydrodynamic models
A) Phenomenological models; B) Two-fluid model; C) Discrete bubble model; D) Direct numerical simulations
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bubbles. The local Sauter mean bubble diameter
can easily be obtained using the gas phase
continuity equation and bubble number density
equation:

dbS ¼ 6eG
pn

� �1=3

This example involves flow in the homoge-
neous flow regime, where breakup and coales-
cence can be neglected, so one can obtain
information on the global bubble size distribu-
tion by using only one extra partial differential
equation for the bubble number density. In
heterogeneous flows, however, coalescence and
breakup are of eminent importance and give rise
to a local bubble size distribution. This can be
described by solving a set of bubble number
density equations, also known as population
balance equations:

qni
qt

þr�ðu�g;iniÞ ¼ BB;i�DB;iþBC;i�DC;i

where ni is the bubble number density of
bubble size class i. The terms on the right
hand side represent birth (B) and death (D) of
bubbles within the size class due to breakup

(subscript B) and coalescence (subscript C),
respectively. Breakup is often modeled consid-
ering local Weber numbers following the theory
described in Section 2.4. Coalescence is usually
modeled as the product of bubble collision
frequency and coalescence efficiency. Several
breakup and coalescence closure models have
been proposed, which are reviewed very well by
JAKOBSEN et al. [51].

To truly describe the local bubble size distri-
bution a set of about 25 population balance
equations and associated momentum equations
are required for each of the involved gas phases
which makes the model computationally very
expensive. This problem can partially be over-
come by assuming a mutual gas velocity for
each of the bubble size classes, which is reason-
able for bubbles with diameters between 1 and
20 mm. This reduces the number of gas phase
momentum equations to one and is known as the
MUSIG model [53, 54]. Alternatively, the bub-
ble size distribution can be characterized statis-
tically, e.g., by calculating six moments of the
bubble size distribution, rather than 25 bubble
size classes in the population balance ap-
proach [55–57].

Figure 10. Instantaneous simulation result of a two-fluid model simulation of chemisorption of CO2 in an aqueous sodium
hydroxide solution with an initial pH ¼ 12.0, 20 s after the CO2 gas is introduced
A) Instantaneous bubble size distribution and gas phasevelocity field; B) Liquid phasevolume fraction and velocity field; C) pH
distribution
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If one wants to describe exchange of mass,
heat and momentum of individual bubbles, an
Euler–Lagrange or discrete bubble model
(DBM, Fig. 9C) can be used. In the DBM, each
of the bubbles in the system is tracked by solving
a force balance for each bubble, taking all
relevant forces into account. The DBM has the
advantage that, in contrast to the TFM, the
bubble size distribution is part of the solution.
The disadvantage of the DBM is that it is
computationally more expensive than TFM,
because all bubbles have to be tracked. Typical
systems involve up to 106 bubbles, which cor-
responds to a bubble column with a volume of
1 m3, assuming a bubble size of 6 mm and a
holdup of 10%. A typical simulation result of a
DBM simulation is shown in Figure 11 [58].

Both the TFM and the DBM rely on an
accurate description of the interfacial forces
between gas and liquid. For isolated bubbles a

wealth of information is available for various
gas–liquid combinations based on several ex-
perimental studies. For practical purposes the
relation for the interfacial drag coefficient CD

proposed by TOMIYAMA [59] is recommended:

CD ¼ max min
16

Re
ð1þ0:15 Re0:687Þ; 24

Re

� �
;
8

3

Eo

Eoþ4

� �
ð1Þ

CD ¼ max min
24

Re
ð1þ0:15 Re0:687Þ; 72

Re

� �
;
8

3

Eo

Eoþ4

� �
ð2Þ

Equations 1 and 2 are used for pure
systems and slightly contaminated systems,
respectively.

For the added mass force, usually a force
coefficient of 0.5 can be used. The direction of
the lift force depends on the bubble size (small
bubbles tend to move towards the wall, whereas
large bubbles move to the centre of the column).
The following relation for the lift coefficient,

Figure 11. Instantaneous simulation result of a discrete bubble model simulation of chemisorption of CO2 in an aqueous
sodium hydroxide solution with an initial pH ¼ 12.5, 10 s after the CO2 gas is introduced
A) Bubble positions; B) Gas velocity; C) Liquid velocity; D) pH; E) Concentration of dissolved CO2, kmol/m3;
F) Concentration of dissolved HCO�

3 , kmol/m3; G) Concentration of dissolved CO2�
3 , kmol/m3
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obtained by TOMIYAMA [60], is recommended:

CL ¼ f minð0:288 tanhð0:121ReÞ; f ðEoHÞÞ EoH < 4

f ðEoHÞ 4 � EoH < 10:7

f ðEoHÞ ¼ 0:00105Eo3H�0:0159Eo2H�0:0204EoHþ0:474

EoH ¼ ðrL�rGÞgd2H
s

This relation involves a modified E€otv€os
number, Eo, based on the maximum horizontal
bubble diameter.

In the homogeneous regime the distance
between bubbles is sufficient to assume that a
description based on force coefficients of iso-
lated bubbles can be used. For systems with
many bubbles, such as in the heterogeneous
regime, bubbles generally experience hindered
rise, which leads to an increase in the drag force.
Relatively little experimental data is available
for these systems, since simultaneous measure-
ments of the relevant parameters is very diffi-
cult. Instead direct numerical simulations
(DNS, see Fig. 9D) can be used to obtain
information on the interfacial forces. In DNS,
a computational grid size is used which is an
order of magnitude smaller than the bubble size.
DNS models resolve all details of the flow,
including bubble shape deformation and oscil-
lation. Contrary to DBM and TFM models no

interfacial force closures are required. Instead,
DNS can be used to generate these force clo-
sures that are applied in DBM and TFMmodels.
An example of a thus obtained drag curve for
air bubbles in ultra-pure water is shown in
Figure 12. The front tracking (FT) technique
can easily be extended to study systems with
multiple bubbles, to study interfacial forces in
bubble swarms (see Fig. 13).

Figure 12. Drag coefficient,CD, versusReynolds number,Re, for air bubbles rising in ultrapurifiedwater calculated fromDNS
(front tracking) simulations [61]
Experimental results (a) by Duineveld [62] and (b) by Veldhuis [63] for ultrapurified water, under conditions comparable to the
DNS simulation; experimental results (c) by Tomiyama [64] for clean water, containing only small amounts of contamination;
the correlation (d) by Dijkhuizen is fitted through the DNS simulation points
(�) DNS simulation

Figure 13. Snapshot of a front tracking simulation of 16 air
bubbles with a diameter of 2 mm in water in a cubic domain
at a gas fraction of 12% [65]
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3. Airlift Loop Reactors

3.1. Design and Applications

Airlift loop reactors are bubbly reactors in
which the liquid is brought into awell-organized
global circulation via the action of gravity.
There are several designs which can be grouped
into two different types: internal and external
circulation. The former refers to a single bubble
column in which a riser section and downcomer
section are created via an internal shaft. The
downcomer is connected to a bubble column, as
shown in Figure 14B. Airlift loops (or gas lift
loops) can similar to bubble columns process
large amounts of gas but have the advantage of a
more homogeneous flow and a well defined
liquid circulation. This can shorten the mixing
times, creating an environmentwith rather small
concentration differences. This can be of advan-
tage, e.g., in bio-applications. Various gas spar-
gers can be found: ring spargers, tube spargers
(single or multiple), perforated plates, jets, etc.
They may even be equipped with mechanical
agitators [66].

Applications in biotechnology are, e.g., fer-
mentation, waste water treatment, ozonation of
drinking water, or large scale production of
algae in a photo airlift loop [67]. In chemical
applications, they are used for e.g., catalytic
oxidation of alcohols, direct chlorination of
ethylene, or reaction-regeneration of catalysts
in the same reactor. In the latter case the well
defined circulation inside the airlift is exploited
— the desired reaction takes place in e.g., the
riser, while the catalyst is regenerated in the

downcomer and enters revitalized into the reac-
tion zone.

Gaslifting is also used in the production of
oil. In order to reduce the gravitational pressure
head on deep wells, gas is injected into the riser
connecting the reservoir to the platform.

3.2. Mixing Behavior and Fluid
Dynamics

Due to the well-defined liquid circulation in the
airlift, the hydrodynamical description of the
airlift loop is simpler than of the bubble column.
For a first-order model, a one-dimensional ap-
proach is sufficient. Here, the flow domain is
split in a number of fractions: upward flow in the
riser, downward flow (with or without gas bub-
bles) in the downcomer, separation zone at the
top of the airlift, and connection between down-
comer and riser. Depending on the design and
operation, the downcomer can be single-phase,
i.e., ‘bubble free’, or two-phase, i.e., with bub-
bles [68], see Figure 15. The latter may be due to
recirculation of bubbles into the downcomer
when the separation at the top is incomplete or
due to additional gas sparging in the downcomer
to increase the residence time of the gas phase
and the reactor volume in which mass transfer
occurs.

Bubble columns and airlift loops are both
used as gas–liquid contactors. According to
CHISTI [69], the operation window for airlift
loops is much larger, see Figure 16. However,
at present also bubble columns (or slurry col-
umns) operate at higher gas flow rates. For

Figure 14. Internal (A) and external (B) airlift loop reactor
Figure 15. Different flow regimes
A) Complete separation; B) Recirculation of gas
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instance, Fischer–Tropsch synthesis slurry re-
actors operated by Sasol have superficial gas
velocities of about 40 cm/s.

In all cases, the driving force for flow is the
difference in gas fraction between the riser and
downcomer. The friction at the walls and
changes in the flow direction are responsible
for the dissipation of energy. By balancing the
driving force to the friction, a relation between
the driving gas fraction difference and the re-
sulting liquid circulation velocity can be
found [68, 70–74]:

ðeG;R�eG;DÞðrL�rGÞghR ¼ K
1

2
rLv

2
L

with eG the gas holdup. Note that the velocity
in the downcomer is by geometric considera-
tions coupled to the liquid velocity in the riser.
SubscriptsG, L denote gas and liquid, subscripts
R andD indicate riser and downcomer.A second
relation between the gas fractions and the liquid
velocity is given by the slip velocity for which
various models exist.

For one-dimensional flow in steady state, the
drift flux model couples the gas fraction to the
slip velocity:

ð1�eGÞ jG
v¥

�eG
jL
v¥

¼ eGð1�eGÞ vs
v¥

with jG, jL the superficial gas and liquid
velocities and vs the slip velocity of a bubble
with respect to the liquid at gas fraction, ag and
the terminal rise velocity of a single, isolated
bubble, v¥. In case of gas recirculation in the
downcomer, this relation also couples the down-
comer gas fraction to the flow rates in the
downcomer.

The slip velocity can be closed via various
relations:

* RICHARDSON and ZAKI [75]: vs
v¥

¼ ð1�eGÞn�1

The applicable Reynolds and Zaki exponent
depending on the Reynolds number is as
follows:

Re¥ n

Re¥ < 0.2 4.65
0.2 < Re¥ < 1 4.35 Re¥

�0.03

1 < Re¥ < 500 4.45 Re¥
�0.1

Re¥ < 500 2.39

* ZUBER and FINDLAY [76]: "G ¼ jG
C0ðjGþjLÞþv~s

The parameters for different flow regimes to
be used in the correlation for the gas holdup as
suggested by ZUBER and FINDLAY are:

Flow regime C0 (–) v~s (–)

homogeneous 1 0
bubbly 1 v¥ð1�"GÞk with k ¼ 1.5 – 3

churn-turbulent 1.2–1.6 1:53 sgDr
r2L

� �1=4
slug 1.2–1.45 0:35 gdt

Dr
rL

� �1=2
The friction factors are taken from standard

correlations, usually from single phase flow.
Alternatively, for wall friction a constant Fan-
ning friction f � 0.005 is taken.

Figure 17 shows the comparison between
experiments and modeling for a pilot scale
airlift reactor. This graph shows that the model
can adequately describe the circulationvelocity.

The modeling of an airlift with an internal or
external downcomer is similar. The major

Figure 16. Operation regime of bubble column and airlift
reactor [69]

Figure 17. Liquid circulation velocity of a pilot scale airlift
(*) Experimental data; (full line) Model prediction
(from [68])
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differences are found in the friction factors and
the modeling of the gas disengagement zone.
The latter can be coarsely approached by a
section in which the liquid flows horizontal
with a uniform velocity profile, as sketched in
Figure 18. The bubbles have a constant vertical
slip velocity with respect to the liquid phase and
zero slip in the horizontal direction. This way,
the separation line can be found for those bub-
bles that, coming out of the riser, just manage to
escape in the disengagement section. All bub-
bles with trajectories below this separation line
flow into the downcomer. In a one-dimensional
approach this is dictated only by the gas slip
velocity, the circulation velocity and the geom-
etry of the airlift.

3.3. Gas Holdup

The gas holdup in an airlift reactor can be found
from the hydrodynamic modeling presented in
the previous section. Generally, the gas holdup
in an airlift is lower than in a bubble column at
the same superficial gas velocity due to the
upward liquid flow in the riser. However, the
difference is relatively small because at higher
superficial gas velocities, bubble columns de-
velop an internal circulation as well.

The gas holdup is influenced by the slip
velocity of the bubbles, which is a function of
the bubble size. The latter is a function of the gas
fraction, the liquid and gas properties (coalesc-
ing or noncoalescingmedium), and purity of the
system as well as of the flow. According to
HINZE [77] the maximum stable bubble size in
a turbulent flow is given by:

db;max ¼ k
s

rL

� �0:6

e�0:4
V

with eV being the dissipation of turbulent
kinetic energy in the system. HINZE estimated
the coefficient k to be 0.725. The energy dissi-
pation can be estimated from the total wall
friction from the energy put into the system via
the gas inflow. The latter follows as

E_ in ¼ FGDp � Ariseruð1�eG;riserÞrLghriser

and consequently

eV 	 E_ in
m

� Ariser

Atot
ð1�eG;riserÞgu

with Ariser and Atot the cross-sectional area of
the riser and total reactor, respectively, u the
superficial gas velocity based on the riser cross-
section, hriser the riser height,FG the gas inflow
rate andDp the pressure drop from inlet to outlet.

3.4. Mass Transfer and Mixing

The mass transfer is usually specified by the
product of the mass transfer coefficient at the
liquid side, kL, and the gas–liquid interface per
unit volume, a. For airlift loops, kLa values are
reported in the range of 10�3–10�1 s�1. The
interfacial area is estimated from

a ¼ 6eG
dbS

The mass transfer coefficient kL is more
difficult to find. An estimate can be obtained
from HIGBIE’s penetration theory [78]:

kL ¼ 2

ffiffiffiffiffiffiffiffiffiffi
DLvs
pdb

r
ð28Þ

withDL the diffusion coefficient in the liquid
phase, vs the bubble slip velocity and db the
bubble diameter. However, this describes the
mass transfer only for dilute systems, i.e., at low
gas fractions.

MERCHUK et al. [79] studied mixing and mass
transfer in concentric tube airlift reactors and
found their data on mass transfer to correlate as:

Sh ¼ 3�104Fr0:97M�5:4Ga0:045 1� Ad

Ariser

� ��1

The Sherwood number and the Froude

number are defined as Sh ¼ kLad
2
t

DL
and

Fr ¼ uGffiffiffiffiffi
gdt

p , respectively. M takes the effects of

the separator at the top of the airlift into account
(M ¼ ds

4dt
, where ds is the diameter of the sepa-

Figure 18. Modeling of gas recirculation into the
downcomer
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rator) and the Galileo number is given by

Ga ¼ gr2Ld
3
s

m2
L
. Ad and Ariser are the cross sectional

areas of the downcomer and riser, respectively.
JURASCIK et al. [80] provide the empirical rela-
tion kLa ¼ KepG withK ¼ 0.61 s�1 and p ¼ 1.2.
Their formula is clearly not non-dimensional and
can most likely not be widely applied. COUVERT

et al. [81] used a similar semi-empirical expres-
sion and reported a power of 0.84. They men-
tioned that in the literature values for the power
ranging from 0.83 to 1.5 have been reported.

Mixing in airlift loops can be quantified
using the Bodenstein number Bo ¼ vLhR

DL
. Ac-

cording to CHISTI [71], an airlift reactor can be
considered as perfectly mixed if Bo < 0.1 and
in plug flow if Bo > 20. SANCHEZ MIRON et
al. [82] found good agreement between their
mixing experiments in air–water and air–sea
water airlifts using the relation:
Bo ¼ bðFr1=3Þl, with Fr ¼ u2G

gdt
.

Both b (�3–5) and l (�1.0–1.2) are dimen-
sionless parameters that depend on the reactor
design. SANCHEZ MIRON et al. [82] further re-
mark, that virtually all correlations proposed
only work well for the reactors on which they
were based.

MUDDE and SAITO [83] studied a bubble
column and an upward bubbly pipe flow and
found that for the same gas fraction the two are
similar: the radial gas fraction profiles were the
same, and the radial liquid and bubble velocity
profiles of the airlift were offset by the mean
superficial liquid velocity comparable to those
of the bubble column. This suggests that rela-
tions for axial dispersion found in bubble col-
umns could be used in airlifts if nothing else is
available.

VIAL et al. [84] studied the axial dispersion in
two different lab-scale airlift reactors. They
found that for the homogeneous, transition, and
heterogeneous regime the axial mixing was a
consequence of the bubble-induced turbulence
and that the single phase contribution could be
ignored. The axial dispersion coefficient is for
practical purposes equal to the turbulent disper-
sion coefficient, which the authors modeled as:

DG ¼ 3:1driser max
2lm
driser

duL
dðr=RÞ
� �

0�r=R�1

 !

with lm ¼ 2hdbi eR
heRi being the mixing length.

The coefficient depends on the radial profile of

the axial liquid velocity. In these equations, R is
the radius of the riser. Furthermore, the mixing
length depends on the radial gas fraction profile
in the riser, eR(r) (r is the radial coordinate), as
well as on the average bubble size. The gas
fraction distribution is modeled as a power law:

eR ¼ heRi nþ2

n
1� r

R

� �nh i
The parameter n varies from 8 in the homo-

geneous regime to 4 in the churn turbulent
regime. For the liquid velocity profile a similar
expression is used:

uL ¼ huLimþ2

m
1� r

R

� �mh i

where m varies from about 2 in the homoge-
neous to 4 in the churn-turbulent regime.
These profiles with the same values are also
used to model bubble columns. Note that this
gives at best the time averaged distribution of
the gas fraction and axial liquid velocity
profiles.

If coalescence and breakup occurs there is a
broad bubble distribution. This will be encoun-
tered in cases of high superficial gas velocities,
high circulation rate of the gas through the
downcomer into the riser, or low liquid circula-
tion. In that case all quantities are usually based
on averaged values (if available) of the bubble
size. KRISHNA and co-workers have proposed a
two-class bubble model, large versus small
bubbles [85].

Note that the mass transfer is dictated by the
product of kL and a. Smaller bubbles at the
same gas fraction lead to a higher value of a
and thus contribute to a higher mass transfer.
However, smaller bubbles have a lower slip
velocity. This has a negative effect on the
‘surface renewal’ of the bubbles and thus de-
creases kL. Moreover, smaller bubbles keep the
flow longer in the homogeneous flow regime
and therefore reduce the amount of local
mixing.

3.5. Heat Transfer

Claims have been made that the heat transfer of
airlift loops is a factor of two higher than that of
bubble columns. This is attributed to the larger
liquid circulation velocity (see e.g., [86]). How-
ever, ZAIDI et al. [87] reported only an 11%
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increase of the heat transfer coefficient in their
experiments of airlift fermenters compared to
bubble column fermenters. They propose the
following relation for the heat transfer coeffi-
cient for air–water bubble columns and internal
airlift loops:

St ¼ 0:38ðReFr2Þ�0:32 1þ Ad

Ariser

� �0:05

with St ¼ a
rCpuG

, Re ¼ uGdriserrL
mL

, and

Fr ¼ u2G
gdriser

. driser refers to the external diameter

of the loop; Ad and Ariser are the cross sectional
area of the downcomer and riser, respectively.
Note that for the bubble column Ad ¼ 0. The
correlation describes the measured data within
4%. The authors provide as margins:
1:4 < ReFr2 < 8156 and 0 � Ad=Ariser <
4:41. The article also provides a correlation for
non-Newtonian liquids.

3.6. Computational Fluid Dynamics

Since the last decade, computational fluid dy-
namics (CFD) has started to play an increasingly
important role in design, modeling and under-
standing airlift loops. Most simulations are
based on the Euler–Euler approach [88–94].
The potential of CFD is obvious: it can give a
3-dimensional, time-dependent, quantitative
view of the airlift. Moreover, it can deal
with three-phase systems (gas–liquid–
solid), [90, 93]. In principle, it can also provide
the necessary information on the behavior of the
gas knock-out zone, which is difficult to
model using analytical tools.Disadvantages are:
(1) relatively time consuming, (2) specific
CFD-expertise required, (3) uncertainties in

modeling closures of the modeling. However,
these disadvantages will disappear over time as
constant progress is made. A good example can
be found in [95], in which oxygen transfer in
an airlift reactor is predicted via CFD and
compared to experiments. The results indicate
that the assumption of a perfectly mixed
reactor is questionable. The simulations could
capture the deviation from this and show that the
oxygen concentration in the bubbles is not
constant.

Using CFD, COCKX et al. [89] investigated
the ozonation process of drinking water in an
industrial ozonation tower (see Fig. 19). The
equipment consists of several riser and
downcomer sections, separated by weirs. The
liquid–bubbly flow is co-current in some parts
and counter-current in others. The reactor vol-
ume is 350 m3, i.e., much larger than any lab-
scale equipment. The researchers investigated
the residence time distribution and made a
comparison with experimental data. Subse-
quently, ozone mass transfer was computed
and compared to local measurements for
which good agreement was found. Finally, the
group reported a successful upgrade of an
existing plant using their CFD approach,
resulting in a doubling of the disinfection
efficiency.

Figure 20 shows one of the CFD results from
the article, i.e., the concentration of ozone in the
gas phase. Clearly, the concentration is depen-
dent on the location in the tower. A result like
this would be very difficult to find from any
analytical approach.

BHOLE et al. [97] incorporated bubbles of
different sizes in the bubbly flow, i.e., they
solved a population balance equation for the
bubble size. Although, simulations including

Figure 19. Ozonation tower investigated by COCKX et al. (taken from [96])
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variable bubble sizes are by no means mature,
they demonstrate a potential and a way
forward.
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