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ABSTRACT
In the long tradition of corpus based research on listener be-
havior, whether it entails linguistic analysis or social signal
processing, many different tasks have been used during the
recording of the corpus. So far in no study the task which
has been given to the participants has been an independent
variable and no studies have looked into the effect of this
variable on listener responses. In this paper we present the
results of our comparison between listening behavior elicited
by procedural and narrative tasks which were used during
the recording of our MultiLis corpus. We will show that
listeners in the procedural tasks show more agreement in
their responses than listeners in the narrative tasks. Fur-
thermore we will show that the long procedural task elicits
more responses per minute than the short procedural task.
We will reflect on these results in light of cognitive load and
grounding theory.

Categories and Subject Descriptors
I.2.7 [Artificial Intelligence]: Natural Language Process-
ing—Discourse

General Terms
Human Factors, Theory

1. INTRODUCTION
In face-to-face conversations and also on the telephone,

listeners respond to what the speaker is saying through back-
channnel behaviours such as head nods and shakes or vocal-
isations such as “hmm”, “a-ha”, and “yeah”, through facial
expressions that show understanding, surprise or interest in
what is being said. They may also respond by repeating a
word the speaker just said, or by filling in a word the speaker
is looking for. All these kinds of listener response may fulfill
various functions. They show that the listener is attending
and perceiving the message, has problems or no problems in
understanding what is said and they may provide additional
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information about what the listener’s thoughts are about
what is being said: agreement or disagreement, liking or
disliking, etcetera. On the one hand, the listener responses
serve a “structural role”, ensuring that the conversation goes
on smoothly, by affirming the proper reception of the in-
coming messages. On the other hand, the responses have a
“ritual role”, indicating rapport and affiliation or the lack of
these. Listener responses are thus not just functioning on
the micro-level of conversational organisation, but play an
important role with respect to the more social dimensions
involved in interaction.

We have been studying listener responses for some years
now, both in the context of social signal analysis of multi-
modal corpora and in the context of the synthesis of back-
channels for Embodied Conversational Agents (e.g. [8, 9, 17,
19]). Recently, we completed the collection of a unique cor-
pus specifically designed to study listener responses. The
MultiLis corpus, which is described in more detail in Sec-
tion 3, was recorded to gain more insight into a number of
aspects of listener responses.

One of the aspects concerns the role of the individual.
People vary in the amount and type of listener responses
they provide in a particular context. This may be depen-
dent on their personality, the mood they are in, or their
engagement in the conversation. When one wants to study,
the timing and placement of backchannels it is important
to take this into account. Corpora of one-on-one conver-
sations traditionally include recordings of the responses of
one listener in a certain context. Since providing a listener
response at a certain moment is optional (according to the
definition by Ward and Tsukahara [21]), the moments on
which the recorded listener responded to the speaker are not
the only moments a listener can respond, nor will all listen-
ers respond at the same moments in the same context. The
unique design of the MultiLis corpus provides more insight
in this variation that occurs between listeners.

A second aspect that our MultiLis corpus allows one to
investigate is the role of some contextual variables. We sys-
tematically varied the task that was given to the participants
involved in our data collection study. Listeners may tend to
respond differently when they are getting instructions as op-
posed to being told a story. The complexity of the task may
also be another factor. The focus of this paper will be this
second aspect. We will look at the influence of a procedural
or a narrative task on the nonverbal listener behavior and
will analyze the speakers actions to find an explanation.

An overview of the different tasks used in other corpora
on which research on nonverbal listening behavior has been



performed is given in Section 2. In Section 3 the Multi-
Lis Corpus is explained in more detail. The results of our
comparison between listening behavior elicited by the nar-
rative and procedural tasks in our corpus are presented and
discussed in Section 4.

2. RELATED WORK
Research on nonverbal listening behavior has a long tradi-

tion, starting in the sixties with works from e.g. Dittmann et
al. [4] and Yngve [24]. Over the years the studies have been
performed on various corpora, each with their own charac-
teristics. The corpora varied in gender and culture of the
partipicants, the medium through which the conversation
took place (e.g. face-to-face, over the telephone, through
videoconferencing) and the task the participants received.
Several studies have been performed on the influence of gen-
der (e.g. [2, 5, 10, 14]), culture (e.g. [7, 15, 21]) and medium
(e.g. [18]), but we are not aware of any study which com-
pares the influence of the task variable, even though different
choices were made during the recording of the corpus.

The tasks for the participants in the corpora used for
research to listening behavior vary from spontaneous di-
alogs [2, 5, 7, 15, 16, 21], discussions [5, 14], negotiations [22]
and meetings [9, 18] to narrative [13, 17] or procedural
tasks [1, 6, 12]. One can not compare these different corpora
to each other on, for instance, listener responses per minute
based on the numbers reported. There are too many vari-
ables that would confuse such a study, like culture, media
and probably most importantly: the definition of the au-
thors of what is regarded a listener response and what not.
To make a comparison on the influence of different tasks on
nonverbal listening behavior, one needs a corpus on which
all these variables are controlled.

We could find one such corpus, the JSAI corpus [20]. This
corpus contains audio recordings of 29 dialogs with three dif-
ferent tasks: chat, travel navigation and telephone shopping.
Even though such a comparison is possible, no comparision
between the different tasks has been performed on this cor-
pus at the time of writing. To fill this hiatus in our under-
standing of listening behavior we will in this paper compare
listening behavior elicited by the narrative and procedural
tasks in the MultiLis Corpus, in which, as in the JSAI cor-
pus, the other variables are controlled.

3. THE MULTILIS CORPUS
The MultiLis corpus [3] is a Dutch spoken multimodal

corpus of 32 mediated face-to-face interactions totalling 131
minutes. Participants (29 male, 3 female, mean age 25)
were assigned the role of either speaker or listener during an
interaction. In each session four participants were invited to
record four interactions. Each participant was once speaker
and three times listener.

What is unique about this corpus is the fact that it con-
tains parallel recordings of three individual listeners in in-
teraction with the same speaker, while each of the listeners
believed to be the sole listener (see Figure 1). The speakers
saw only one of the listeners, believing that they had a one-
on-one conversation. We will refer to this listener, which
can be seen by the speaker, as displayed listener. The other
two listeners, which can not be seen by the speaker, will be
refered to as concealed listeners. All listeners were placed in
a cubicle and saw the speaker on the screen in front of them.

Figure 1: Schematic overview of the setup for this
corpus. Each interaction is between a speaker and
three listeners. The speaker sees only one of the
listeners (the displayed listener). The other two lis-
teners, the concealed listeners, can see the speaker,
but the speaker is unaware of their participation to
the conversation. All listeners believe to be the only
listener in the interaction.

The camera was placed behind an interrogation mirror, posi-
tioned directly behind the position on which the interlocutor
was projected. This made it possible to create the illusion
of eye contact. To ensure the illusion of a one-on-one con-
versation was not broken, interaction between participants
was limited. Speakers and listeners were instructed not to
ask for clarifications or to elicit explicit feedback from each
other.

3.1 Tasks
During the interactions the speaker needed to perform

either a narrative task or a procedural task. For each type
of task two different stimuli were used. Thus for each stimuli
we have 8 interactions in our corpus.

In the narrative task the speaker saw a short video clip
before the interaction. It was the task of the speaker to
retell the events of the story in such a way that the listener
could answer questions about the video clip afterwards. To
give the speaker an idea what kind of questions were going
to be asked, the speaker was given 8 open sample questions,
which were taken away again just before the interaction be-
gan. We used two different clips as stimuli. The first is the
1950 Warner Bros. Tweety and Sylvester cartoon “Canary
Row”1. In this clip we see Sylvester undertake a series of
failed attempts to infiltrate the appartment where Tweety
lives to catch him. The second clip is the 1998 animated
short “More” by Mark Osborne2. The clip tells the moral-
istic tale of a factory worker in a distopian future, who is
depressed about the routine of his everyday life. He invents
a new product, which makes people happy. Initially this
makes him the most praised and rich inventor of the world,
but after a while he still feels dissatisfied and empty inside,
longing for his carefree childhood. These clips where chosen

1Canary Row: http://www.imdb.com/title/tt0042304/
2More: http://www.imdb.com/title/tt0188913/



to be able to study the effects of affect on listening behav-
ior. Since the Tweety clip is cheerful and the More clip is
gloomy, we will refer to them as the Cheerful and Gloomy
stimuli in the remainder of the paper.

In the procedural task the speaker was given 10 minutes
to study a recipe. During the interaction the speaker needed
to instruct the listener how to prepare the dish described in
the recipe. Afterwards the listener needed to write down the
recipe. We used two recipes as stimuli: Tea smoked salmon
and risotto with mushrooms. Both recipes were chosen, be-
cause they are not very well known to limit the chance that
participants knew the recipe. The main difference between
the two recipes is the length. The salmon recipe is a lit-
tle shorter and less complex than the risotto recipe. Both
recipes have 11 ingredients, but the salmon recipe has 11
lines of instructions, whereas the risotto recipe has 19 lines.
Therefore we will refer to them as the Short and Long stim-
uli during the remainder of the paper.

3.2 Responses Annotation
For the speaker we are interested in the gaze behavior

and speech patterns. The gaze behavior was manually an-
notated. The annotators indicated whether the speaker was
looking at the listener (directly into the camera) or not,
and whether the speaker is blinking with his eyes. Gazes at
the listener were occasionally interrupted by blinks of the
speaker. Even though the gaze was interrupted for a mo-
ment, the listener would still have the perception that the
speaker is addressing him/her. Therefore we included the
blinks between and after a gaze annotation into the “gazing
at the listener” interval.

The speech patterns were extracted using the Dutch au-
tomatic speech recognition software SHoUT [11]. From the
results of the ASR we extracted the utterances. Utterances
in this paper are defined as interpausal units, where the min-
imum length of the (automatically detected) silence between
two utterances is 100 ms.

For the listener the corpus includes annotations of head,
eyebrow and mouth movements, and speech transcriptions.
What we refer to as a listener response can be any combi-
nation of these various behaviors, for instance, a head nod
accompanied by a smile, raised eyebrows accompanied by
a smile or the vocalization of “uh-huh”, occurring at about
the same time. For each of these responses we have marked
the so-called onset (start time). The onset of a listener re-
sponse is either the stroke of a head movement, the start of
a vocalization, the start of eyebrow movement or the start of
a mouth movement. When different behaviors combine into
one listener response, priority was in this order, which means
that if a response is a combination of a head nod, smile and
the vocalization of “okay”, the onset of the response is the
stroke of the head nod.

3.3 Response Opportunity Identification
One of the assumptions underlying a lot of studies on lis-

tening behavior is that there are certain times at which it is
more appropriate for a listener to produce a listener response
than at other times. This assumption is clearly present in
the works that attempt to generate listener responses in the
case of virtual humans, where rules are defined or learned
that determine at which time the agent can produce a lis-
tener response. The rules often rely on cues derived from
the speaker’s actions.

One way to look at this is to say that during the interac-
tion the speakers provide a series of response opportunities.
These are moments on which a listener can or wants to pro-
vide a response in reaction to the actions of the speaker.
These opportunities can either be given deliberately by the
speaker, by cueing the moment on which the speaker expects
a response (resulting in a response elicited by the speaker),
or accidently, by simply ending a sentence, looking at the lis-
tener for another reason or any other action which made the
listner respond (resulting in a response initiated by the lis-
tener). The listener either responds to such an opportunity
or not.

Since we have recorded three listeners, we have a more
(but still not) complete view of all the response opportuni-
ties which are present in the interaction. Some opportunities
passed up by the displayed listener (the only listener which
would have been recorded in any other corpus) are still iden-
tified by one or two of the concealed listeners. Furthermore
we can see to which response opportunities one, two or all
three listeners responded. To identify the response opportu-
nities with at least one response in our interactions we cre-
ated an algorithm which links listener responses to response
opportunities. Presumably there are also response opportu-
nities in the interaction to which no listener responded, but
with the information available to us, we can not know when
these moments are. Thus the algorithm will not identify
these moments.

To create such an algorithm, you need to determine how
big the window of such a response opportunity is. This may
vary for each opportunity, but since we create an algorithm,
we need a fixed value for this window. We do not want our
algorithm to link two responses from the same listener to
the same opportunity, since the annotator made a deliber-
ate decision that these two responses should be separated.
The minimum gap between two responses from the same
listener in our corpus is 714ms. To ensure that no two re-
sponses of the same listeners are linked to the same response
opportunity we set the opportunity window to 700 ms. The
algorithm we created works as follows:

A forward looking search is performed. When an hith-
erto unlinked response is encountered, the algorithm checks
whether there are more responses which start within the
opportunity window of 700 ms from the start time of this
response. If there are, all of these are linked to the same
response opportunity. After a response opportunity is iden-
tified we continue our forward looking search for the next
unlinked response.

The algorithm identified 1733 response opportunities with
at least one response. 1140 opportunities elicited only one
response from the listener, 465 opportunities elicited two
responses and 128 opportunities elicited responses from all
three listeners. We performed a qualitative evaluation of
the algorithm by randomly selecting 100 out of the 593 re-
sponse opportunities with at least two responses linked to it
and manually checking in the corpus whether the linking of
the responses to the same response opportunity was correct.
This was the case for 84 instances, confirming the validity
of our approach.

4. RESULTS
In the next sections we will present and discuss the results

on differences between the narrative and procedural tasks,
followed by the differences between the four individual tasks.
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Figure 2: Example of the clustering algorithm. At
time 1.0s the algorithm has encountered a listener
response from listener 1. It checks whether there
are more responses from other listeners within the
opportunity window of 700ms. There is a response
from listener 2 at time 1.2s, thus these are linked to
response opportunity (RO) 1. The algorithm contin-
ues with the next unlined response and repeats the
process. In encounters another responses of listener
1 at time 2.0s. This time there is a response from
listener 3 at time 2.4s. Thus response opportunity
2 is created.

Within each subsection we will first present an analysis of
the differences of the speakers actions before moving on to
the listener responses, since it are these actions which cause
differences in listening behavior.

4.1 Narrative versus Procedural
The mean duration of the 16 narrative interactions is 4

minutes and 28 seconds, and the mean duration of the 16
procedural interactions is 3 minutes and 45 seconds. Of
this time the speaker speaks 72.0% of the time in the nar-
rative case and 62.6% of the time in the procedural case
(see left graph in Figure 3). A paired-sample t-test3 shows
this difference is significant, p = 0.01. The mean length of
the utterances is also significantly smaller in the case of the
procedural tasks (1.32 seconds versus 1.73 seconds in the
narrative tasks, p < 0.05). This is caused by summation of
the ingredients list in this task, which typically consists of
short utterances.

The time the speaker looks at the listener is 63.4% of
the time for narrative and 72.4% for procedural tasks (see
right graph in Figure 3)), but this difference is not signif-
icant (p = 0.21), due to the big variance in gaze behavior
between speakers. Though there is a significant difference
between the amount of gaze shifts4 between the two types of
tasks. During the narrative task the speaker shifts his gaze
on average 16.4 times per minute and in the procedural task
10.4 times per minute (p < 0.01). This means that the du-
ration of the periods the speaker looks at the listener are
significantly longer during procedural tasks (4.2 seconds on
average) than during narrative tasks (2.3 seconds), p = 0.06.

So, now we know the differences in speaker actions, but
what kind of effect do these differences have on the listening
behavior? We first look at the responses given by the three
listeners combined, presented in Table 1. The number of

3For all further significance tests in this research the paired-
sample t-test was used as well.
4A gaze shift is counted in this analysis every time the
speaker directs his gaze towards the listener. So, for in-
stance, a gaze shift from left to right is not counted.
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Figure 3: Percentage of the time the speaker spends
speaking (left) and looking at the listener (right)
during each type of task.

Narrative Procedural

Number of responses 1437 1359

Responses / minute 19.4 23.8

Percentage of responses including...

head movement 86.6 88.7

a smile 16.7 11.0

eyebrow movement 6.7 7.8

vocalization 6.3 7.0

Table 1: Compares the narrative and procedural
tasks with respect to the responses of all three lis-
teners on amount and appearance.

responses given by the three listeners combined is higher for
the narrative task than for the procedural task, but normal-
izing them to the average length of the interactions, shows
that in fact the procedural task elicited more responses per
minute (23.8) than the narrative task (19.4), but this dif-
ference is not significant (p = 0.37). If we take a look at
what these responses look like, we can see that for both
tasks the majority of the responses (86.6% of the responses
in the narrative and 88.7% in the procedural tasks) include
head movements. Furthermore we can see a trend that the
narrative task elicited more smiles (16.7% of the responses)
than the procedural task (11.0%), p = 0.12.

So far, we simply looked at the responses of the three lis-
teners individually, but part of the responses of the three
listeners will be reactions to the same response opportu-
nity. Therefore we identified the response opportunities as
discussed in Section 3.3 and compared the two different
kind of tasks on these aspects. Table 2 shows the results
of this comparison. We can see that the difference in the
amount of responses per minute has decreased. Where the
procedural tasks elicited 22% more responses per minute
than the narrative tasks (23.8/19.4 = 1.22), the procedu-
ral tasks only include 15% more responses opportunities per
minute (14.3/12.4 = 1.15). This means that more listeners
responded to the response opportunities in the procedural
tasks than in the narrative tasks. This shows in the amount
of responses opportunities to which three listeners reacted.
All three listeners responded in 10.3% of the response op-
portunities in the procedural task, opposed to 4.8% for nar-
rative tasks, a marginally significant difference (p = 0.06).
Thus there is more agreement between the listeners during
the procedural task. We suspect that this is due to the fact
that the procedural tasks are more structured. Participants
follow the structure of the recipe (a summation of the ingre-



Narrative Procedural

Number of response opportunities 916 819

Response opportunities / minute 12.4 14.3

Percentage of responses opportunities with...

one response 68.3 63.0

two responses 26.9 26.7

three responses 4.8 10.3

Table 2: Compares the narrative and procedural
tasks with respect to the response opportunities.
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Figure 4: Percentage of the time the speaker spends
speaking (left) and looking at the listener (right)
during each task.

dients followed by the instructions) when reproducing the
recipe. Most speakers also declare this at the start of the in-
teraction and prepare the listener for this. A structure of the
upcoming interaction is presented to the listener, so during
the interaction the listener does not only acknowledge the
content of the interaction through responses, but also the
transitions to different phases in the interaction. Especially
these transitions are very clear response opportunities to
which listeners are more inclined to respond

4.2 Individual Tasks
Now we take a look at the four individual tasks. Of each

task 8 interactions were recorded. The mean durations of
each task were: Gloomy (4:11 minutes), Cheerful (5:04),
Long (4:06), Short (3:03). So the difference between the
Long and the Short recipe does not only show in the length
of the recipe, but also in the length of the interactions. In
the left graph of Figure 4 the percentage of speech time for
each task is presented. We can see a significant difference
(p = 0.05) in speech time between the Long (59.0%) and
the Short (67.5%) recipe task. The difference in gaze time
(63.4% versus 84.3%) is also marginally significant, p = 0.06
(see right graph of Figure 4). Both these results suggest
that the cognitive load for the long recipe task was higher
than for the short task. The speaker needed less time to
think and formulate his sentences in the case of the Short
recipe (according to the percentage of speech time result).
Furthermore the speaker averted his gaze less. Gaze aversion
is regarded as an action which is used to lower the cognitive
load [23].

If we look at the mean utterance length we see an in-
significant (p = 0.12) difference between the Gloomy clip
(2.1 seconds) and the Cheerful (1.5 seconds). There is no
difference in utterance length between the two recipes (both
1.3 seconds).

Table 3 presents the amount and type of listener responses

the speaker elicited from the three listeners during each
task. The Long recipe elicits significantly more responses
per minute (26.2) than the Short recipe (20.4), p = 0.02.
The Long recipe was more complex and had more instruc-
tions. Because of this complexity, the speaker needed to
check if the listener was still paying attention and under-
stood the instructions more often.

The slight difference between the Gloomy (19.7 responses
per minute) and the Cheerful clip (19.2 responses per minute)
is insignifiant (p = 0.12). Also the differences in type of
listener response are insignificant for all tasks, including
the percentage of responses including a smile the Gloomy
(15.9%) and the Cheerful (17.4%) elicited.

In the previous section we saw that the three listeners in
the procedural tasks had more agreement in their response
behavior to response opportunities than the listeners in the
narrative task. In Table 4 we can see that this is mainly
caused by the Long recipe task. In this task there are signif-
icantly less response opportunities where only one listener
responded to (54.1% of all responses), than in the Short
recipe task (75.6% of all responses), p < 0.01.

5. CONCLUSIONS
In this paper we have presented the results of our com-

parison between listening behavior elicited by procedural
and narrative tasks. We have seen that the three parallel
recorded listeners in the procedural tasks showed more con-
sensus in their responses than the three parallel recorded
listeners in the narrative tasks. We have attributed this dif-
ference to the more structured way in which the interactions
with the procedural tasks went. Furthermore we have seen
that the long procedural task elicited more responses than
the short task. This difference was attributed to the increase
in cognitive load for the speaker. The speaker needs more
time to recall the details of the recipe. Once he has recalled
these details the listeners are more inclined to acknowledge
this information, to encourage the speaker to continue. This
explains the high consensus between listeners in the interac-
tions with the long recipe task as well.
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