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ABSTRACT
Power consumption in digital systems, especially in portable
devices, is a crucial design factor. Due to downscaling of
technology, dynamic switching power is not the only rele-
vant source of power consumption anymore as power dissi-
pation caused by leakage currents increases. Even though
power gating is a seemingly simple method for reducing the
leakage power, the implications of introducing power gat-
ing to a design have to be analyzed in detail. We present
an extensive analysis of the impact of fine-grained power
gating on the overall power consumption. The presented re-
sults are based on the analysis of an actual implementation
of power gating in the datapath of a very long instruction
word (VLIW) processor. The extracted power consumption
values clearly demonstrate that the overhead of power gating
is, in contrary to the analysis found in previous publication,
not determined by the energy required to switch a power do-
main on. Rather, it is determined by the energy consump-
tion of additionally required modules. We show that, for the
break-even point case, about 2/3 of the energy overhead is
caused by the isolation cells, about 1/3 by the control mod-
ules, and only roughly 1% by the energy to switch a power
domain on.

Categories and Subject Descriptors
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1. INTRODUCTION
In recent years the demand for dedicated hardware tar-

geted for a specific task or application domain has increased.
One possibility to implement such dedicated hardware is the
use of application specific instruction set processors (ASIPs).
They include dedicated function units (FUs) and registers
designed for a specific purpose. However, in many cases
those FUs and the registers are idle for long periods of time.
To minimize power consumption during those idle periods,
usually clock gating is applied. However, due to downscaling
of technology, leakage power consumption is gaining more
and more impact on the total power dissipation in both ab-
solute numbers [4] as well as in power consumption per area
[6]. One promising method to minimize leakage power is
power gating [5, 2], a method where idle blocks are discon-
nected from the power supply, hence minimizing the leak-
age power. Creating designs with power gating requires a
thorough analysis of the system including the introduced
overhead.

Some research has been done in the domain of fine grained
power gating and its break-even point. In [3], an exploration
of the potential of power gating execution units in the dat-
apath is performed. Also, an analytical equation for the
break-even point is derived where the authors assume the
power consumed by the power switch to be the only source
for the energy overhead. The authors of [4] also perform
an analysis of the break-even point for power gating. They
include besides the power switch also additionally required
decoupling capacitor (decap) area in their model. In [8], an
implementation methodology for power gating and an anal-
ysis of the overhead are presented. The authors base their
methodology on exploiting existing clock-gating control sig-
nals. In their analysis of the overhead, they only consider
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the power switch. In [7], a more detailed analysis of power
gating than in the previous papers is presented. The au-
thors include in their analysis of the break-even point the
leakage power savings, power mode transition energy, sleep
transistor size, performance degradation, and power mode
transition time.

In the work underlying this paper, we analysed the im-
pact of power gating with respect to the complete system,
including the energy overhead due to additionally required
modules like isolation cells or a power manager and derived
an equation for the break-even point. Our discussion is
based on power figures obtained for typical case conditions
(1.2V, 25◦C) after place and route (P&R) for 90nm TSMC
technology of a processor with fine-grained power gating im-
plemented in the datapath.

2. POWER GATING
A general overview of a power gated system is illustrated

in Figure 1. In the system, two power domains (PD) are
present, where a PD is defined as a part of the system which
is connected to a common power supply. A PD which can
be switched off is represented by PD switchable . It has out-
puts to another PD (PD always on) which is connected to
an always-on voltage supply in this example. The outputs of
PD switchable are isolated to prevent unknown signals prop-
agating through the design when PD switchable is switched
off. A power switch is inserted between the voltage supply
VDD and PD switchable in order to allow PD switchable to
be disconnected from VDD. Furthermore, a power manager
is integrated into the system to control the power gating
procedure.

PD_switchable

switch

isolation

VDD

power
manager

PD_always_on

Figure 1: General power gating scheme

3. BREAK-EVEN POINT
In Figure 2, the power dissipation over time of a power do-

main is depicted. The total energy consumption is composed
of the energy which is consumed by the modules within a
power domain and the energy which is consumed by the ad-
ditional power gating related modules. The modules which
are constantly active, like a power manager, are consuming
energy during the complete runtime (Eadd.modules). This en-
ergy is determined by the power consumption of the modules
(Padd.modules) multiplied by the total run-time (ttotal). The
energy consumption of the remaining components depends
on the state of the power domain which is described in more
detail in the following.

During tactive, the system is in its active state. The en-
ergy in this state is consumed by the modules within a power
domain (Emod,active), the isolation cells (Eiso,active) and the
SR registers which consume more energy than regular reg-
isters (∆ESR,active).

At tidle, the power domain has finished the active state
and goes immediately to the idle state by switching off the
clock. At the same time, the power domain is powered off.
The powering off process takes place until toff . During that
time, the power domain still leaks but the leakage energy
(Emod,leak,on) is converging to the off-level.

Then, the power domain remains switched off during tdown.
The energy which is consumed depends on the leakage of
the power switch(es) (Eswitch,leak), the leakage of the iso-
lation cells (Eiso,leak) and the leakage of the SR registers
(ESR,leak).

At tsleep, the power domain is switched on again. The
switching-on process takes until ton. The energy which is
consumed during that period is Emod,leak,on and the ad-
ditional energy required to switch on the power domain
(Epoweron). Afterwards, the power domain is fully func-
tional.

time

Power
active power on active

t sleep t on

power off

t offt idle

E SR,activeESR,active

E switch,leak

ESR,leak E iso,activeE iso,active E iso,leak

E add.modules

Emod,leak

E poweron

t downt active t active

idle

E powerdown

active

idle

off

E mod,active E mod,activeE mod,leak,on

savings

overhead

Figure 2: Power over time

The energy savings of a power domain are determined
by the leakage power which the modules within a power
domain would consume if not switched off (Emod,leak =
Pmod,leak · tdown where Pmod,leak is the leakage power of the
modules within a power domain) and Epowerdown, which is
the difference between the leakage energy the power domain
would normally consume between tidle and toff and the en-
ergy which is still consumed (Emod,leak,on). The total energy
savings are defined as follows:

Esavings = Pmod,leak · tdown +N · Epowerdown (1)

with N defining the number of transitions from on to off.
The energy overhead (Eoverhead) is determined by the ad-

ditional energy consumption during the different states, as
explained above. Summarizing, the energy overhead can be
written as follows:

Eoverhead = tdown · (Pswitch,leak + Piso,leak + PSR,leak)

+ tactive · (Piso,active + ∆PSR,active)

+ ttotal · Padd.modules

+N · Epoweron (2)

where Pswitch,leak, Piso,leak and PSR,leak represent the leak-
age power consumption of the switches, the isolation and
the SR registers. Piso,active is the power consumption of
the isolation cells during active mode and ∆PSR,active rep-
resents the additional power consumed by the SR registers
compared to what normal registers would consume during
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active mode. N defines the number of transitions from on
to off.

Merging the individual factors leads to the following equa-
tion:

Eoverhead = tdown · β + tactive · γ + ttotal · δ + ε (3)

with β = Pswitch,leak +Piso,leak +PSR,leak, γ = Piso,active +
∆PSR,active, δ = Padd.modules and ε = N · Epoweron

Building on this analysis, a formula can be derived for the
minimum fraction of time that the power domain has to be
switched off in order to gain energy savings, i.e. the break-
even point at which the energy savings are bigger than the
energy overhead:

Esavings > Eoverhead (4)

By using the above definitions for the savings and the over-
head, and expressing tactive with ttotal − tdown, a condition
for tdown/ttotal can be found. Also, some of the factors of
the above analysis can be omitted because they are negligi-
ble, namely Pswitch,leak, Piso,leak, Epoweron and Epowerdown.
This will be shown in Figure 5 in Section 5 where the results
are presented. Summarizing, the condition for the minimum
down time in relation to the total time is:

tdown

ttotal
>

γ + δ

γ + α− β′ (5)

where α = Pmod,leak, β′ = PSR,leak, γ = Piso,active +
∆PSR,active and δ = Padd.modules

4. IMPLEMENTATION
The design which was used in this work is an improved

version of an VLIW (very long instruction word) processor
which was designed for ultra wide band (UWB) purposes
and presented in [1]. It consists of one scalar issue slot,
one issue slot for both scalar and vector operations, and one
issue slot for vector operations only.

For this work, the following applications were used: first,
the UWB receiver application as described in [1] is exe-
cuted, consisting of a Synchronization / Timing Acquisition
Phase with a subsequent Payload demodulation phase. Af-
terwards, a data decompression algorithm based on the dis-
crete wavelet transform (DWT) algorithm is executed.

The analysis of the power consumption of the modules of
the processor and their utilisation during the application led
to a partitioning into three power domains: PD vec which
includes a vector adder, PD mul which includes a scalar
multiplier and PD VIS which includes the complete vector
issue slots and the vector registers. PD vec has 96 output
signals and consists of 900 gates, PD mul has 32 output sig-
nals and consists of 1200 gates, and PD VIS is the largest
power domain with 144 output signals and 13700 gates. The
proposed power-off scheme is as follows: At startup, i.e. be-
fore the UWB receiver application is executed, PD mul and
PD VIS are switched on and PD mul is switched off as it
is not needed. After the Synchronization / Timing Acqui-
sition Phase, PD vec can be switched off. After executing
the Payload demodulation phase, the UWB application is
finished and the DWT application is executed. For that,
PD VIS is also switched off and PD mul is switched on.

To evaluate the difference between a hardware (HW) based
and a software (SW) based power manager, both methods
were implemented. In the implementation using the HW
based power manager, one power manager is instantiated

HW based power manager

0%
20%
40%
60%
80%

100%

mul vec VIS

P sw itch,leak

P mod,leak

P pw r.man

P ctrl.reg

P iso,leak

P iso,active

Figure 3: Results for the HW based power manager

per power domain. The power managers are controlled by
a control register which was added to the processor. It con-
tains one bit per power domain, where a ’1’ indicates that
the power domain is shut off, otherwise it is on. To access
single bits of the register, an additional function unit was
implemented. For the SW based power manager, the con-
trol signals to the power gating related cells are determined
directly from the control register. The control register con-
tains one bit for poweroff and one bit for isolation for each
power domain. In contrast to the first implementation, for
this approach, the control register is not implemented bit-
wise but can only be accessed completely. This was done so
that clock gating can reasonably be applied to the control
register.

The resulting design was synthesized and placed and routed
with 90nm TSMC LP (low power) library for 100 MHz with
the Cadence design tools. The power domains were defined
with the common power format (CPF) during the design
flow.

5. RESULTS AND DISCUSSION

The hardware based power manager.
In Figure 3, the results for the power consumption distri-

bution of the power gating related components (introduced
as α, β, γ and δ in Section 3) of the hardware based power
manager implementation are depicted. The denotation cor-
responds to the definitions used in Section 3. The terms
Ppwr.man and Pctrl.reg form Padd.modules (δ). They repre-
sent the power consumed by the power manager and the
control register, respectively.

It can be seen, that for the power domains PD mul and
PD vec the overhead is dominated by the power consumed
by the isolation cells during active mode (Piso,active). The
overhead for the power domain PD VIS is caused by the iso-
lation cells during active mode (Piso,active) and the power
manager (Ppwr.man) to approximately equal parts, a small
part is due to the control register (Pctrl.reg). Also it is notice-
able that PD VIS is the only power domain with a leakage
power consumption (Pmod,leak) which is significant enough
to be visible in the graph.

The minimum tdown/ttotal, calculated using Equation 5,
are 1.19 for PD mul, 1.04 for PD vec and 2.04 for PD VIS.
That implies, that in theory the respective power domain
had to be switched off for more than 100 % of the total time
in order to save energy, which in practice is not possible.
That means that a benefit from power gating cannot be
reached. The results demonstrate clearly, that power gating
would cause extra energy consumption in the system as the
introduced energy overhead will always exceed the energy
savings.
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SW based power manager
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Figure 4: Results for the SW based power manager
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Figure 5: Energy distribution for PD VIS for the
software based power manager

The software based power manager.
As the power manager has shown to be a significant con-

tributor to the overhead, the system was implemented using
a software based power manager. The power breakdown of
α, β, γ, and δ is depicted in Figure 4. The results demon-
strate that the overhead is mainly caused by the isolation
cells during active mode (Piso,active). For PD VIS, addition-
ally the power consumed by the control register (Pctrl.reg)
has a small influence.

The minimum tdown/ttotal are 1.00 for PD mul and PD vec.
That means, that for those cases energy savings can never
be obtained as the overhead will always be at least as big
as the savings. However, for the power domain PD VIS it
is 0.89, which means that benefits could be gained when
PD VIS is be switched off for more than 89 % of the time.
To analyze the distribution of the energy overhead and sav-
ings for the case that overhead and savings outweigh each
other exactly, i.e. PD VIS is switched off for 89 % of the
time, the contributors are depicted in Figure 5.

The graph shows that the savings (on the left side of the
graph) are dominated by the leakage power consumed by
the modules within the power domain. The energy which is
consumed during powering down (introduced as Epowerdown

in Section 3) is negligible. The overhead (right side of the
graph) is caused mainly by the energy consumption of the
isolation cells during active mode (Eiso,active) and the addi-
tional control modules (Eadd.modules), in this case the power
gating control register (Ectrl.reg). The leakage of the switch
(Eswitch,leak) and the isolation cells (Eiso,leak) are marginal.
Also the energy to switch a power domain on (Epoweron) is
negligible which was surprising considering previously pub-
lished studies.

A surprising observation for both implementations is the
large difference in power consumption of the isolation cells
between the power domains. For PD vec it is a factor of al-
most 40 compared to PD VIS, which has 1.5 times as many
output signals. This is caused by the fact that the isolation
block of PD vec are in a critical path in the design, therefore
extra buffers were inserted to meet timing constraints. Con-

sequently, the additional buffers also increased the power
consumption.

Summarizing, the obtained results show the following:
The power domains need a low duty cycle, otherwise the
energy overhead will exceed the savings. The size of the
power domain is of importance as it has a direct impact on
the leakage power consumption which dictates the savings.
The number of outputs is relevant as it determines the num-
ber of isolation cells. Finally, the power management is a
significant contributor to the energy overhead.

6. CONCLUSIONS
In this paper, a detailed analysis of the break-even point

for power gating was presented. Furthermore, two different
implementations of fine-grained power gating in the datap-
ath of a VLIW processor were shown. Both implementations
demonstrated that the introduced energy overhead is signif-
icant.

Surprisingly, the results demonstrated that the overhead
due to the energy required to switch a power domain on,
which has been stated as main contributor in the literature,
is very small compared to the overhead is caused by addi-
tional modules, primarily the isolation cells at the bound-
aries of the power domains and additional control modules
like a dedicated power manager or a control register. As
the analyzed power domains had a typical utilization profile
and the isolation cells are a mandatory part of power gating,
these can be considered as new power gating constraint.

Even though the energy overhead could be reduced signif-
icantly after omitting the need for a hardware-based power
manager by switching to a software based solution, the ob-
tained results showed, that fine grained power gating in the
datapath of a processor hardly can gain benefits, as the leak-
age energy which could be saved during idle is too low com-
pared to the introduced energy overhead during active mode.
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