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Abstract—Existing methods for security risk analysis typically
estimate time, cost, or likelihood of success of attack steps. When
the threat environment changes, such values have to be updated as
well. However, the estimated values reflect both system properties
and attacker properties: the time required for an attack step
depends on attacker skill as well as the strength of a particular
system component. In the TRESPASS project, we propose the
separation of attacker and system properties. By doing so, we
enable “plug-and-play” attacker profiles: profiles of adversaries
that are independent of system properties, and thus can be re-
used in the same or different organisation to compare risk in case
of different attacker profiles. We demonstrate its application in
the framework of attack trees, as well as our new concept of
attack navigators.

I. INTRODUCTION

Providing meaningful metrics for operational security risk
is hard [1]. There are different reasons for this: ever-changing
threat landscape, difficulties in validation and updating of risk
estimations, inability of performing comprehensive quantifi-
cation of the threat environment, etc. We believe that the
difficulty of dealing with these challenges, among other rea-
sons, is due to properties of the system and properties of the
threat having not been separated in common risk analyses in
organisations.

Existing approaches for security risk analysis use estimates
of time and cost to evaluate attack steps. For example, it is
said that a particular attack step costs $ 10,000 or has a 0.2
likelihood of success. Such annotations can then be used for
calculating the properties of complex, multi-step attacks from
the values associated with the individual steps (e.g., in the
framework of attack trees [2], [3], [4], [5]). For example, if
access to sensitive data first requires cracking a password and
then exploiting a vulnerability, and both have 0.2 likelihood of
success, the likelihood of success of the overall attack is 0.04
(assuming independence and single attempts).

The problem arises when the threat and/or vulnerability
landscape changes, which is a realistic scenario in dynamic
organisations. The threat environment can change due to agent
behaviour (e.g., increase in attacker resources), while the
vulnerability landscape can change due to infrastructure up-
dates (e.g., applying patches to decrease system vulnerability,
but also unintentional events). In either case, the estimated
annotations need to be updated. However, these values reflect
jointly both system and agent properties: the time required for
an attack step depends on attacker skill as well as difficulty
of the step. By using a joint estimation, it is unclear how to
update the values if only one of the components changes. For

example, one may have assigned a 0.2 likelihood of success
assuming a script kiddie as attacker. However, how should this
value be updated if one faces a national security agency instead
and the system has been patched in the meantime?

In the context of atomic threat events, some standards
already acknowledge the distinction between attacker and
system properties. For example, the FAIR risk taxonomy [6]
distinguishes between Threat Capability and Control Strength
to determine likelihood of success. However, FAIR does not
consider changing conditions in environments with multi-step
attacks. In earlier work, we proposed the use of Item Response
Theory to take both attacker and system properties into account
in quantitative penetration testing [7], [8].

In the ongoing TRESPASS project (www.trespass-project.
eu), we primarily focus on the risk analysis perspective. In
particular, we tackle the challenge of operational security
risk metrics by analysing multi-step attacks in the context of
complex socio-technical systems. We see our work as a step
forward in dealing with challenges of security metrics.

II. ATTACK NAVIGATORS

The separation of attacker and system properties enables
running risk calculations for different combinations of attacker
profiles and system configurations, resulting in comprehensive
risk analyses that are further evaluated by the organisation.
Thus, we enable “plug-and-play” attacker profiles: profiles of
adversaries that are independent of system properties, implying
that (1) attacker profiles can be used for different systems,
and (2) the risk analysis of a system can be done with a
different attacker profile without the need for updates of time,
cost or likelihood values. To demonstrate this approach, the
TRESPASS project developed the concept of attack navigator,
which consists of a map of the system components and
properties (e.g., by using socio-technical annotations such as
system configuration, user policies, network access controls),
and an attacker profile which is traversing the map. Our tool
simulates situations in which different attackers may have
different goals, skills and resources, and may therefore prefer
different attack paths on the map. Combinations of attacker
profiles may be used to reflect the threat environment of a
system, and these can be updated when needed. In such a case,
a new picture emerges of the risk situation of the organisation
based on the new threat environment.

To illustrate the approach, we show how attacker profiles
reflect on calculations of the likelihood of success of attacks.
For this we use attack trees, an industry standard for adversarial



analysis. Our attack navigator tool is able to generate attack
trees from maps of the system, based on a chosen target asset.
We focus on the situation where attacker properties (e.g., skill)
and system properties (e.g., difficulty) together determine the
likelihood of success of an attack step. Different functions are
possible to denote such a relation:

• a constraint-based approach, indicating that the at-
tacker should have a skill level at least as high as
the difficulty (as an extension of [2]);

• a logistic function, indicating that the likelihood of
success is 0.5 when skill (β) and difficulty (δ) are
equal (as in Item Response Theory [7]): in its simplest
form P = (eβ−δ)/(1 + eβ−δ).

In attack trees, the system properties (e.g., difficulty) will
be annotations on the leaves in the tree. The attacker properties
(e.g., skill) will be included in the attacker profiles. When a
particular attacker profile is selected, the likelihood of success
can be determined for each node based on the combination
of difficulty and skill. The resulting likelihood of success can
then be used in traditional attack tree calculations, as well as
in security risk analysis. Fig. 1 shows in a simplified scenario
how to calculate risk properties for an attacker with skill 1. To
adapt to changing environments, the same calculations can be
performed with different skill levels.

Attacker skill (β): 1
Constraint-based: only
left branch (AND-
node) is feasible.
Logistic model: the
likelihoods of success
of the leaf nodes are
respectively 0.5; 0.62;
0.38; 0.27. The all-in
likelihood of success
for the left branch is
0.5 * 0.62 = 0.31. For
this attacker, cracking
the password would
be the most attractive
option (i.e., 0.38).

Fig. 1. Example plug-and-play attack tree analysis. The bottom left node is an
AND-node; others are OR-nodes. The attack tree is annotated with difficulty
(δ) of the steps.

In the project, we work with more complex (multi-
parameter) infrastructure maps and attacker profiles. One way
to further extend the analysis is to use a three-parameter
function to take the dependency between invested time and
success into account. One can then derive likelihood of success
from (1) attacker skill, (2) step difficulty, and (3) time invested
by the attacker. We are currently working on such extensions,
based on timed probability distributions [9].

III. PLUG-AND-PLAY IN TRESPASS

One of the main bottlenecks of practical security risk
analysis is the unclear attribution of properties to the threat
environment (attackers) or the system being analysed. In this
work, we have presented a way forward based on results from
the TRESPASS project. In particular, we analyse how attacker
profiles can be used as plug-and-play components in the risk
analysis. In the broader context of the project, we envision that

different properties can be used as plug-and-play components:
user profiles, system configurations, etc. For example, user
profiles could be used for evaluating the likelihood of success
of social engineering steps of the attacks, which could differ
depending on the cultural environment.

To derive meaningful maps of complex socio-technical
systems, we leverage different techniques. Next to scalable
formal modelling techniques, several visualisation techniques
have been developed in TRESPASS to support model develop-
ment and analysis. This ranges from specific representations
of importance of branches in attack trees to physical system
maps built by stakeholders using Lego. Such “thinking tools”
are essential in capturing the relevant knowledge about system
architecture, potential attackers, and associated parameters.
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