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Abstract—Stream processing applications executed on multi-
processor systems usually contain cyclic data dependencies due
to the presence of bounded FIFO buffers and feedback loops, as
well as cyclic resource dependencies due to the usage of shared
processors. In recent works it has been shown that temporal
analysis of such applications can be performed by iterative
fixed-point algorithms that combine dataflow and response time
analysis techniques. However, these algorithms consider resource
dependencies based on the assumption that tasks on shared
processors are enabled simultaneously, resulting in a significant
overestimation of interference between such tasks.

This paper extends these approaches by integrating an explicit
consideration of precedence constraints with a notion of offsets
between tasks on shared processors, leading to a significant
improvement of temporal analysis results for cyclic stream
processing applications. Moreover, the addition of an iterative
buffer sizing enables an improvement of temporal analysis results
for acyclic applications as well.

The performance of the presented approach is evaluated in a
case study using a WLAN transceiver application. It is shown that
56% higher throughput guarantees and 52% smaller end-to-end
latencies can be determined compared to state-of-the-art.

I. INTRODUCTION

Real-time stream processing applications such as Software
Defined Radios (SDRs) that are executed on multiprocessor
systems usually require to give temporal guarantees at design
time, ensuring that throughput and latency constraints can be
always satisfied. In many cases, however, a temporal analysis
to obtain such guarantees is not trivial, as both cyclic data
dependencies and processor sharing with run-time schedulers
heavily influence the temporal behavior of an analyzed appli-
cation. Besides, so-called cyclic resource dependencies occur
wherever resource dependencies introduced by processor shar-
ing are opposite to the flow of data, making temporal analysis
even more challenging.

It has been shown that dataflow analysis techniques are ca-
pable of obtaining temporal guarantees under such demanding
circumstances [17], [19], [23]. The applicability of dataflow
analysis techniques is not limited to temporal analysis, but also
includes the computation of required buffer capacities [24],
scheduler settings [22], a suitable task-to-processor assign-
ment [18] and forms the basis for synchronization overhead
minimization techniques such as task clustering [5] and resyn-
chronization [8].

Especially the inherent support of cyclic data dependencies,
which is enabled by the so-called the-earlier-the-better refine-
ment relation [7], distinguishes dataflow analysis techniques
from other approaches. Cyclic data dependencies regularly
occur due to the presence of feedback loops. Moreover, cyclic
data dependencies are also introduced by the usage of First-
In-First-Out (FIFO) buffers with blocking writes for inter-
task communication, i.e. buffers on which a writing task is
suspended if the buffer is full. Data dependencies become
cyclic for such buffers as a reading task does not only have
to wait for a writing task if the buffer is empty (forward
dependency), but the writing task also has to wait for the
reading task if the buffer is full (backward dependency).

It is possible to assume during temporal analysis that buffer
capacities are all infinite and to determine sufficiently large
buffer capacities, i.e. buffer capacities that are large enough
such that writing tasks never have to wait for reading tasks,
afterwards. This allows to treat applications without feedback
loops as acyclic, enabling the usage of accurate temporal anal-
ysis approaches that are not available for cyclic applications.
Unfortunately, assuming buffer capacities as infinite during
temporal analysis also prevents the exploitation of a recently
discovered correlation between cyclic data dependencies and
interference: If two tasks that interfere with each other, i.e.
that are executed on the same processor, are connected via
a cyclic data dependency then the number of interferences
of one task during an execution of the other is limited by
this cyclic dependency. This correlation is considered in the
dataflow analysis approach from [26] and further exploited
in [25] by the introduction of an iterative buffer sizing.

However, the correlation between cyclic dependencies and
interference relies on the existence of cyclic data dependencies
between tasks sharing a processor. If between some tasks
communication is realized via FIFO buffers without blocking
writes or if the capacities of some of these buffers grow
large then the algorithm in [25] falls back to the rather
crude response time analysis from [9] for these tasks, which
basically assumes that all tasks on a shared processor are
externally enabled, i.e. put in the ready queue of the scheduler
after satisfaction of data dependencies, simultaneously. This
can lead to a significant overestimation of interference and
consequently unsatisfactory analysis results.

This paper presents a dataflow analysis approach for both
cyclic and acyclic single-rate real-time stream processing ap-
plications executed on multiprocessor systems with shared pro-
cessors and static priority preemptive schedulers [3]. The ap-
proach is based on the iterative fixed-point algorithm from [25]
and addresses the overestimation of interference between tasks
by the introduction of execution intervals. Execution inter-
vals are a generalization of dynamic offsets, as they do not
only represent bounds on external enabling times, but are
defined by the minimum external enabling and maximum finish
times of tasks. Furthermore, execution intervals are integrated
with an explicit consideration of precedence constraints, a
notion of both cyclic and acyclic data dependencies. The
combination of execution intervals and precedence constraints
is used to derive a more accurate, while still temporally
conservative characterization of interference and consequently
improved temporal guarantees for cyclic applications. Finally,
the presented approach is extended with the iterative buffer
sizing from [25], which enables a significant improvement of
temporal guarantees for acyclic applications as well.

The remainder of this paper is structured as follows:
Section II presents related work. An intuitive introduction to
the presented approach is given in Section III. Section IV
details the temporal analysis approach and discusses temporal
conservativeness, monotonicity and convergence of the analy-
sis flow. The approach is evaluated in a case study in Section V
and Section VI presents the conclusions.
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Fig. 1. Left: Task graph with variable source jitter. Right: Source jitter 𝐽 vs.
end-to-end latency 𝐿 for different temporal analysis approaches.

II. RELATED WORK

In this section we discuss related work. We make use of the
example depicted in Figure 1, a benchmark taken from [15], to
illustrate the differences between the various temporal analysis
approaches. The left side of the figure shows the task graph of
a streaming application, with tasks 𝜏𝑖 and 𝜏𝑘 being executed on
a shared processor using a static priority preemptive scheduler
and task 𝜏𝑘 having a higher priority (𝜋2) than task 𝜏𝑖 (𝜋1).
The Worst-Case Execution Times (WCETs) of the tasks are
written next to the tasks. The application is driven by a
periodic source with the frequency 𝑓 = 0.1 kHz and a variable
jitter 𝐽 = [0..50] ms. Moreover, inter-task communication
is realized via FIFO buffers whose optimum capacities are
unknown before analysis. The right side of Figure 1 depicts
the end-to-end latency 𝐿 determined by different analysis
approaches drawn against the source jitter 𝐽 .

The approach from [9] can handle cyclic data dependen-
cies, but determines interference between tasks solely based on
a rather crude period-and-jitter characterization which assumes
that all interfering tasks are externally enabled simultaneously,
resulting in the curve with circles. The consideration of the
effect that cyclic data dependencies bound interference in [26]
also does not help since the task graph is acyclic, leading to
the same curve with circles for this approach.

Only the combination with an iterative buffer sizing, which
is described in [25] and also later in this paper, leads to a
significant improvement of analysis results: The iterative buffer
sizing makes the previously acyclic task graph cyclic, which
allows to bound interference using these cycles. This technique
results in the curve with dots, but requires the usage of FIFO
buffers with blocking writes. Note that the differences between
our approach and the aforementioned are further detailed in
Section V.

The limitations of the crude period-and-jitter characteriza-
tion can be addressed by the usage of offsets, which represent
bounds on the external enabling times of tasks. The external
enabling time of a task is thereby closely related to the so-
called release time [20]: Both indicate the time at which a
task iteration is put in the ready queue of its scheduler, with
the difference that a release time occurs periodically, whereas
the external enabling time reflects the enabling of a task
iteration due to satisfaction of its data dependencies. Offsets
in the context of temporal analysis were pioneered in [20].
The offsets used in this approach are static, however, limiting
applicability to systems with strictly periodic schedules. This
limitation is relaxed in [13] by the introduction of dynamic
offsets, which combine static offsets with jitters and allow to
consider systems with data-driven schedules as well.

The SymTA/S approach [11], one of the approaches dis-
cussed in [15], characterizes interference between tasks using
dynamic offsets. However, the approach cannot take into

account arbitrary cyclic data dependencies. Consequently, it
has to assume infinite FIFO buffer capacities during analysis.

Moreover, dynamic offsets have a significant shortcoming
when tasks with large jitters are involved, as it is the case
in our example: The analysis has to assume for the worst
case that an iteration 𝑛 of task 𝜏𝑖 executes as late as possible
(that is, with maximum jitter), whereas iteration 𝑛 of task 𝜏𝑘
executes as early as possible (with minimum jitter). This leads
to the detection of interference between iteration 𝑛 of task 𝜏𝑖
and iteration 𝑛 of task 𝜏𝑘, which obviously cannot occur in
the application itself. An overestimation of interference is the
consequence, which is illustrated by the curve with crosses.

This problem can be addressed by replacing dynamic
offsets with relative offsets, which are not defined in relation
to the source, but directly in relation to interfering tasks, as it
is proposed in [10]. While analysis accuracy is high for this
approach, its applicability is limited to tree-shaped task graphs.

Another possibility to reduce the inaccuracies of dynamic
offsets is the addition of explicit exclusions of interference due
to precedence constraints. Such a method was first considered
in [27] in which preempted tasks are analyzed in chains with
other preempted tasks, preventing to account for the same
interference multiple times. In [12] a notion of execution
intervals is used in combination with precedence constraints,
similar to our approach. However, precedence relations are
only evaluated between tasks in the same iteration and only
acyclic applications are considered.

Limiting interference using precedence constraints is also
discussed in [14] and refined in [16]. The latter refinement
is implemented as part of the Modeling and Analysis Suite
for Real-Time Applications (MAST) [6] and is capable of an
accurate characterization of interference for our example. This
is illustrated by the curve with boxes, which is equal to the
curve determined for our approach. However, the applicability
of the technique in [16] is also limited to acyclic task graphs
(in fact, even tree-shaped task graphs). Besides the obvious
shortcoming that task graphs with feedback loops cannot be
modeled, this can also have a negative impact on analysis
accuracy for acyclic graphs.

Assume for instance that the priorities in our example
are reversed, i.e. that task 𝜏𝑖 has a higher priority than task
𝜏𝑘. The technique in [16] would conclude that an iteration 𝑛
of task 𝜏𝑘 could potentially experience interference from all
iterations of task 𝜏𝑖 with a higher iteration index than 𝑛. In
contrast, our approach with its iterative buffer sizing would
introduce additional backward dependencies from task 𝜏𝑘 to
task 𝜏𝑖 that bound interference between these tasks, resulting
in more accurate analysis results.

As far as we know our approach is the first to consider
offsets in the context of applications with arbitrary cyclic
data and resource dependencies. The resulting support for
feedback loops and FIFO buffers with predefined capacities
distinguishes our work from all other offset-based approaches.
Moreover, our approach does not only support cyclic data
dependencies natively, but uses the precedence constraints
imposed by such dependencies to bound interference. To
the best of our knowledge, this combination of offsets and
precedence constraints enables a higher analysis accuracy for
cyclic applications than achievable by any other approach.

On top of that, our analysis approach can apply an iterative
buffer sizing, making even acyclic task graphs cyclic. The addi-
tionally introduced backward dependencies are used to bound
interference, which can lead to a significant improvement of
analysis results for acyclic applications as well.
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Fig. 3. Determining the maximum finish time of an iteration 𝑛 of task 𝜏𝑖
from Figure 2.

III. BASIC IDEA

In this section we illustrate the basic idea of combining
execution intervals with precedence constraints to bound in-
terference between tasks on shared processors. At first, we
show that there exist two different ways of conservatively
bounding interference using execution intervals and that only
a combination of the two leads to usable results. Then we
illustrate how this bound can be combined with an explicit
consideration of precedence constraints in order to determine
a more accurate interference characterization.

Consider the task graph depicted in Figure 2. All tasks
are triggered by the periodic source 𝜏𝑠 with the frequency
𝑓 = 0.1 MHz and communicate via FIFO buffers. The Best-
Case Execution Times (BCETs) and WCETs of the tasks
are denoted above them. Moreover, the tasks 𝜏𝑖, 𝜏𝑗 and 𝜏𝑘
are executed on a shared processor using a static priority
preemptive scheduler, with task 𝜏𝑖 having the lowest priority
𝜋1 and task 𝜏𝑘 having the highest priority 𝜋3. The unlabeled
tasks are executed on other, unshared processors and determine
the external enabling and finish times of the tasks 𝜏𝑖, 𝜏𝑗 and 𝜏𝑘
relative to the source. In the following we attempt to compute
an as accurate as possible, yet temporally conservative (i.e.
pessimistic) bound on the finish time of an iteration 𝑛 of task 𝜏𝑖
(shorthand notation: task iteration 𝜄𝑛𝑖 ). Thereby we make use of
so-called execution intervals of higher priority task iterations,
i.e. intervals being defined by the minimum external enabling
and maximum finish times of such task iterations.

Consider the Gantt chart depicted in Figure 3. The up-
per part of the chart shows the execution intervals of all
iterations of the higher priority tasks 𝜏𝑗 and 𝜏𝑘 that lie
in the temporal proximity of iteration 𝜄𝑛𝑖 . The execution
intervals are established by the minimum external enabling
times 𝜀 and maximum finish times 𝑓 of the tasks. Initially,
these are determined by the sums of BCETs and WCETs
on the paths to the respective tasks, relative to the periodic
executions of the source indicated by 𝑓(𝜄𝑛𝑠 ). For instance,
the initial execution interval of task iteration 𝜄𝑛𝑘 is equal to
𝑓(𝜄𝑛𝑠 ) + [1 + 1, 3 + 1 + 2] µs = 𝑓(𝜄𝑛𝑠 ) + [2, 6] µs.

Let us first assume that iteration 𝜄𝑛𝑖 is externally enabled
as late as possible, i.e. it holds that 𝜀(𝜄𝑛𝑖 ) = 𝜀(𝜄𝑛𝑖 ). Given
this external enabling time, the execution intervals of the

tasks 𝜏𝑗 and 𝜏𝑘, as well as their WCETs 𝐶𝑗 and 𝐶𝑘 we can
bound interference of the tasks in an accurate, yet temporally
conservative manner, as we explain in the following.

At first, we assume that iteration 𝜄𝑛𝑖 does not experience
any interference, i.e. it holds that its finish time is equal to
𝜀(𝜄𝑛𝑖 )+𝐶𝑖 (Figure 3a). Now we see that the execution interval
of iteration 𝜄𝑛𝑘 overlaps with the execution of iteration 𝜄𝑛𝑖 .
Consequently, we consider interference from this overlapping
iteration maximally, i.e. as the WCET of task 𝜏𝑘 (Figure 3b).
Due to this interference the finish time of iteration 𝜄𝑛𝑖 increases,
causing an additional overlap with iteration 𝜄𝑛𝑗 that we also
consider maximally (Figure 3c). We apply this procedure
of iteratively increasing interference until the finish time of
iteration 𝜄𝑛𝑖 converges, i.e. until the point in time at which
no new overlaps have to be considered. After considering
interference from iteration 𝜄𝑛𝑗 no other execution intervals of
higher priority tasks can overlap with the execution of iteration
𝜄𝑛𝑖 , making the finish time presented in Figure 3c an upper
bound on the finish time of iteration 𝜄𝑛𝑖 for the case that it is
externally enabled at 𝜀(𝜄𝑛𝑖 ).

Now consider that iteration 𝜄𝑛𝑖 is not externally enabled as
late as possible, but as early as possible, i.e. at 𝜀(𝜄𝑛𝑖 ) = 𝜀(𝜄𝑛𝑖 ).
Applying the same method of iteratively adding interference
we find the finish time shown in Figure 3d. As one can see,
in this case the finish time of iteration 𝜄𝑛𝑖 is larger than the
finish time for 𝜀(𝜄𝑛𝑖 ). This is due to the fact that the additional
overlap with iteration 𝜄𝑛−1

𝑗 , which is caused by the earlier
external enabling, is smaller than the WCET of task 𝜏𝑗 .

Such an anomaly on the computed finish time bounds with
respect to external enabling times earlier than 𝜀(𝜄𝑛𝑖 ) imposes
a problem in terms of computational efficiency: If we want
to find a bound on the finish time of a task iteration that is
independent of when the iteration is actually externally enabled
we do not only have to compute the finish time for one external
enabling time, but for all external enabling times between
𝜀(𝜄𝑛𝑖 ) and 𝜀(𝜄𝑛𝑖 ). This would make our proposed algorithm
practically unusable.

Fortunately, there is another temporally conservative way
to bound interference: A higher priority iteration cannot only
interfere no more than the WCET of the corresponding task,
but also no later than the maximum finish time of that iteration,
i.e. no later than until the end of its execution interval. In
Figure 3e this method is applied on the execution intervals
of the tasks 𝜏𝑗 and 𝜏𝑘: Starting from the external enabling
time 𝜀(𝜄𝑛𝑖 ) of iteration 𝜄𝑛𝑖 we iteratively add interference from
iterations of the tasks 𝜏𝑗 and 𝜏𝑘 up to their maximum finish
times. In this example, however, there is no time between the
execution intervals of the higher priority task iterations. For
that reason there is also no execution time left for the WCET of
iteration 𝜄𝑛𝑖 and its finish time consequently converges towards
infinity.

Now let us combine the two methods of bounding interfer-
ence as follows: For all higher priority task iterations whose
execution intervals end before or at the maximum external
enabling time of iteration 𝜄𝑛𝑖 we bound interference using
their finish times and for all other interfering iterations, i.e.
all iterations whose maximum finish times are larger than
𝜀(𝜄𝑛𝑖 ), we bound interference by the corresponding WCETs.
For 𝜀(𝜄𝑛𝑖 ) = 𝜀(𝜄𝑛𝑖 ) the finish time depicted in Figure 3f is
computed, which is apparently smaller than the finish time
computed for 𝜀(𝜄𝑛𝑖 ) = 𝜀(𝜄𝑛𝑖 ). As we show later, the latter
observation does not only hold for this example and not only
for the case that 𝜄𝑛𝑖 is externally enabled at its minimum
external enabling time, but for any external enabling time
smaller than 𝜀(𝜄𝑛𝑖 ). For that reason we can compute an upper
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bound on the finish time of iteration 𝜄𝑛𝑖 by only computing an
upper bound assuming that iteration 𝜄𝑛𝑖 is externally enabled
at 𝜀(𝜄𝑛𝑖 ) and know that this bound is indeed an upper bound
for any enabling time smaller or equal to 𝜀(𝜄𝑛𝑖 ).

Moreover, we can combine the consideration of interfer-
ence based on execution intervals with an explicit considera-
tion of precedence constraints: As it can be seen in Figure 2
task 𝜏𝑖 precedes task 𝜏𝑗 in such way that an iteration 𝜄𝑛𝑖 must be
always finished before iteration 𝜄𝑛𝑗 is externally enabled. From
this follows that iteration 𝜄𝑛𝑗 cannot interfere with iteration
𝜄𝑛𝑖 , independent of any overlaps with the execution interval of
iteration 𝜄𝑛𝑗 . Considering this relation in the computation of
maximum interference then just results in the finish time of
iteration 𝜄𝑛𝑖 presented in Figure 3g. In the following section
we show how to use dataflow modeling to derive a consistent
way of considering precedence constraints between tasks in
the finish time computation, resulting in more accurate analysis
results than achievable by only considering execution intervals.

Finally, note that the determined difference between max-
imum external enabling and maximum finish time of task
iteration 𝜄𝑛𝑖 is larger than the WCET of task 𝜏𝑖. This results in
an additional delay of task iteration 𝜄𝑛𝑗 that has to be accounted
for in a larger execution interval. Larger execution intervals,
however, can lead to even more interference that must be
considered. Therefore we have to compute execution intervals
and finish times alternately until convergence is achieved. This
makes our algorithm iterative.

IV. TEMPORAL ANALYSIS

Our temporal analysis and buffer sizing approach is pre-
sented in this section. Section IV-A describes the analysis
model and Section IV-B the iterative analysis flow. Sec-
tion IV-C presents algorithms that are used to determine
periodic execution intervals of task iterations, taking into
account delays due to data dependencies. In Section IV-D
these execution intervals, as well as precedence constraints,
are employed to bound finish times of task iterations not only
considering data dependencies, but also considering resource
dependencies due to processor sharing. Finally, Section IV-E
describes the iterative buffer sizing.

In the remainder of this paper we refer to upper (lower)
bounds on external enabling times of tasks as maximum
external enabling times 𝜀 (minimum external enabling times
𝜀). Analogously, we refer to upper (lower) bounds on finish
times as maximum finish times 𝑓 (minimum finish times 𝑓).
Moreover, we call an iteration 𝑛 of a task 𝜏𝑖 task iteration 𝜄𝑛𝑖
and the source period of that task 𝑃𝑖.

A. Analysis Model

We make use of Homogeneous Synchronous Dataflow
(HSDF) graphs to calculate lower bounds on the best-case and
upper bounds on the worst-case schedule of an analyzed appli-
cation. These bounds on schedules are used for the verification
of temporal constraints, the derivation of execution intervals
and a calculation of sufficiently large buffer capacities.

An HSDF graph is a directed graph 𝐺 = (𝑉,𝐸, 𝛿, 𝜌) that
consists of a set of actors 𝑉 and a set of directed edges
𝐸 connecting these actors. An actor 𝑣𝑖 ∈ 𝑉 communicates
with other actors by producing tokens on and consuming

tokens from edges, which represent unbounded queues. An
edge 𝑒𝑖𝑗 = (𝑣𝑖, 𝑣𝑗) ∈ 𝐸 initially contains 𝛿(𝑒𝑖𝑗) tokens. An
actor 𝑣𝑖 is enabled to fire if at least one token is available on
each of its incoming edges. Furthermore, the firing duration 𝜌𝑖
specifies the difference between the start and finish times of a
firing of an actor 𝑣𝑖. An actor consumes one token from each
of its incoming edges at the start of a firing and produces one
token on each of its outgoing edges when a firing finishes.

With our approach we analyze applications 𝒜 that can be
described by one or more task graphs 𝒯 ∈ 𝒜. We specify a task
graph 𝒯 as a weakly connected directed graph, with its vertices
𝜏𝑖 ∈ 𝒯 representing tasks and its directed edges representing
FIFO buffers. Our analysis requires BCETs and WCETs of
all tasks that hold independent of schedules. The underlying
hardware must support obtaining these times, as does for
instance the Starburst architecture [4]. Thereby it can be
assumed that all tasks are executed in isolation, since processor
sharing is analyzed by our algorithm. Communication time,
however, has to be included in the WCETs of tasks.

Furthermore, we require that a task is only externally
enabled, i.e. put in the ready queue of the scheduler, if data is
available in all its input buffers and free space in all its output
buffers (data-driven scheduling).

Each task graph is single-rate and has a single strictly
periodic source 𝜏𝑠 that directly or indirectly externally enables
all other tasks of the task graph by writing data to input buffers
of tasks. Without loss of generality we require that no task is
externally enabled before the first execution of the source 𝜏𝑠,
which is the case if for each task at least one input buffer is
initially empty. In the following all times of a task graph are
defined relative to that first source execution.

Writing data to an output buffer can be implemented with
the following three steps. At first, it is verified whether an
output buffer location is not locked by a reading task. If
this is not the case, the location is locked by the writing
task (acquisition of space). This is followed by the actual
write operation to the locked buffer location (data write) and
finalized by unlocking the buffer location, making it available
to reading tasks again (release of data). Analogously, reading
data from an input buffer can be characterized by an acquisition
of data, a data read and a release of space. FIFO behavior
can then be implemented by simply traversing buffer locations
on both read and write operations in sequential order, with a
wrap-around after the last location.

As depicted in Figure 4 we model each task of a task graph
as a single HSDF actor. Such a one-to-one relation between
tasks and actors can be maintained if a scheduler performs all
acquisition operations of both data and space at the beginning
and all release operations at the end of each task execution.

Exchanging data between tasks over a FIFO buffer can
then be modeled by a directed cycle in an HSDF graph, as
depicted in Figure 4, with the number of initial tokens 𝛿𝑖𝑗 on
the edge from actor 𝑣𝑖 to actor 𝑣𝑗 being equal to the number of
initially full containers in the corresponding FIFO buffer and
the number of initial tokens 𝛿𝑗𝑖 on the edge from actor 𝑣𝑗 to
actor 𝑣𝑖 being equal to the number of initially free containers.
The consumption of a token by actor 𝑣𝑖 then corresponds to an
acquisition of space, whereas a token production by that actor
corresponds to a release of data. Analogously, the consumption
of a token by actor 𝑣𝑗 corresponds to an acquisition of data
and the production of a token by actor 𝑣𝑗 to a release of space.

In the following we derive HSDF graphs from task graphs
to compute minimum and maximum start times of actors.
These start times are then used to compute bounds on the
external enabling and finish times of the corresponding tasks.
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B. Iterative Analysis Flow

Figure 5 depicts the flow of our temporal analysis approach.
We use this analysis flow for the verification of temporal
constraints and for the computation of buffer capacities that
allow for a satisfaction of these constraints.

Input to our analysis flow are an application consisting of
one or more task graphs, a fixed task-to-processor mapping,
a specification of scheduler settings and a set of temporal
constraints. Moreover, if buffer capacities are determined with
our analysis flow then upper bounds on these capacities can
be specified.

In step 1 initial execution intervals are computed. Based on
the correspondence depicted in Figure 4, two HSDF models
are derived that reflect the best-case and worst-case behavior of
the analyzed application. The firing durations of the actors in
the best-case model are set to the BCETs of the corresponding
tasks, which enables the computation of periodic lower bounds
on the external enabling times of tasks with this model.
Analogously, the firing durations of actors in the worst-case
model are set to the WCETs of the corresponding tasks. As
we show in the next section, this model can be used to derive
periodic upper bounds on the external enabling times of tasks,
i.e. periodic upper bounds on the times at which task iterations
are put in the ready queues of their schedulers. By adding
the WCETs of tasks to the determined maximum external
enabling times a first periodic upper bound on the finish times
of tasks is derived. The minimum external enabling times and
the maximum finish times then just form the sought initial
execution intervals.

Note that at this stage the maximum finish times only
account for delays due to data dependencies, but not for delays
due to resource dependencies. This is amended in step 2 of
the analysis flow, which estimates interference between tasks
executed on shared processors. We consider a combination of
precedence constraints and the execution intervals determined
in step 1 of the flow to determine accurate estimates on
interference. Starting from the previously determined maxi-
mum external enabling times we iteratively add interference,
according to Section III, until upper bounds on the finish times
of tasks are determined. These bounds are now conservative
with respect to both data and resource dependencies.

However, the increased maximum finish times from step 2
can also result in additional delays of tasks due to data de-
pendencies. Consequently, in step 3 we have to recompute the
maximum finish times derived from the worst-case model in
step 1, with the firing durations of actors set to the differences
between previously determined maximum external enabling
times and the maximum finish times computed in step 2.

The maximum finish times computed in step 3, however,
can result in enlarged execution intervals, which can potentially
lead to even more interference than considered in step 2.

Therefore step 2 has to be repeated, taking the extended
execution intervals into account. This is the reason why our
analysis flow is iterative.

To combine our temporal analysis with an iterative buffer
sizing we determine estimates on buffer capacities in step 4 of
the flow. The capacities are computed based on the schedules
and maximum finish times computed in step 3. In turn, the
estimates on buffer capacities define additional precedence
constraints that are used to bound interference in step 2.

Finally, the schedules are checked against temporal con-
straints in step 5 and it is verified whether all maximum
external enabling times and buffer capacities have converged,
i.e. have not changed since the previous iteration of the algo-
rithm. If a constraint is violated the algorithm stops. Otherwise,
depending on whether all maximum external enabling times
and buffer capacities have converged the algorithm either
finishes or repeats the steps 2 to 5 until either convergence
is achieved or constraints are violated.

In the following we ensure that both maximum external
enabling times and buffer capacities increase monotonically
throughout iterations of the analysis flow. Moreover, it can be
seen that both maximum external enabling times and buffer
capacities increase with a minimum step size, which ensures
that no enabling time nor buffer capacity can converge towards
a certain value indefinitely. If additionally upper bounds are
specified on all buffer capacities or if maximum latencies are
defined it follows that all maximum external enabling times
and buffer capacities are limited from above. This combination
of monotonicity, minimum step sizes and limits ensures that
the analysis flow terminates, as it is detailed in [25].

As the other algorithms discussed in Section II our analysis
flow is iterative, both due to the mutual dependency between
interference and execution intervals (outer loop) and within
the interference computations (inner loop). The computational
complexity of our flow is therefore in the worst-case non-
polynomial. Nevertheless, the run-times are usually small
enough for an off-line algorithm, as shown in Section V.

C. Determining Execution Intervals

In this section we present our method to compute execution
intervals in steps 1 and 3 of the analysis flow. The execution
intervals are formed by periodic lower bounds on the external
enabling times and periodic upper bounds on the finish times
of tasks. Following the method presented in [9] we compute
these bounds using dataflow models reflecting the best-case
and worst-case behavior of an analyzed application.

To determine lower bounds on external enabling times of
tasks in step 1 of the analysis flow we consider a best-case
model in which each task is modeled as a dataflow actor,
according to Figure 4. The firing durations 𝜌 of actors in
this best-case model are thereby set to the BCETs of the
corresponding tasks. Furthermore, cyclic data dependencies
with limited numbers of tokens can delay periodic start times
of actors, while it can occur that the corresponding tasks do
not always experience the same delays. Consequently, we only
consider edges without initial tokens in the best-case model.
Taking the latter restriction into account, it has been shown
in [9] that the following Linear Program (LP) can be used to
determine start times of actors in the best-case model:

Minimize
∑
𝑣𝑖∈𝑉

𝑠𝑖

Subject to: 𝑠𝑠 = 0, ∀𝑒𝑖𝑗∈𝐸′ : 𝑠𝑗 − 𝑠𝑖 ≥ 𝜌𝑖

with 𝐸′ = {𝑒 ∣ 𝑒 ∈ 𝐸 ∧ 𝛿(𝑒) = 0}



These start times define a periodic schedule for the actors in
the best-case model, i.e. it holds that the start time of an actor
𝑣𝑖 in iteration 𝑛 is equal to 𝑠𝑖+𝑛 ⋅𝑃𝑖. By setting the start time
of the source actor 𝑣𝑠 to 𝑠𝑠 = 0 it holds that all start times
are computed relative to the first enabling of the source actor.
As the external enabling time of a task is also defined relative
to the first execution of its strictly periodic source it follows
that we can use the start time 𝑠𝑖 of an actor 𝑣𝑖 in the best-case
model to determine a periodic lower bound on the external
enabling times 𝜀(𝜄𝑛𝑖 ) of the corresponding task 𝜏𝑖, i.e.:

∀𝑛≥0 : 𝜀(𝜄𝑛𝑖 ) = 𝑠𝑖 + 𝑛 ⋅ 𝑃𝑖 ≤ 𝜀(𝜄𝑛𝑖 ) (1)

Moreover, we define a worst-case model that is used to
compute upper bounds on the external enabling times of tasks
in steps 1 and 3 of the analysis flow. According to Figure 4
we consider buffer capacities as cyclic data dependencies
in the worst-case model. The numbers of tokens for buffer
capacities determined with our analysis flow are set to the
upper bounds specified as input to the flow. This is required
as using estimates on buffer capacities instead of upper bounds
could lead to both larger maximum finish times in step 2 and
smaller maximum external enabling times in step 3, which
would consequently break monotonicity of the analysis flow.

In step 1 of the analysis flow we set the firing durations
𝜌 of actors in the worst-case model to the WCETs of the
corresponding tasks. In step 3, however, the firing durations are
set to the differences between the maximum external enabling
and the maximum finish times of tasks, with the first either
computed in step 1 or, if applicable, in the previous iteration
of step 3 and the latter computed in step 2 of the analysis
flow. According to [9] the start times of actors in the worst-
case model can be computed by solving the following LP:

Minimize
∑
𝑣𝑖∈𝑉

𝑠𝑖 (2)

Subject to: 𝑠𝑠 = 0, ∀𝑒𝑖𝑗∈𝐸 : 𝑠𝑗 − 𝑠𝑖 ≥ 𝜌𝑖 − 𝛿(𝑒𝑖𝑗) ⋅ 𝑃𝑖

Also note that self-edges with one token are usually used
in dataflow models to capture that a task cannot be enabled
before its previous execution is finished. However, we are not
making use of the actual enabling times of tasks, but of external
enabling times. Hence we omit self-edges in the worst-case
model, which has the additional advantage that the differences
between the maximum external enabling and maximum finish
times of tasks are allowed to be larger than source periods.
The data dependencies between tasks are nevertheless exactly
captured by the edges between the corresponding actors. This
allows to bound the external enabling time 𝜀(𝜄𝑛𝑖 ) of a task
iteration 𝜄𝑛𝑖 from above as follows:

∀𝑛≥0 : 𝜀(𝜄𝑛𝑖 ) ≤ 𝜀(𝜄𝑛𝑖 ) = 𝑠𝑖 + 𝑛 ⋅ 𝑃𝑖 (3)

The sum of this periodic upper bound on the external enabling
times of task iterations 𝜄𝑛𝑖 and the firing duration of the actor
corresponding to task 𝜏𝑖 defines an upper bound on the finish
times 𝑓(𝜄𝑛𝑖 ) of task iterations 𝜄𝑛𝑖 , i.e.:

∀𝑛≥0 : 𝑓(𝜄𝑛𝑖 ) ≤ 𝑓(𝜄𝑛𝑖 ) = 𝑠𝑖 + 𝜌𝑖 + 𝑛 ⋅ 𝑃𝑖 (4)

With Equations 1 and 4 we can finally define the sought
periodic execution intervals:

Definition 1: The execution interval ℐ(𝜄𝑛𝑖 ) of a task iteration
𝜄𝑛𝑖 is defined as the interval between its minimum external
enabling time and its maximum finish time, i.e.:

ℐ(𝜄𝑛𝑖 ) = [𝜀(𝜄𝑛𝑖 ), 𝑓(𝜄
𝑛
𝑖 )] = [𝑠𝑖 + 𝑛 ⋅ 𝑃𝑖, 𝑠𝑖 + 𝜌𝑖 + 𝑛 ⋅ 𝑃𝑖]

D. Bounding Interference
In this section we present the derivation of periodic and

temporally conservative upper bounds on the finish times of
tasks with respect to resource dependencies. At first, we bound
the finish time of a single task iteration 𝜄𝑛𝑖 from above, by
considering interference from higher priority tasks executed
on the same processor as task 𝜏𝑖 in a temporally conservative
manner. This means that external enabling and execution
times of higher priority tasks are considered in such way that
interference on task 𝜏𝑖 is maximized. To bound interference of
higher priority tasks we make use of WCETs, the execution
intervals defined in the previous section, as well as precedence
constraints. Then we extend the derived single-iteration bound
to a periodic bound that holds for any task iteration. Finally,
we use these periodic upper bounds on finish times to derive
the firing durations required in step 3 of the analysis flow.

The outline of the remainder of this section is as follows:
In Section IV-D1 it is pointed out that it is not sufficient
to consider all interference of higher priority tasks that can
occur between the external enabling time of an iteration 𝜄𝑛𝑖
and its finish time, since earlier iterations 𝜄𝑛−1

𝑖 , 𝜄𝑛−2
𝑖 , . . .

can also delay the execution of iteration 𝜄𝑛𝑖 . Subsequently,
we present a temporally conservative method of considering
such self-interference. In Section IV-D2 it is explained how
execution intervals can be used to bound interference and in
Section IV-D3 how the accuracy of this bound on interference
can be improved by an explicit consideration of precedence
constraints. In Section IV-D4 a distinction between interfer-
ence from tasks belonging to the same and other task graphs is
made, which allows a simplification of the derived interference
bound. The transformation of a bound on the finish time of a
single iteration 𝜄𝑛𝑖 to a periodic bound valid for any iteration
of task 𝜏𝑖 is explained in Section IV-D5, as is the subsequent
computation of firing durations for the worst-case model.

1) Handling Self-Interference: It is important to note that the
finish time of a task iteration cannot only be delayed due
to higher priority tasks that interfere with this iteration, but
also due to previous iterations of the same task which are
not finished before the iteration is externally enabled. For
that reason it is not sufficient to compute an upper bound
on the finish time of an iteration 𝜄𝑛𝑖 with respect to its own
external enabling time only. Instead, we have to determine
upper bounds on the finish time of an iteration 𝜄𝑛𝑖 with respect
to its own external enabling time and the external enabling
times of all preceding iterations 𝜄𝑛−1

𝑖 , 𝜄𝑛−2
𝑖 , . . . . Computing

the maximum of all these bounds then results in an upper
bound on the finish time of iteration 𝜄𝑛𝑖 that is temporally
conservative regarding both interference of higher priority
tasks and self-interference. To obtain such a bound we make
use of so-called maximum busy periods:

Definition 2: The maximum busy period 𝑤𝑖(𝜀(𝜄
𝑛−𝑞+1
𝑖 ), 𝑞) de-

fines an upper bound on the time between the external enabling
of an iteration 𝜄𝑛−𝑞+1

𝑖 and the finish of an iteration 𝜄𝑛𝑖 under
the following two assumptions:

∙ Iteration 𝜄𝑛−𝑞+1
𝑖 is not delayed by its preceding iter-

ation, i.e. it holds that 𝑓(𝜄𝑛−𝑞
𝑖 ) ≤ 𝜀(𝜄𝑛−𝑞+1

𝑖 ).
∙ All 𝑞 iterations 𝜄𝑛−𝑞+1

𝑖 . . . 𝜄𝑛𝑖 are in consecutive exe-
cution, i.e. it holds for all iterations 𝜄𝑚𝑖 and 𝜄𝑚+1

𝑖 with
𝑚 ∈ {𝑛 − 𝑞 + 1 . . . 𝑛 − 1} that 𝑓(𝜄𝑚𝑖 ) ≥ 𝜀(𝜄𝑚+1

𝑖 ).

Note that this definition of a maximum busy period is in line
with the definition given in [13], with the difference that in [13]
a maximum busy period begins with the critical instant, i.e. the



earliest point in time before or at the external enabling of a
task iteration 𝜄𝑛𝑖 after which in the worst-case no lower priority
task of task 𝜏𝑖 can execute until the end of the maximum
busy period. In contrast, our maximum busy period begins
at the external enabling time of a task iteration 𝜄𝑛𝑖 , which is
potentially later than the critical instant. This is enabled by
the usage of execution intervals instead of external enabling
intervals, that are used in [13] to characterize interference.

If for a maximum busy period 𝑤𝑖(𝜀(𝜄
𝑛−𝑞+1
𝑖 ), 𝑞) both

assumptions hold it follows by definition that 𝜀(𝜄𝑛−𝑞+1
𝑖 ) +

𝑤𝑖(𝜀(𝜄
𝑛−𝑞+1
𝑖 ), 𝑞) is a temporally conservative upper bound on

the finish time of a task iteration 𝜄𝑛𝑖 . It can be seen that for
each task iteration 𝜄𝑛𝑖 there must exist at least one 𝑞 ≥ 1
for which both assumptions hold. Moreover, it holds for the
external enabling time of an iteration 𝜄𝑛−𝑞+1

𝑖 :

𝜀(𝜄𝑛−𝑞+1
𝑖 ) ∈ ℰ(𝜄𝑛−𝑞+1

𝑖 ) = [𝜀(𝜄𝑛−𝑞+1
𝑖 ), 𝜀(𝜄𝑛−𝑞+1

𝑖 )]

Taking this range of external enabling times into account, it
can be seen that a temporally conservative bound on the finish
time of iteration 𝜄𝑛𝑖 with respect to both interference of higher
priority tasks and self-interference can be computed as follows
(with 𝜀 a shorthand notation for 𝜀(𝜄𝑛−𝑞+1

𝑖 )):

𝑓(𝜄𝑛𝑖 ) = max
𝑞≥1

( max
𝜀∈ℰ(𝜄𝑛−𝑞+1

𝑖 )
(𝜀 + 𝑤𝑖(𝜀, 𝑞))) (5)

Now that we have established a relation between maximum
busy periods and maximum finish times we focus on the
derivation of an accurate, yet temporally conservative function
to compute maximum busy periods for any external enabling
times and numbers of consecutive executions. After deriving
such a function we show that Equation 5 can be simplified in
such way that it becomes computable, even though the number
of possible external enabling times within ℰ(𝜄𝑛−𝑞+1

𝑖 ) may be
very large in general.

2) Bounding Interference using Execution Intervals: A max-
imum busy period 𝑤𝑖(𝜀(𝜄

𝑛−𝑞+1
𝑖 ), 𝑞) has to be temporally

conservative. This means that its value must be large enough
to accommodate both the WCETs of 𝑞 consecutive executions
of task 𝜏𝑖, as well as all interference of higher priority tasks
that can occur between the external enabling time of the first
of the 𝑞 consecutive executions, 𝜀(𝜄𝑛−𝑞+1

𝑖 ), and the finish
time of the last, 𝜀(𝜄𝑛−𝑞+1

𝑖 ) + 𝑤𝑖(𝜀(𝜄
𝑛−𝑞+1
𝑖 ), 𝑞). We account

for the execution time of task 𝜏𝑖 by simply adding 𝑞 times
its WCET 𝐶𝑖 to the maximum busy period. To account for
interference of higher priority tasks 𝜏𝑗 ∈ ℎ𝑝(𝑖) we make use
of the previously determined execution intervals. Note that in
the following we use the notation ℐ(𝜄𝑚𝑗 ) ∈ 𝑤𝑖(𝜀(𝜄

𝑛−𝑞+1
𝑖 ), 𝑞)

to indicate that a task iteration 𝜄𝑚𝑗 is considered as interference
in 𝑤𝑖(𝜀(𝜄

𝑛−𝑞+1
𝑖 ), 𝑞).

As execution intervals are defined by the temporally con-
servative minimum external enabling and maximum finish
times of task iterations it can be seen that only task iterations
can interfere with any of the 𝑞 iterations of task 𝜏𝑖 whose
execution intervals overlap with the maximum busy period.
Therefore we only have to account for higher priority task
iterations that adhere to the following two constraints:

ℐ(𝜄𝑚𝑗 ) ∈ 𝑤𝑖(𝜀(𝜄
𝑛−𝑞+1
𝑖 ), 𝑞)

⇒ 𝑓(𝜄𝑚𝑗 ) > 𝜀(𝜄𝑛−𝑞+1
𝑖 ) ∧

⇒ 𝜀(𝜄𝑚𝑗 ) < 𝜀(𝜄𝑛−𝑞+1
𝑖 ) + 𝑤𝑖(𝜀(𝜄

𝑛−𝑞+1
𝑖 ), 𝑞)

In Section III it is discussed that there are two ways of
conservatively modeling interference of higher priority tasks
using execution intervals. In the following we consequently
divide all iterations 𝜄𝑚𝑗 that can interfere with 𝑤𝑖(𝜀(𝜄

𝑛−𝑞+1
𝑖 ), 𝑞)

into two groups: Interference from task iterations whose
maximum finish times are smaller or equal to 𝜀(𝜄𝑛−𝑞+1

𝑖 ) is
considered via maximum finish times, whereas interference
from all other iterations is considered via the WCETs of the
corresponding tasks. Using this distinction we can divide the
busy period 𝑤𝑖(𝜀(𝜄

𝑛−𝑞+1
𝑖 ), 𝑞) into two parts, the first only

considering interference from the first group and the second
only considering interference from the second group:

𝑤𝑖(𝜀(𝜄
𝑛−𝑞+1
𝑖 ), 𝑞) = 𝑤∗

𝑖 (𝜀(𝜄
𝑛−𝑞+1
𝑖 )) + 𝑤′

𝑖(𝑞) (6)

For the iterations in the first group it holds by definition that
their maximum finish times are all smaller or equal to the
maximum external enabling time of iteration 𝜄𝑛−𝑞+1

𝑖 , i.e.:

𝑓(𝜄𝑚𝑗 ) ≤ 𝜀(𝜄𝑛−𝑞+1
𝑖 )

Therefore none of these iterations can interfere with any of the
𝑞 iterations of task 𝜏𝑖 after 𝜀(𝜄𝑛−𝑞+1

𝑖 ). If we additionally sub-
stitute 𝜀(𝜄𝑛−𝑞+1

𝑖 ) using Equation 3 we can bound interference
from these iterations from above with the following function:

𝑤∗
𝑖 (𝜀(𝜄

𝑛−𝑞+1
𝑖 )) = 𝜀(𝜄𝑛−𝑞+1

𝑖 )− 𝜀(𝜄𝑛−𝑞+1
𝑖 ) (7)

= 𝑠𝑖 + (𝑛 − 𝑞 + 1) ⋅ 𝑃𝑖 − 𝜀(𝜄𝑛−𝑞+1
𝑖 )

Note that by using 𝑤∗
𝑖 (𝜀(𝜄

𝑛−𝑞+1
𝑖 )) to bound interference we

implicitly assume that the 𝑞 iterations of task 𝜏𝑖, as well as
any higher priority task iterations with a finish time larger
than 𝜀(𝜄𝑛−𝑞+1

𝑖 ), do not execute before 𝜀(𝜄𝑛−𝑞+1
𝑖 ). For that

reason we have to define the function 𝑤′
𝑖(𝑞) in such way that

it takes the WCETs of 𝑞 iterations of task 𝜏𝑖 into account, as
well as all interference of higher priority task iterations whose
maximum finish times are larger than the maximum external
enabling time of iteration 𝜄𝑛−𝑞+1

𝑖 . For the higher priority task
iterations that must be considered in 𝑤′

𝑖(𝑞) it follows:

ℐ(𝜄𝑚𝑗 ) ∈ 𝑤′
𝑖(𝑞) ⇒ 𝑓(𝜄𝑚𝑗 ) > 𝜀(𝜄𝑛−𝑞+1

𝑖 ) ∧
⇒ 𝜀(𝜄𝑚𝑗 ) < 𝜀(𝜄𝑛−𝑞+1

𝑖 ) + 𝑤′
𝑖(𝑞)

Replacing the minimum and maximum external enabling times
and the maximum finish times with the periodic bounds
derived in Section IV-C results in the following:

ℐ(𝜄𝑚𝑗 ) ∈ 𝑤′
𝑖(𝑞) (8)

⇒ 𝑠𝑗 + 𝜌𝑗 + 𝑚 ⋅ 𝑃𝑗 > 𝑠𝑖 + (𝑛 − 𝑞 + 1) ⋅ 𝑃𝑖

∧ 𝑠𝑗 + 𝑚 ⋅ 𝑃𝑗 < 𝑠𝑖 + 𝑤′
𝑖(𝑞) + (𝑛 − 𝑞 + 1) ⋅ 𝑃𝑖

⇔
⌊

𝑠𝑖 + (𝑛 − 𝑞 + 1) ⋅ 𝑃𝑖 − 𝑠𝑗 − 𝜌𝑗
𝑃𝑗

⌋
< 𝑚

<

⌈
𝑠𝑖 + 𝑤′

𝑖(𝑞) + (𝑛 − 𝑞 + 1) ⋅ 𝑃𝑖 − 𝑠𝑗
𝑃𝑗

⌉
Note that the last equivalence holds because 𝑚 must be integer.

Using Equation 8 we can summarize all iterations of a
higher priority task 𝜏𝑗 ∈ ℎ𝑝(𝑖) that have to be considered in
𝑤′

𝑖(𝑞) due to their execution intervals in the so-called execution
interval set:

𝐸𝜏𝑗→𝑤′
𝑖(𝑞)

= {𝜄𝑚𝑗 ∣
⌊

𝑠𝑖 + (𝑛 − 𝑞 + 1) ⋅ 𝑃𝑖 − 𝑠𝑗 − 𝜌𝑗
𝑃𝑗

⌋
< 𝑚

<

⌈
𝑠𝑖 + 𝑤′

𝑖(𝑞) + (𝑛 − 𝑞 + 1) ⋅ 𝑃𝑖 − 𝑠𝑗
𝑃𝑗

⌉
}



Before using such sets to derive a temporally conservative
function 𝑤′

𝑖(𝑞) we introduce the notion of precedence con-
straints in the context of interference in the next section,
which enables the computation of more accurate bounds on
interference than by only considering execution intervals.

3) Tightening Interference Bounds using Precedence Con-
straints: In this section we present a bound on interference
that is based on precedence constraints. Thereby we make
use of so-called precedence sets. Due to space limitations we
only derive these sets intuitively, for a formal derivation of
precedence sets please refer to [26].

Reconsider the task graph depicted in Figure 4, which
contains a producing task 𝜏𝑖 that is connected to a consuming
task 𝜏𝑗 via a FIFO buffer of the capacity 𝛿𝑖𝑗 + 𝛿𝑗𝑖. We
further assume that both tasks execute on the same processor
and that task 𝜏𝑗 has a higher priority than task 𝜏𝑖. Based
on this we derive all iterations of task 𝜏𝑗 that can occur
during one iteration 𝑛 of task 𝜏𝑖. We do this derivation in
the corresponding HSDF model and use the notation 𝜄𝑛𝑖 not
only for task iterations, but also for the corresponding firings
of actors in the model.

According to the semantics of HSDF graphs, actor 𝑣𝑗 can
fire 𝛿𝑖𝑗 times before it must be enabled by a completed firing of
actor 𝑣𝑖. From this follows that all firings 𝜄𝑚𝑗 with 𝑚 ≥ 𝑛+𝛿𝑖𝑗
cannot be enabled before firing 𝜄𝑛𝑖 finishes. Moreover, it also
holds that actor 𝑣𝑖 can fire 𝛿𝑗𝑖 times before it must be enabled
by a completed firing of actor 𝑣𝑗 . From this follows that all
firings 𝜄𝑚𝑗 with 𝑚+ 𝛿𝑗𝑖 ≤ 𝑛 must be finished before firing 𝜄𝑛𝑖
is enabled.

Negating both constraints gives us the firings 𝜄𝑚𝑗 that can
occur during a firing 𝜄𝑛𝑖 , despite the precedence constraints
between the two:

𝑚 < 𝑛 + 𝛿𝑖𝑗 ∧ 𝑚 + 𝛿𝑗𝑖 > 𝑛 ⇔ 𝑛 − 𝛿𝑗𝑖 < 𝑚 < 𝑛 + 𝛿𝑖𝑗

As derived in [26] we can generalize this observation from
single edges to paths of edges: We define 𝒫𝑖𝑗 as the set of all
directed paths of edges from an actor 𝑣𝑖 to an actor 𝑣𝑗 and
𝛿(𝒫𝑖𝑗) as the minimum number of tokens on any path in 𝒫𝑖𝑗 ,
with 𝛿(𝒫𝑖𝑗) = ∞ if 𝒫𝑖𝑗 = ∅. According to [26] we can then
capture all iterations 𝜄𝑚𝑗 that can interfere with an iteration
𝜄𝑛𝑖 despite precedence constraints between the corresponding
tasks in the so-called precedence set:

𝑃𝜏𝑗→𝜄𝑛𝑖
= {𝜄𝑚𝑗 ∣ 𝑛 − 𝛿(𝒫𝑗𝑖) < 𝑚 < 𝑛 + 𝛿(𝒫𝑖𝑗)}

Note that adding an edge with an infinite number of initial
tokens to an HSDF graph does not affect the start times of
any actors. This relation is used in the definition of 𝛿(𝒫𝑖𝑗) for
𝒫𝑖𝑗 = ∅ to allow for a temporally conservative consideration
of actors without directed paths of edges between them. In [26]
it is shown that 𝛿(𝒫𝑗𝑖) and 𝛿(𝒫𝑖𝑗) can be computed efficiently
using the Floyd-Warshall algorithm.

To bound interference on 𝑤′
𝑖(𝑞) we do not only require

all iterations 𝜄𝑚𝑗 that can interfere with one iteration 𝜄𝑛𝑖 , but
that can interfere with all 𝑞 consecutive iterations of task 𝜏𝑖,
with iteration 𝜄𝑛−𝑞+1

𝑖 being the first. A set containing all these
interfering iterations can be obtained by taking the union of
the precedence sets of the iterations 𝜄𝑛−𝑞+1

𝑖 . . . 𝜄𝑛𝑖 :

𝑃𝜏𝑗→𝑤′
𝑖(𝑞)

=

𝑛∪
𝑛′=𝑛−𝑞+1

𝑃𝜏𝑗→𝜄𝑛
′

𝑖

= {𝜄𝑚𝑗 ∣ 𝑛 − 𝑞 + 1− 𝛿(𝒫𝑗𝑖) < 𝑚 < 𝑛 + 𝛿(𝒫𝑖𝑗)}

Both 𝐸𝜏𝑗→𝑤′
𝑖(𝑞)

and 𝑃𝜏𝑗→𝑤′
𝑖(𝑞)

are conservative upper bounds
on all iterations of a task 𝜏𝑗 that can interfere with 𝑤′

𝑖(𝑞).
To compute a more accurate bound on interference we can
therefore simply draw the intersection of the two sets. Before
we do that, however, let us first investigate how the lower
bounds of both sets relate to each other.

On the one hand, if there is no directed path from an actor
𝑣𝑗 to an actor 𝑣𝑖 in the corresponding dataflow model then
𝛿(𝒫𝑗𝑖) is infinite, making the lower bound of 𝐸𝜏𝑗→𝑤′

𝑖(𝑞)
always

larger than the lower bound of 𝑃𝜏𝑗→𝑤′
𝑖(𝑞)

. The lower bound
of 𝐸𝜏𝑗→𝑤′

𝑖(𝑞)
therefore becomes the dominant bound when the

intersection between the two sets is taken. On the other hand,
if there is at least one directed path 𝑝 ∈ 𝒫𝑗𝑖 then it holds that
the periods 𝑃𝑖, 𝑃𝑗 and the periods of all other tasks on path
𝑝 must be equal, since the tasks must all belong to the same
task graph. By recursively substituting the inequalities from
the worst-case LP in Equation 2 that are defined for the edges
on a path 𝑝 it follows:

∀𝑝∈𝒫𝑗𝑖
: 𝑠𝑖 ≥ 𝑠𝑗 +

∑
𝑒𝑎𝑏∈𝑝

(𝜌𝑎 − 𝛿(𝑒𝑎𝑏) ⋅ 𝑃𝑗)

≥ 𝑠𝑗 + 𝜌𝑗 −
∑
𝑒𝑎𝑏∈𝑝

𝛿(𝑒𝑎𝑏) ⋅ 𝑃𝑗

As this inequality holds for any path from actor 𝑣𝑗 to actor 𝑣𝑖
it must also hold for the path 𝑝∗ with the minimum number
of tokens 𝛿(𝒫𝑗𝑖) =

∑
𝑒𝑎𝑏∈𝑝∗

𝛿(𝑒𝑎𝑏). From this follows:

𝑠𝑖 ≥ 𝑠𝑗 + 𝜌𝑗 − 𝛿(𝒫𝑗𝑖) ⋅ 𝑃𝑗 ⇔ −𝛿(𝒫𝑗𝑖) ≤ 𝑠𝑖 − 𝑠𝑗 − 𝜌𝑗
𝑃𝑗

⇔ 𝑛 − 𝑞 + 1− 𝛿(𝒫𝑗𝑖) ≤ 𝑠𝑖 + (𝑛 − 𝑞 + 1) ⋅ 𝑃𝑖 − 𝑠𝑗 − 𝜌𝑗
𝑃𝑗

⇔ 𝑛 − 𝑞 + 1− 𝛿(𝒫𝑗𝑖) ≤
⌊

𝑠𝑖 + (𝑛 − 𝑞 + 1) ⋅ 𝑃𝑖 − 𝑠𝑗 − 𝜌𝑗
𝑃𝑗

⌋
Note that the last equivalence holds because the left hand side
of the inequality is integer.

This lets us conclude that the lower bound of 𝐸𝜏𝑗→𝑤′
𝑖(𝑞)

is
always larger than the lower bound of 𝑃𝜏𝑗→𝑤′

𝑖(𝑞)
, independent

of whether there is a path from actor 𝑣𝑗 to actor 𝑣𝑖 or not.
Taking this observation into account by ignoring the lower
bound of 𝑃𝜏𝑗→𝑤′

𝑖(𝑞)
we can draw the intersection between the

two sets in the so-called interference set:

𝐼𝜏𝑗→𝑤′
𝑖(𝑞)

= 𝐸𝜏𝑗→𝑤′
𝑖(𝑞)

∩ 𝑃𝜏𝑗→𝑤′
𝑖(𝑞)

= {𝜄𝑚𝑗 ∣
⌊

𝑠𝑖 + (𝑛 − 𝑞 + 1) ⋅ 𝑃𝑖 − 𝑠𝑗 − 𝜌𝑗
𝑃𝑗

⌋
< 𝑚 <

min(

⌈
𝑠𝑖 + 𝑤′

𝑖(𝑞) + (𝑛 − 𝑞 + 1) ⋅ 𝑃𝑖 − 𝑠𝑗
𝑃𝑗

⌉
, 𝑛 + 𝛿(𝒫𝑖𝑗))}

Finally, we are not interested in the particular iterations of
tasks 𝜏𝑗 ∈ ℎ𝑝(𝑖) that can interfere with 𝑤′

𝑖(𝑞), but only in
the number of iterations. For that reason we define a function
𝛾𝜏𝑗→𝑤′

𝑖(𝑞)
returning the maximum number of iterations of a

task 𝜏𝑗 that can interfere with 𝑤′
𝑖(𝑞). Such a function can be

determined by computing the number of elements in 𝐼𝜏𝑗→𝑤′
𝑖(𝑞)

(with −⌊𝑎⌋ = ⌈−𝑎⌉):

𝛾𝜏𝑗→𝑤′
𝑖(𝑞)

= ∣𝐼𝜏𝑗→𝑤′
𝑖(𝑞)

∣
= min(

⌈
𝑠𝑖 + 𝑤′

𝑖(𝑞) + (𝑛 − 𝑞 + 1) ⋅ 𝑃𝑖 − 𝑠𝑗
𝑃𝑗

⌉
, 𝑛 + 𝛿(𝒫𝑖𝑗))

+

⌈
𝑠𝑗 + 𝜌𝑗 − 𝑠𝑖 − (𝑛 − 𝑞 + 1) ⋅ 𝑃𝑖

𝑃𝑗

⌉
− 1



4) Differing between Interference from the same and other Task
Graphs: We differ between the two cases that a task 𝜏𝑖 and a
higher priority task 𝜏𝑗 ∈ ℎ𝑝(𝑖) belong to the same task graph
or not. This additional information can be used to simplify the
function 𝛾𝜏𝑗→𝑤′

𝑖(𝑞)
. With the shorthand notation 𝒯𝑖 for the task

graph of a task 𝜏𝑖 we can rewrite 𝛾𝜏𝑗→𝑤′
𝑖(𝑞)

as follows:

𝛾𝜏𝑗→𝑤′
𝑖(𝑞)

=

{
𝛾∗
𝜏𝑗→𝑤′

𝑖(𝑞)
, 𝒯𝑗 = 𝒯𝑖

𝛾
′
𝜏𝑗→𝑤′

𝑖(𝑞)
, else

Let us first consider the case that 𝒯𝑗 = 𝒯𝑖. As both tasks
belong to the same task graph they must also have the same
period, i.e. 𝑃𝑗 = 𝑃𝑖. Hence it holds that the summand
(𝑛−𝑞+1)⋅𝑃𝑖

𝑃𝑗
= 𝑛− 𝑞 + 1 is integer and we can draw it outside

of both ceiling functions. From this follows:

𝛾∗
𝜏𝑗→𝑤′

𝑖(𝑞)
= min(

⌈
𝑠𝑖 + 𝑤′

𝑖(𝑞)− 𝑠𝑗
𝑃𝑗

⌉
, 𝛿(𝒫𝑖𝑗) + 𝑞 − 1)

+

⌈
𝑠𝑗 + 𝜌𝑗 − 𝑠𝑖

𝑃𝑗

⌉
− 1

Note that by this simplification 𝛾∗
𝜏𝑗→𝑤′

𝑖(𝑞)
becomes indepen-

dent of a specific iteration 𝜄𝑛𝑖 . It is therefore a valid upper
bound on the number of interfering iterations of a task 𝜏𝑗 for
any 𝑤′

𝑖(𝑞), no matter for which 𝑞 particular iterations of task
𝜏𝑖 it is determined.

For tasks 𝜏𝑗 and 𝜏𝑖 belonging to different task graphs
𝛿(𝒫𝑖𝑗) is infinite. Therefore only the execution interval set has
to be considered. However, the external enabling times of tasks
belonging to different task graphs are generally uncorrelated,
i.e. it is unknown how 𝑠𝑗 and 𝑠𝑗 on the one hand and 𝑠𝑖 on
the other hand relate to each other. In the worst-case we have
to assume that these times are correlated in such way that the
inequality ⌈𝑎⌉+ ⌈𝑏⌉− 1 ≤ ⌈𝑎+ 𝑏⌉ becomes an equality when
applied on 𝛾𝜏𝑗→𝑤′

𝑖(𝑞)
. From this follows:

𝛾
′
𝜏𝑗→𝑤′

𝑖(𝑞)
=

⌈
𝑠𝑗 + 𝜌𝑗 − 𝑠𝑗 + 𝑤′

𝑖(𝑞)

𝑃𝑗

⌉

As one can see it holds that 𝛾
′
𝜏𝑗→𝑤′

𝑖(𝑞)
is also independent of

a particular iteration 𝜄𝑛𝑖 .

5) From a Single Iteration Bound to a Periodic Bound:
After having derived the function 𝛾𝜏𝑗→𝑤′

𝑖(𝑞)
that returns the

maximum number of interfering iterations of a task 𝜏𝑗 during
𝑤′

𝑖(𝑞) we can now also determine the function 𝑤′
𝑖(𝑞) itself.

As aforementioned, the function shall return a temporally
conservative bound on the time between the maximum external
enabling time of an iteration 𝜄𝑛−𝑞+1

𝑖 and the finish time of
an iteration 𝜄𝑛𝑖 . For that reason it must consist of both an
upper bound on the execution times of task 𝜏𝑖 itself, as well as
an upper bound on the execution times of all higher priority
tasks that can preempt and delay any of the executions of 𝜏𝑖
within the interval [𝜀(𝜄𝑛+𝑞−1

𝑖 ), 𝜀(𝜄𝑛+𝑞−1
𝑖 ) +𝑤′

𝑖(𝑞)]. Using the
WCETs of the task 𝜏𝑖, of the tasks 𝜏𝑗 ∈ ℎ𝑝(𝑖) and the function
𝛾𝜏𝑗→𝑤′

𝑖(𝑞)
we can consequently write 𝑤′

𝑖(𝑞) as follows:

𝑤′
𝑖(𝑞) = 𝑞 ⋅ 𝐶𝑖 +

∑
𝜏𝑗∈ℎ𝑝(𝑖)

𝛾𝜏𝑗→𝑤′
𝑖(𝑞)

⋅ 𝐶𝑗

Note that 𝑤′
𝑖(𝑞) is computed iteratively until a fixed-point is

found. This is due to the fact that the larger 𝑤′
𝑖(𝑞) becomes,

the more higher priority tasks 𝜏𝑗 ∈ ℎ𝑝(𝑖) can interfere with
𝑤′

𝑖(𝑞), leading to an even larger 𝑤′
𝑖(𝑞).

Next we can substitute 𝑤𝑖(𝜀(𝜄
𝑛−𝑞+1
𝑖 ), 𝑞) in Equation 5

using Equation 6 and 𝑤∗
𝑖 (𝜀(𝜄

𝑛−𝑞+1
𝑖 )) using Equation 7, which

results in the following upper bound on the finish time of an
iteration 𝜄𝑛𝑖 (with 𝜀 a shorthand notation for 𝜀(𝜄𝑛−𝑞+1

𝑖 )):

𝑓(𝜄𝑛𝑖 ) = max
𝑞≥1

( max
𝜀∈ℰ(𝜄𝑛−𝑞+1

𝑖 )
(𝜀 + 𝑤𝑖(𝜀, 𝑞)))

= max
𝑞≥1

( max
𝜀∈ℰ(𝜄𝑛−𝑞+1

𝑖 )
(𝜀 + 𝑠𝑖 + (𝑛 − 𝑞 + 1) ⋅ 𝑃𝑖 − 𝜀 + 𝑤′

𝑖(𝑞)))

= 𝑠𝑖 +max
𝑞≥1

(𝑤′
𝑖(𝑞)− (𝑞 − 1) ⋅ 𝑃𝑖) + 𝑛 ⋅ 𝑃𝑖 = 𝑓𝑖 + 𝑛 ⋅ 𝑃𝑖

Note that due to the same reasoning as in [21] 𝑤′
𝑖(𝑞) only has

to be considered if it holds that 𝑤′
𝑖(𝑞 − 1) > (𝑞 − 1) ⋅ 𝑃𝑖.

Furthermore, the dependence on specific external enabling
times 𝜀(𝜄𝑛−𝑞+1

𝑖 ) is removed, making the maximum finish time
calculation practically usable. As 𝑤′

𝑖(𝑞) is independent of a
specific iteration 𝜄𝑛𝑖 it follows that 𝑓(𝜄𝑛𝑖 ) is indeed a periodic
upper bound on the finish time of a task 𝜏𝑖 with respect to both
interference of higher priority tasks and self-interference. We
can use this bound to compute the maximum firing durations
required in step 3 of our analysis flow as 𝑓𝑖 − 𝑠𝑖.

Finally, to guarantee that our flow terminates we require
that maximum external enabling times increase monotonically
throughout iterations of the analysis flow. Considering the LP
in Equation 2 it can be seen that this holds if the maximum
firing durations also increase monotonically. The term −𝑠𝑖 in
the computation of 𝛾∗

𝜏𝑗→𝑤′
𝑖(𝑞)

, however, can lead to decreasing
maximum firing durations. For that reason we have to clamp
the maximum firing durations. Let 𝜌𝑘−1

𝑖 be the maximum firing
duration computed in iteration 𝑘−1 of the analysis flow. With
𝜌0𝑖 = 𝐶𝑖 we can compute the maximum firing duration in
iteration 𝑘 as follows:

𝜌𝑘𝑖 = max(𝜌𝑘−1
𝑖 , 𝑓𝑖 − 𝑠𝑖)

= max(𝜌𝑘−1
𝑖 ,max

𝑞≥1
(𝑤′

𝑖(𝑞)− (𝑞 − 1) ⋅ 𝑃𝑖))

E. Iterative Buffer Sizing

The iterative buffer sizing in our analysis flow makes use of
the equations from [25], which are presented in this section.
We denote a number of initially empty containers estimated
in iteration 𝑘 of the analysis flow as 𝛿𝑘𝑗𝑖. Numbers of empty
containers are initialized to 𝛿0𝑗𝑖 = 1 if 𝛿𝑖𝑗 = 0 and to 𝛿0𝑗𝑖 = 0
otherwise. The reason for this assignment is that any smaller
initial values would create cycles with zero tokens in the
corresponding dataflow model, which would cause deadlock.
Based on this the numbers of initially empty containers are
estimated in step 3 of the analysis flow as follows:

𝛿𝑘𝑗𝑖 =

⎧⎨
⎩
max(

⌈
𝑠𝑗+𝜌𝑗−𝑠𝑖

𝑃𝑗

⌉
, 0) buffer with non-

blocking writes

max(
⌈
𝑠𝑗+𝜌𝑗−𝑠𝑖

𝑃𝑗

⌉
, 𝛿𝑘−1

𝑗𝑖 ) buffer with
blocking writes

It is thereby differed between buffers with blocking writes, i.e.
buffers that block a writing task whenever the buffer is full, and
buffers with non-blocking writes. For buffers with blocking
writes a clamping of initially empty containers by the initially
empty containers of the previous iteration of the analysis flow
is required. Otherwise, monotonicity and therefore termination
of the flow would not be guaranteed.
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Fig. 6. HSDF graph of the packet decoder of a WLAN 802.11p transceiver.

V. CASE STUDY

This section demonstrates the benefits of our approach
in a case study. At first we discuss the performance of our
approach for acyclic applications in more detail, again using
the example in Figure 1 that was already briefly introduced in
Section II. Then we address a more complex, cyclic application
and relate our approach to other approaches applicable for
cyclic applications. Finally, we discuss the run-times of our
analysis approach in different scenarios.

A. Acyclic Applications
Let us reconsider the example depicted in Figure 1. It is no

surprise that our approach and MAST compute the same end-
to-end latencies for the presented task graph, as both rely on
the same principles: Both approaches make use of a notion of
dynamic offsets that is combined with an explicit exclusion of
interference due to precedence constraints. In fact, sometimes
MAST can even have slightly more accurate results than our
approach for acyclic applications because it determines the
critical instant and makes use of external enabling intervals.
We make use of execution intervals and consequently do not
need to compute critical instants. This comes at the cost of a
slight over-approximation, but simplifies the combination with
arbitrary (cyclic) precedence constraints and thus allows to
perform a more accurate analysis for cyclic applications.

The SymTA/S approach has a significantly worse analysis
accuracy than our approach for the given example. This is due
to the fact that SymTA/S does not have a notion of explicit
interference exclusion, which is especially relevant if large
jitters, i.e. jitters that are larger than the source period, are
involved. In some cases, however, e.g. if the priorities of tasks
𝜏𝑖 and 𝜏𝑘 were reversed [15], the SymTA/S approach can still
outperform both our approach and MAST. The reason for
this is that we make use of periodic bounds, which implies
the assumption that bursts of input values that occur due to
large input jitters are processed periodically, with the frequency
of the source. Therefore our computed end-to-end latencies
cannot be smaller than the input jitter plus the time to process
one value. SymTA/S instead can take into account that a burst
of multiple input values can be sometimes processed faster
than with the source frequency, leading to smaller end-to-end
latencies.

However, as it was already explained in Section II, we
can apply an iterative buffer sizing on acyclic task graphs.
This makes acyclic task graphs cyclic, such that approaches
like MAST or SymTA/S are not applicable anymore. The
iterative buffer sizing introduces additional backward depen-
dencies, which are exploited by our algorithm to further limit
interference between tasks. This can lead to more accurate
analysis results than both MAST and SymTA/S can achieve.

B. Cyclic Applications
This section demonstrates the benefits of our approach

for cyclic real-time streaming applications. We analyze the
task graph of a WLAN 802.11p transceiver [1]. WLAN
802.11p transceivers are used in safety-critical automotive

applications like automated braking systems, which imposes
the requirement to give guarantees on the temporal behavior
of such transceivers. A WLAN 802.11p transceiver has sev-
eral modes and is executed on a multiprocessor system for
performance reasons. According to the standard usually two
identical transceivers are required, one for a control and one
for a data channel, that must be executed in parallel. We only
consider the part of the task graph that is active during packet
decoding mode. An HSDF model corresponding to the task
graph of the packet decoding mode used in both control and
data parts is shown in Figure 6.

A periodic source models the input of this dataflow graph.
The source frequency 𝑓 at which the transceiver operates is
typically 125 kHz. For illustration purposes, however, we vary
the source frequency between 80 kHz, 100 kHz and 125 kHz.
Furthermore, we consider an optional Direct Memory Access
(DMA) unit between the A/D converter at the source and the
filter task that can introduce bursts of up to three simultane-
ously arriving symbols. This behavior can be modeled by an
input jitter of 𝐽 = 2/𝑓 .

The dataflow graph contains a feedback loop as the settings
of the channel equalizer (EQ) for the reception of symbol 𝑛
are based on an estimate of the channel (CHEST). The channel
estimate is in turn based on the received symbol 𝑛−2 and the
reencoded symbol 𝑛− 2, which is obtained by reencoding the
error-corrected bits of symbol 𝑛 − 2 produced by the viterbi
channel decoder (VIT).

The BCETs and WCETs of the tasks, which are denoted
next to the corresponding dataflow actors, represent theoretical
bounds on actual execution times on the Starburst platform [4].
The bounds adhere to the requirements given in Section IV-A,
i.e. they are temporally conservative, independent of schedules
and include communication times. On the Starburst platform
these requirement can be satisfied if the considered processors
are uncached, if SDRAM is not used and if communication
scheduling is done in a round-robin fashion.

Our analysis flow allows for the quick verification of
different task-to-processor mappings and priority assignments.
In the following we assume that the tasks of both control
and data parts of the transceiver are mapped to eight different
processors. At first, we consider the case that the control and
the data transceiver are executed independent from each other,
i.e. the tasks of the control part are mapped to a different
set of four processors than the tasks of the data part. One
such mapping on four processors is exemplified in Figure 6,
with different colors of actors indicating different processors. If
multiple tasks are mapped to a shared processor (have the same
color) then they are scheduled by a static priority preemptive
scheduler, with the priorities denoted as 𝜋1 (lowest) to 𝜋4

(highest).
Due to the cyclic data dependency introduced by the

feedback loop none of the offset-based approaches discussed
in Section II is applicable on this example. Moreover, the
approach in [9] is applicable in principal, but determines a
constraint violation for all considered cases.

Consequently, we can only relate our approach to the one
from [26], which combines a period-and-jitter interference
characterization with an explicit consideration of precedence
constraints (case PJ), and to the approach from [25], which
additionally applies an iterative buffer sizing under the as-
sumption that all used FIFO buffers block on writes (case
PJ+iBS). For comparison we also apply our approach, which
combines execution intervals with precedence constraints, with
or without using the iterative buffer sizing (cases EI and
EI+iBS). Finally, we verify the temporal conservativeness of



𝐽 / µs 0 25 20 16

𝑓 / kHz 80 100 125 80 100 125

PJ
𝐿 = 25 constraint constraint constraint constraint constraint
Δ = 13 violation violation violation violation violation

PJ+iBS
𝐿 = 19 𝐿 = 19 constraint 𝐿 = 44 𝐿 = 39 constraint
Δ = 12 Δ = 13 violation Δ = 14 Δ = 15 violation

EI
𝐿 = 12 𝐿 = 12 𝐿 = 14 𝐿 = 49 constraint constraint
Δ = 12 Δ = 12 Δ = 13 Δ = 17 violation violation

EI+iBS
𝐿 = 12 𝐿 = 12 𝐿 = 14 𝐿 = 37 𝐿 = 32 𝐿 = 30

Δ = 12 Δ = 12 Δ = 13 Δ = 14 Δ = 14 Δ = 15

SIM
𝐿 = 12 𝐿 = 12 𝐿 = 14 𝐿 = 29 𝐿 = 29 𝐿 = 28

Δ = 12 Δ = 12 Δ = 13 Δ = 14 Δ = 14 Δ = 15

TABLE I. TEMPORAL ANALYSIS RESULTS FOR FIGURE 6 (𝐿 IN µs).

our results by comparing them to the times obtained from
the high-level system simulator Hapi (case SIM). The Hapi
simulator was initially a dataflow simulator [2], but was
recently extended with the addition of processor sharing, which
allows for the simulation of task graph executions on arbitrary
platforms. Note that in our simulations we assume the same
buffer capacities as computed in the case EI+iBS.

The different analysis approaches are applied for each
combination of source jitter and frequency. The analysis results
are then used to compute end-to-end latencies 𝐿 and sums of
all buffer capacities Δ. The respective end-to-end latencies
and sums of buffer capacities of the control part are presented
in Table I (the results for the data part of the transceiver are
equal since both parts are executed on independent sets of
processors). Note that for some cases the analyzed latencies
grow so large that the throughput constraint imposed by the
feedback loop is violated, which is indicated by the “constraint
violation” entries in the table.

What immediately catches one’s eye is that the combination
of execution intervals, a consideration of precedence con-
straints and an iterative buffer sizing (case EI+iBS) produces
the most accurate results, whereas the approach from [26]
(case PJ) generates the worst. The usage of execution intervals
allows for a more accurate interference characterization than
achievable with period-and-jitter. This is due to the fact that
in the period-and-jitter characterization all interfering tasks are
assumed to be externally enabled simultaneously, whereas our
approach rules out interference between tasks if no overlap
between execution intervals and maximum busy periods is
detected. The effect of using execution intervals on analysis
accuracy becomes apparent by comparing the cases PJ and EI:
Not only does our algorithm converge in more cases without a
violation of temporal constraints, but also the computed end-
to-end latencies are much smaller (up to 52% for 𝑓 = 80 kHz
and 𝐽 = 0 µs). The simulation results (case SIM) are equal to
our analysis results (case EI+iBS) if the input jitter is zero.
This does not only confirm that our results are temporally
conservative, but also that our analysis results are indeed very
accurate in this case.

It can be seen that the iterative buffer sizing is especially
helpful when the source jitter 𝐽 becomes larger, as it effec-
tively reduces interference between the tasks FFT and EQ by
limiting the buffer capacity between the two. Moreover, our
approach with iterative buffer sizing (case EI+iBS) produces
consistently more accurate results than the approach from [25]
(case PJ+iBS) (the computed end-to-end latency is up to 37%
smaller). This shows that execution intervals can provide a
more accurate interference characterization than achievable by
an iterative buffer sizing only. The latter is especially true for
the tasks DEMAP, DEINT and VIT on the feedback loop,
whose finish times are severely overestimated in the cases
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Fig. 7. Processor sharing between control and data parts of WLAN 802.11p
transceiver packet decoders.

𝑓 / kHz PJ PJ+iBS EI EI+iBS SIM

80
constraint 𝐿 = 24 𝐿 = 20 𝐿 = 20 𝐿 = 16

violation Δ = 13 Δ = 12 Δ = 12 Δ = 12

TABLE II. TEMPORAL ANALYSIS RESULTS FOR FIGURE 7 (𝐿 IN µs).

without execution intervals. Finally, simulation results (SIM)
again confirm that our results are temporally conservative.
The deviation between analysis and simulation results can be
explained by the fact that our analysis uses periodic bounds
and hence assumes that bursts of input values are processed
periodically, with the period of the source, whereas actually a
faster processing may be possible.

Now consider the example depicted in Figure 7, which
represents the dataflow models of both control and data parts
of the transceiver decoding modes. Most of the tasks are still
executed in isolation, except for the DEMAP tasks, whose
mappings are swapped between the control and data parts.

The analysis results for this example are presented in
Table II, again for the control part only (results for the data part
are also equal again, since the mappings of the DEMAP tasks
are swapped symmetrically). At first, one can see that although
the modification compared to Figure 6 is minimal, the results
are much worse compared to the case that the task graphs are
executed in isolation: Latencies and sums of buffer capacities
are consistently larger than the ones presented in the first
column of Table I. Moreover, the frequencies 𝑓 = 100 kHz and
𝑓 = 125 kHz, as well as jitters of 𝐽 = 2/𝑓 , do not even appear
in the table, as all considered approaches report a violation
of constraints for these cases. Note that this difference does
not only come from an analysis inaccuracy, but the fact that
the DEMAP tasks become indeed uncorrelated with the other
tasks on their processors. This means that the DEMAP tasks
actually can experience more interference than in Figure 6,
which becomes apparent by comparing the simulation results
between Table II and the first column of Table I.

Finally, the results for execution intervals are still better
than the results for period-and-jitter, although the gap between
the results is smaller than in the single task graph case. The
latter is due to the fact that for uncorrelated tasks the period-
and-jitter characterization is very similar to the characterization
described by 𝛾∗

𝜏𝑗→𝑤′
𝑖(𝑞)

. In fact, in some cases period-and-
jitter can be even slightly more accurate for interference over
multiple task graphs. This, as well as the conclusion from
the following section that run-times of interference computa-
tions are small compared to the overall algorithmic run-times,
suggests that a combination of period-and-jitter and execution
intervals can lead to an even better analysis accuracy if an
application consists of multiple task graphs.



C. Analysis Run-Times
The presented analysis algorithms were executed on a PC

with an Intel® Core™ i7 processor. All measured run-times are
in the microsecond range, which shows that our approach is
indeed capable of a quick temporal analysis for cyclic real-time
streaming applications. Although the measured run-times are
neglectably small, we can still make some observations about
their influencing factors. The invocations of the algorithms PJ
and EI for the graph in Figure 6 all take around 65 µs, inde-
pendent of source frequencies and jitters. This implies that the
interference computations only take marginal portions of the
run-times, since no differences can be observed between jitter-
and-period and the computationally more complex execution
interval characterization. The combinations with an iterative
buffer sizing take around 25% longer (around 80 µs in all
cases), which can be explained by the additional, repetitive
invocations of the Floyd-Warshall algorithm.

For the example in Figure 7 the run-times are in all cases
less than 100% larger compared to the case in Figure 6
(around 110 µs without and around 160 µs with iterative buffer
sizing), although the number of analyzed tasks is doubled. This
indicates that the run-times scale well in numbers of tasks,
allowing for the quick analysis of even larger sets of tasks
than considered in this case study.

VI. CONCLUSION

This paper presented a temporal analysis approach for
cyclic real-time stream processing applications executed on
multiprocessor systems with processor sharing and static pri-
ority preemptive schedulers.

The approach introduces a notion of execution intervals,
which are a generalization of dynamic offsets, to the temporal
analysis of cyclic applications. It was shown that such execu-
tion intervals can be extracted from dataflow graphs that are
used to model the best-case and worst-case temporal behavior
of an analyzed application. Execution intervals are temporally
conservative, which makes them suitable to bound interference
between tasks on shared processors in a temporally conserva-
tive manner.

Furthermore, execution intervals were integrated with an
explicit consideration of precedence constraints. While execu-
tion intervals are defined relative to executions of the source,
precedence constraints establish a direct relation between in-
terfering tasks. Taken together, execution intervals and prece-
dence constraints produce an interference characterization that
leads to a significant improvement of analysis accuracy for
cyclic streaming applications, compared to state-of-the-art.
Finally, if FIFO buffers with blocking writes are used for inter-
task communication and if an iterative buffer sizing is applied
on these buffers, then also significantly better analysis results
can be achieved for acyclic applications.

The applicability and performance of the presented ap-
proach were evaluated in a case study using a WLAN 802.11p
transceiver application. It was shown that if an iterative buffer
sizing is applied up to 25% higher throughput guarantees and
up to 37% smaller end-to-end latencies can be determined
compared to state-of-the-art. If iterative buffer sizing is not
fully applicable (for instance because the usage of FIFO
buffers with blocking writes is not available) then even an
improvement of up to 56% in throughput guarantees and up
to 52% in end-to-end latencies can be observed.

REFERENCES

[1] P. Alexander, D. Haley, and A. Grant. Outdoor mobile broadband access
with 802.11. IEEE Communications Magazine, 45(11):108–114, 2007.

[2] M. Bekooij, S. Parmar, and J. van Meerbergen. Performance guarantees
by simulation of process networks. In SCOPES, pages 10–19, 2005.

[3] G. Buttazzo. Hard Real-Time Computing Systems. Springer US, 2011.
[4] B. Dekens, P. Wilmanns, M. Bekooij, and G. Smit. Low-cost

guaranteed-throughput communication ring for real-time streaming MP-
SoCs. In DASIP, 2013.

[5] J. Falk et al. A generalized static data flow clustering algorithm for
MPSoC scheduling of multimedia applications. In EMSOFT, pages
189–198, 2008.

[6] M. Gonzalez Harbour, J. Gutierrez Garcia, J. Palencia Gutierrez, and
J. Drake Moyano. MAST: modeling and analysis suite for real time
applications. In ECRTS, pages 125–134, 2001.

[7] J. Hausmans. Abstractions for aperiodic multiprocessor scheduling of
real-time stream processing applications. PhD thesis, University of
Twente, 2015.

[8] J. Hausmans, M. Bekooij, and H. Corporaal. Resynchronization of
cyclo-static dataflow graphs. In DATE, pages 1–6, 2011.

[9] J. Hausmans, M. Wiggers, S. Geuns, and M. Bekooij. Dataflow analysis
for multiprocessor systems with non-starvation-free schedulers. In
SCOPES, pages 13–22, 2013.

[10] R. Henia and R. Ernst. Improved offset-analysis using multiple timing-
references. In DATE, pages 450–455, 2006.

[11] R. Henia et al. System level performance analysis – the SymTA/S
approach. IEE Proc. of Computers and Digital Techniques, 152(2):148–
166, 2005.

[12] J. Kim et al. A novel analytical method for worst case response time
estimation of distributed embedded systems. In DAC, pages 129:1–
129:10, 2013.

[13] J. Palencia and M. Gonzalez Harbour. Schedulability analysis for tasks
with static and dynamic offsets. In RTSS, pages 26–37, 1998.

[14] J. Palencia and M. Gonzalez Harbour. Exploiting precedence relations
in the schedulability analysis of distributed real-time systems. In RTSS,
pages 328–339, 1999.

[15] S. Perathoner et al. Influence of different abstractions on the perfor-
mance analysis of distributed hard real-time systems. Design Automa-
tion for Embedded Systems, 13(1-2):27–49, 2008.

[16] O. Redell. Analysis of tree-shaped transactions in distributed real time
systems. In ECRTS, pages 239–248, 2004.

[17] S. Sriram and S. Bhattacharyya. Embedded Multiprocessors: Scheduling
and Synchronization, Second Edition. CRC Press, 2009.

[18] S. Stuijk, T. Basten, M. Geilen, and H. Corporaal. Multiprocessor
resource allocation for throughput-constrained synchronous dataflow
graphs. In DAC, pages 777–782, 2007.

[19] S. Stuijk, M. Geilen, and T. Basten. Exploring trade-offs in buffer re-
quirements and throughput constraints for synchronous dataflow graphs.
In DAC, pages 899–904, 2006.

[20] K. Tindell. Adding time-offsets to schedulability analysis. University
of York, Department of Computer Science, 1994.

[21] K. Tindell, A. Burns, and A. Wellings. An extendible approach
for analyzing fixed priority hard real-time tasks. Real-Time Systems,
6(2):133–151, 1994.

[22] M. Wiggers, M. Bekooij, M. Geilen, and T. Basten. Simultaneous
budget and buffer size computation for throughput-constrained task
graphs. In DATE, pages 1669–1672, 2010.

[23] M. Wiggers, M. Bekooij, and G. Smit. Modelling run-time arbitration
by latency-rate servers in dataflow graphs. In SCOPES, pages 11–22,
2007.

[24] M. Wiggers, M. Bekooij, and G. Smit. Computation of buffer capacities
for throughput constrained and data dependent inter-task communica-
tion. In DATE, pages 640–645, 2008.

[25] P. Wilmanns, S. Geuns, J. Hausmans, and M. Bekooij. Buffer sizing
to reduce interference and increase throughput of real-time stream
processing applications. In ISORC, pages 623–630, 2015.

[26] P. Wilmanns, J. Hausmans, S. Geuns, and M. Bekooij. Accuracy im-
provement of dataflow analysis for cyclic stream processing applications
scheduled by static priority preemptive schedulers. In DSD, pages 9–18,
2014.

[27] T.-Y. Yen and W. Wolf. Performance estimation for real-time distributed
embedded systems. IEEE Trans. on Parallel and Distributed Systems,
9(11):1125–1136, 1998.



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.7
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 0
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
    /AbadiMT-CondensedLight
    /ACaslon-Italic
    /ACaslon-Regular
    /ACaslon-Semibold
    /ACaslon-SemiboldItalic
    /AdobeArabic-Bold
    /AdobeArabic-BoldItalic
    /AdobeArabic-Italic
    /AdobeArabic-Regular
    /AdobeHebrew-Bold
    /AdobeHebrew-BoldItalic
    /AdobeHebrew-Italic
    /AdobeHebrew-Regular
    /AdobeHeitiStd-Regular
    /AdobeMingStd-Light
    /AdobeMyungjoStd-Medium
    /AdobePiStd
    /AdobeSongStd-Light
    /AdobeThai-Bold
    /AdobeThai-BoldItalic
    /AdobeThai-Italic
    /AdobeThai-Regular
    /AGaramond-Bold
    /AGaramond-BoldItalic
    /AGaramond-Italic
    /AGaramond-Regular
    /AGaramond-Semibold
    /AGaramond-SemiboldItalic
    /AgencyFB-Bold
    /AgencyFB-Reg
    /AGOldFace-Outline
    /AharoniBold
    /Algerian
    /Americana
    /Americana-ExtraBold
    /AndaleMono
    /AndaleMonoIPA
    /AngsanaNew
    /AngsanaNew-Bold
    /AngsanaNew-BoldItalic
    /AngsanaNew-Italic
    /AngsanaUPC
    /AngsanaUPC-Bold
    /AngsanaUPC-BoldItalic
    /AngsanaUPC-Italic
    /Anna
    /ArialAlternative
    /ArialAlternativeSymbol
    /Arial-Black
    /Arial-BlackItalic
    /Arial-BoldItalicMT
    /Arial-BoldMT
    /Arial-ItalicMT
    /ArialMT
    /ArialMT-Black
    /ArialNarrow
    /ArialNarrow-Bold
    /ArialNarrow-BoldItalic
    /ArialNarrow-Italic
    /ArialRoundedMTBold
    /ArialUnicodeMS
    /ArrusBT-Bold
    /ArrusBT-BoldItalic
    /ArrusBT-Italic
    /ArrusBT-Roman
    /AvantGarde-Book
    /AvantGarde-BookOblique
    /AvantGarde-Demi
    /AvantGarde-DemiOblique
    /AvantGardeITCbyBT-Book
    /AvantGardeITCbyBT-BookOblique
    /BakerSignet
    /BankGothicBT-Medium
    /Barmeno-Bold
    /Barmeno-ExtraBold
    /Barmeno-Medium
    /Barmeno-Regular
    /Baskerville
    /BaskervilleBE-Italic
    /BaskervilleBE-Medium
    /BaskervilleBE-MediumItalic
    /BaskervilleBE-Regular
    /Baskerville-Bold
    /Baskerville-BoldItalic
    /Baskerville-Italic
    /BaskOldFace
    /Batang
    /BatangChe
    /Bauhaus93
    /Bellevue
    /BellMT
    /BellMTBold
    /BellMTItalic
    /BerlingAntiqua-Bold
    /BerlingAntiqua-BoldItalic
    /BerlingAntiqua-Italic
    /BerlingAntiqua-Roman
    /BerlinSansFB-Bold
    /BerlinSansFBDemi-Bold
    /BerlinSansFB-Reg
    /BernardMT-Condensed
    /BernhardModernBT-Bold
    /BernhardModernBT-BoldItalic
    /BernhardModernBT-Italic
    /BernhardModernBT-Roman
    /BiffoMT
    /BinnerD
    /BinnerGothic
    /BlackadderITC-Regular
    /Blackoak
    /blex
    /blsy
    /Bodoni
    /Bodoni-Bold
    /Bodoni-BoldItalic
    /Bodoni-Italic
    /BodoniMT
    /BodoniMTBlack
    /BodoniMTBlack-Italic
    /BodoniMT-Bold
    /BodoniMT-BoldItalic
    /BodoniMTCondensed
    /BodoniMTCondensed-Bold
    /BodoniMTCondensed-BoldItalic
    /BodoniMTCondensed-Italic
    /BodoniMT-Italic
    /BodoniMTPosterCompressed
    /Bodoni-Poster
    /Bodoni-PosterCompressed
    /BookAntiqua
    /BookAntiqua-Bold
    /BookAntiqua-BoldItalic
    /BookAntiqua-Italic
    /Bookman-Demi
    /Bookman-DemiItalic
    /Bookman-Light
    /Bookman-LightItalic
    /BookmanOldStyle
    /BookmanOldStyle-Bold
    /BookmanOldStyle-BoldItalic
    /BookmanOldStyle-Italic
    /BookshelfSymbolOne-Regular
    /BookshelfSymbolSeven
    /BookshelfSymbolThree-Regular
    /BookshelfSymbolTwo-Regular
    /Botanical
    /Boton-Italic
    /Boton-Medium
    /Boton-MediumItalic
    /Boton-Regular
    /Boulevard
    /BradleyHandITC
    /Braggadocio
    /BritannicBold
    /Broadway
    /BrowalliaNew
    /BrowalliaNew-Bold
    /BrowalliaNew-BoldItalic
    /BrowalliaNew-Italic
    /BrowalliaUPC
    /BrowalliaUPC-Bold
    /BrowalliaUPC-BoldItalic
    /BrowalliaUPC-Italic
    /BrushScript
    /BrushScriptMT
    /CaflischScript-Bold
    /CaflischScript-Regular
    /Calibri
    /Calibri-Bold
    /Calibri-BoldItalic
    /Calibri-Italic
    /CalifornianFB-Bold
    /CalifornianFB-Italic
    /CalifornianFB-Reg
    /CalisMTBol
    /CalistoMT
    /CalistoMT-BoldItalic
    /CalistoMT-Italic
    /Cambria
    /Cambria-Bold
    /Cambria-BoldItalic
    /Cambria-Italic
    /CambriaMath
    /Candara
    /Candara-Bold
    /Candara-BoldItalic
    /Candara-Italic
    /Carta
    /CaslonOpenfaceBT-Regular
    /Castellar
    /CastellarMT
    /Centaur
    /Centaur-Italic
    /Century
    /CenturyGothic
    /CenturyGothic-Bold
    /CenturyGothic-BoldItalic
    /CenturyGothic-Italic
    /CenturySchL-Bold
    /CenturySchL-BoldItal
    /CenturySchL-Ital
    /CenturySchL-Roma
    /CenturySchoolbook
    /CenturySchoolbook-Bold
    /CenturySchoolbook-BoldItalic
    /CenturySchoolbook-Italic
    /CGTimes-Bold
    /CGTimes-BoldItalic
    /CGTimes-Italic
    /CGTimes-Regular
    /CharterBT-Bold
    /CharterBT-BoldItalic
    /CharterBT-Italic
    /CharterBT-Roman
    /CheltenhamITCbyBT-Bold
    /CheltenhamITCbyBT-BoldItalic
    /CheltenhamITCbyBT-Book
    /CheltenhamITCbyBT-BookItalic
    /Chiller-Regular
    /Cmb10
    /CMB10
    /Cmbsy10
    /CMBSY10
    /CMBSY5
    /CMBSY6
    /CMBSY7
    /CMBSY8
    /CMBSY9
    /Cmbx10
    /CMBX10
    /Cmbx12
    /CMBX12
    /Cmbx5
    /CMBX5
    /Cmbx6
    /CMBX6
    /Cmbx7
    /CMBX7
    /Cmbx8
    /CMBX8
    /Cmbx9
    /CMBX9
    /Cmbxsl10
    /CMBXSL10
    /Cmbxti10
    /CMBXTI10
    /Cmcsc10
    /CMCSC10
    /Cmcsc8
    /CMCSC8
    /Cmcsc9
    /CMCSC9
    /Cmdunh10
    /CMDUNH10
    /Cmex10
    /CMEX10
    /CMEX7
    /CMEX8
    /CMEX9
    /Cmff10
    /CMFF10
    /Cmfi10
    /CMFI10
    /Cmfib8
    /CMFIB8
    /Cminch
    /CMINCH
    /Cmitt10
    /CMITT10
    /Cmmi10
    /CMMI10
    /Cmmi12
    /CMMI12
    /Cmmi5
    /CMMI5
    /Cmmi6
    /CMMI6
    /Cmmi7
    /CMMI7
    /Cmmi8
    /CMMI8
    /Cmmi9
    /CMMI9
    /Cmmib10
    /CMMIB10
    /CMMIB5
    /CMMIB6
    /CMMIB7
    /CMMIB8
    /CMMIB9
    /Cmr10
    /CMR10
    /Cmr12
    /CMR12
    /Cmr17
    /CMR17
    /Cmr5
    /CMR5
    /Cmr6
    /CMR6
    /Cmr7
    /CMR7
    /Cmr8
    /CMR8
    /Cmr9
    /CMR9
    /Cmsl10
    /CMSL10
    /Cmsl12
    /CMSL12
    /Cmsl8
    /CMSL8
    /Cmsl9
    /CMSL9
    /Cmsltt10
    /CMSLTT10
    /Cmss10
    /CMSS10
    /Cmss12
    /CMSS12
    /Cmss17
    /CMSS17
    /Cmss8
    /CMSS8
    /Cmss9
    /CMSS9
    /Cmssbx10
    /CMSSBX10
    /Cmssdc10
    /CMSSDC10
    /Cmssi10
    /CMSSI10
    /Cmssi12
    /CMSSI12
    /Cmssi17
    /CMSSI17
    /Cmssi8
    /CMSSI8
    /Cmssi9
    /CMSSI9
    /Cmssq8
    /CMSSQ8
    /Cmssqi8
    /CMSSQI8
    /Cmsy10
    /CMSY10
    /Cmsy5
    /CMSY5
    /Cmsy6
    /CMSY6
    /Cmsy7
    /CMSY7
    /Cmsy8
    /CMSY8
    /Cmsy9
    /CMSY9
    /Cmtcsc10
    /CMTCSC10
    /Cmtex10
    /CMTEX10
    /Cmtex8
    /CMTEX8
    /Cmtex9
    /CMTEX9
    /Cmti10
    /CMTI10
    /Cmti12
    /CMTI12
    /Cmti7
    /CMTI7
    /Cmti8
    /CMTI8
    /Cmti9
    /CMTI9
    /Cmtt10
    /CMTT10
    /Cmtt12
    /CMTT12
    /Cmtt8
    /CMTT8
    /Cmtt9
    /CMTT9
    /Cmu10
    /CMU10
    /Cmvtt10
    /CMVTT10
    /ColonnaMT
    /Colossalis-Bold
    /ComicSansMS
    /ComicSansMS-Bold
    /Consolas
    /Consolas-Bold
    /Consolas-BoldItalic
    /Consolas-Italic
    /Constantia
    /Constantia-Bold
    /Constantia-BoldItalic
    /Constantia-Italic
    /CooperBlack
    /CopperplateGothic-Bold
    /CopperplateGothic-Light
    /Copperplate-ThirtyThreeBC
    /Corbel
    /Corbel-Bold
    /Corbel-BoldItalic
    /Corbel-Italic
    /CordiaNew
    /CordiaNew-Bold
    /CordiaNew-BoldItalic
    /CordiaNew-Italic
    /CordiaUPC
    /CordiaUPC-Bold
    /CordiaUPC-BoldItalic
    /CordiaUPC-Italic
    /Courier
    /Courier-Bold
    /Courier-BoldOblique
    /CourierNewPS-BoldItalicMT
    /CourierNewPS-BoldMT
    /CourierNewPS-ItalicMT
    /CourierNewPSMT
    /Courier-Oblique
    /CourierStd
    /CourierStd-Bold
    /CourierStd-BoldOblique
    /CourierStd-Oblique
    /CourierX-Bold
    /CourierX-BoldOblique
    /CourierX-Oblique
    /CourierX-Regular
    /CreepyRegular
    /CurlzMT
    /David-Bold
    /David-Reg
    /DavidTransparent
    /Dcb10
    /Dcbx10
    /Dcbxsl10
    /Dcbxti10
    /Dccsc10
    /Dcitt10
    /Dcr10
    /Desdemona
    /DilleniaUPC
    /DilleniaUPCBold
    /DilleniaUPCBoldItalic
    /DilleniaUPCItalic
    /Dingbats
    /DomCasual
    /Dotum
    /DotumChe
    /DoulosSIL
    /EdwardianScriptITC
    /Elephant-Italic
    /Elephant-Regular
    /EngraversGothicBT-Regular
    /EngraversMT
    /EraserDust
    /ErasITC-Bold
    /ErasITC-Demi
    /ErasITC-Light
    /ErasITC-Medium
    /ErieBlackPSMT
    /ErieLightPSMT
    /EriePSMT
    /EstrangeloEdessa
    /Euclid
    /Euclid-Bold
    /Euclid-BoldItalic
    /EuclidExtra
    /EuclidExtra-Bold
    /EuclidFraktur
    /EuclidFraktur-Bold
    /Euclid-Italic
    /EuclidMathOne
    /EuclidMathOne-Bold
    /EuclidMathTwo
    /EuclidMathTwo-Bold
    /EuclidSymbol
    /EuclidSymbol-Bold
    /EuclidSymbol-BoldItalic
    /EuclidSymbol-Italic
    /EucrosiaUPC
    /EucrosiaUPCBold
    /EucrosiaUPCBoldItalic
    /EucrosiaUPCItalic
    /EUEX10
    /EUEX7
    /EUEX8
    /EUEX9
    /EUFB10
    /EUFB5
    /EUFB7
    /EUFM10
    /EUFM5
    /EUFM7
    /EURB10
    /EURB5
    /EURB7
    /EURM10
    /EURM5
    /EURM7
    /EuroMono-Bold
    /EuroMono-BoldItalic
    /EuroMono-Italic
    /EuroMono-Regular
    /EuroSans-Bold
    /EuroSans-BoldItalic
    /EuroSans-Italic
    /EuroSans-Regular
    /EuroSerif-Bold
    /EuroSerif-BoldItalic
    /EuroSerif-Italic
    /EuroSerif-Regular
    /EUSB10
    /EUSB5
    /EUSB7
    /EUSM10
    /EUSM5
    /EUSM7
    /FelixTitlingMT
    /Fences
    /FencesPlain
    /FigaroMT
    /FixedMiriamTransparent
    /FootlightMTLight
    /Formata-Italic
    /Formata-Medium
    /Formata-MediumItalic
    /Formata-Regular
    /ForteMT
    /FranklinGothic-Book
    /FranklinGothic-BookItalic
    /FranklinGothic-Demi
    /FranklinGothic-DemiCond
    /FranklinGothic-DemiItalic
    /FranklinGothic-Heavy
    /FranklinGothic-HeavyItalic
    /FranklinGothicITCbyBT-Book
    /FranklinGothicITCbyBT-BookItal
    /FranklinGothicITCbyBT-Demi
    /FranklinGothicITCbyBT-DemiItal
    /FranklinGothic-Medium
    /FranklinGothic-MediumCond
    /FranklinGothic-MediumItalic
    /FrankRuehl
    /FreesiaUPC
    /FreesiaUPCBold
    /FreesiaUPCBoldItalic
    /FreesiaUPCItalic
    /FreestyleScript-Regular
    /FrenchScriptMT
    /Frutiger-Black
    /Frutiger-BlackCn
    /Frutiger-BlackItalic
    /Frutiger-Bold
    /Frutiger-BoldCn
    /Frutiger-BoldItalic
    /Frutiger-Cn
    /Frutiger-ExtraBlackCn
    /Frutiger-Italic
    /Frutiger-Light
    /Frutiger-LightCn
    /Frutiger-LightItalic
    /Frutiger-Roman
    /Frutiger-UltraBlack
    /Futura-Bold
    /Futura-BoldOblique
    /Futura-Book
    /Futura-BookOblique
    /FuturaBT-Bold
    /FuturaBT-BoldItalic
    /FuturaBT-Book
    /FuturaBT-BookItalic
    /FuturaBT-Medium
    /FuturaBT-MediumItalic
    /Futura-Light
    /Futura-LightOblique
    /GalliardITCbyBT-Bold
    /GalliardITCbyBT-BoldItalic
    /GalliardITCbyBT-Italic
    /GalliardITCbyBT-Roman
    /Garamond
    /Garamond-Bold
    /Garamond-BoldCondensed
    /Garamond-BoldCondensedItalic
    /Garamond-BoldItalic
    /Garamond-BookCondensed
    /Garamond-BookCondensedItalic
    /Garamond-Italic
    /Garamond-LightCondensed
    /Garamond-LightCondensedItalic
    /Gautami
    /GeometricSlab703BT-Light
    /GeometricSlab703BT-LightItalic
    /Georgia
    /Georgia-Bold
    /Georgia-BoldItalic
    /Georgia-Italic
    /GeorgiaRef
    /Giddyup
    /Giddyup-Thangs
    /Gigi-Regular
    /GillSans
    /GillSans-Bold
    /GillSans-BoldItalic
    /GillSans-Condensed
    /GillSans-CondensedBold
    /GillSans-Italic
    /GillSans-Light
    /GillSans-LightItalic
    /GillSansMT
    /GillSansMT-Bold
    /GillSansMT-BoldItalic
    /GillSansMT-Condensed
    /GillSansMT-ExtraCondensedBold
    /GillSansMT-Italic
    /GillSans-UltraBold
    /GillSans-UltraBoldCondensed
    /GloucesterMT-ExtraCondensed
    /Gothic-Thirteen
    /GoudyOldStyleBT-Bold
    /GoudyOldStyleBT-BoldItalic
    /GoudyOldStyleBT-Italic
    /GoudyOldStyleBT-Roman
    /GoudyOldStyleT-Bold
    /GoudyOldStyleT-Italic
    /GoudyOldStyleT-Regular
    /GoudyStout
    /GoudyTextMT-LombardicCapitals
    /GSIDefaultSymbols
    /Gulim
    /GulimChe
    /Gungsuh
    /GungsuhChe
    /Haettenschweiler
    /HarlowSolid
    /Harrington
    /Helvetica
    /Helvetica-Black
    /Helvetica-BlackOblique
    /Helvetica-Bold
    /Helvetica-BoldOblique
    /Helvetica-Condensed
    /Helvetica-Condensed-Black
    /Helvetica-Condensed-BlackObl
    /Helvetica-Condensed-Bold
    /Helvetica-Condensed-BoldObl
    /Helvetica-Condensed-Light
    /Helvetica-Condensed-LightObl
    /Helvetica-Condensed-Oblique
    /Helvetica-Fraction
    /Helvetica-Narrow
    /Helvetica-Narrow-Bold
    /Helvetica-Narrow-BoldOblique
    /Helvetica-Narrow-Oblique
    /Helvetica-Oblique
    /HighTowerText-Italic
    /HighTowerText-Reg
    /Humanist521BT-BoldCondensed
    /Humanist521BT-Light
    /Humanist521BT-LightItalic
    /Humanist521BT-RomanCondensed
    /Imago-ExtraBold
    /Impact
    /ImprintMT-Shadow
    /InformalRoman-Regular
    /IrisUPC
    /IrisUPCBold
    /IrisUPCBoldItalic
    /IrisUPCItalic
    /Ironwood
    /ItcEras-Medium
    /ItcKabel-Bold
    /ItcKabel-Book
    /ItcKabel-Demi
    /ItcKabel-Medium
    /ItcKabel-Ultra
    /JasmineUPC
    /JasmineUPC-Bold
    /JasmineUPC-BoldItalic
    /JasmineUPC-Italic
    /JoannaMT
    /JoannaMT-Italic
    /Jokerman-Regular
    /JuiceITC-Regular
    /Kartika
    /Kaufmann
    /KaufmannBT-Bold
    /KaufmannBT-Regular
    /KidTYPEPaint
    /KinoMT
    /KodchiangUPC
    /KodchiangUPC-Bold
    /KodchiangUPC-BoldItalic
    /KodchiangUPC-Italic
    /KorinnaITCbyBT-Regular
    /KristenITC-Regular
    /KrutiDev040Bold
    /KrutiDev040BoldItalic
    /KrutiDev040Condensed
    /KrutiDev040Italic
    /KrutiDev040Thin
    /KrutiDev040Wide
    /KrutiDev060
    /KrutiDev060Bold
    /KrutiDev060BoldItalic
    /KrutiDev060Condensed
    /KrutiDev060Italic
    /KrutiDev060Thin
    /KrutiDev060Wide
    /KrutiDev070
    /KrutiDev070Condensed
    /KrutiDev070Italic
    /KrutiDev070Thin
    /KrutiDev070Wide
    /KrutiDev080
    /KrutiDev080Condensed
    /KrutiDev080Italic
    /KrutiDev080Wide
    /KrutiDev090
    /KrutiDev090Bold
    /KrutiDev090BoldItalic
    /KrutiDev090Condensed
    /KrutiDev090Italic
    /KrutiDev090Thin
    /KrutiDev090Wide
    /KrutiDev100
    /KrutiDev100Bold
    /KrutiDev100BoldItalic
    /KrutiDev100Condensed
    /KrutiDev100Italic
    /KrutiDev100Thin
    /KrutiDev100Wide
    /KrutiDev120
    /KrutiDev120Condensed
    /KrutiDev120Thin
    /KrutiDev120Wide
    /KrutiDev130
    /KrutiDev130Condensed
    /KrutiDev130Thin
    /KrutiDev130Wide
    /KunstlerScript
    /Latha
    /LatinWide
    /LetterGothic
    /LetterGothic-Bold
    /LetterGothic-BoldOblique
    /LetterGothic-BoldSlanted
    /LetterGothicMT
    /LetterGothicMT-Bold
    /LetterGothicMT-BoldOblique
    /LetterGothicMT-Oblique
    /LetterGothic-Slanted
    /LevenimMT
    /LevenimMTBold
    /LilyUPC
    /LilyUPCBold
    /LilyUPCBoldItalic
    /LilyUPCItalic
    /Lithos-Black
    /Lithos-Regular
    /LotusWPBox-Roman
    /LotusWPIcon-Roman
    /LotusWPIntA-Roman
    /LotusWPIntB-Roman
    /LotusWPType-Roman
    /LucidaBright
    /LucidaBright-Demi
    /LucidaBright-DemiItalic
    /LucidaBright-Italic
    /LucidaCalligraphy-Italic
    /LucidaConsole
    /LucidaFax
    /LucidaFax-Demi
    /LucidaFax-DemiItalic
    /LucidaFax-Italic
    /LucidaHandwriting-Italic
    /LucidaSans
    /LucidaSans-Demi
    /LucidaSans-DemiItalic
    /LucidaSans-Italic
    /LucidaSans-Typewriter
    /LucidaSans-TypewriterBold
    /LucidaSans-TypewriterBoldOblique
    /LucidaSans-TypewriterOblique
    /LucidaSansUnicode
    /Lydian
    /Magneto-Bold
    /MaiandraGD-Regular
    /Mangal-Regular
    /Map-Symbols
    /MathA
    /MathB
    /MathC
    /Mathematica1
    /Mathematica1-Bold
    /Mathematica1Mono
    /Mathematica1Mono-Bold
    /Mathematica2
    /Mathematica2-Bold
    /Mathematica2Mono
    /Mathematica2Mono-Bold
    /Mathematica3
    /Mathematica3-Bold
    /Mathematica3Mono
    /Mathematica3Mono-Bold
    /Mathematica4
    /Mathematica4-Bold
    /Mathematica4Mono
    /Mathematica4Mono-Bold
    /Mathematica5
    /Mathematica5-Bold
    /Mathematica5Mono
    /Mathematica5Mono-Bold
    /Mathematica6
    /Mathematica6Bold
    /Mathematica6Mono
    /Mathematica6MonoBold
    /Mathematica7
    /Mathematica7Bold
    /Mathematica7Mono
    /Mathematica7MonoBold
    /MatisseITC-Regular
    /MaturaMTScriptCapitals
    /Mesquite
    /Mezz-Black
    /Mezz-Regular
    /MICR
    /MicrosoftSansSerif
    /MingLiU
    /Minion-BoldCondensed
    /Minion-BoldCondensedItalic
    /Minion-Condensed
    /Minion-CondensedItalic
    /Minion-Ornaments
    /MinionPro-Bold
    /MinionPro-BoldIt
    /MinionPro-It
    /MinionPro-Regular
    /Miriam
    /MiriamFixed
    /MiriamTransparent
    /Mistral
    /Modern-Regular
    /MonotypeCorsiva
    /MonotypeSorts
    /MSAM10
    /MSAM5
    /MSAM6
    /MSAM7
    /MSAM8
    /MSAM9
    /MSBM10
    /MSBM5
    /MSBM6
    /MSBM7
    /MSBM8
    /MSBM9
    /MS-Gothic
    /MSHei
    /MSLineDrawPSMT
    /MS-Mincho
    /MSOutlook
    /MS-PGothic
    /MS-PMincho
    /MSReference1
    /MSReference2
    /MSReferenceSansSerif
    /MSReferenceSansSerif-Bold
    /MSReferenceSansSerif-BoldItalic
    /MSReferenceSansSerif-Italic
    /MSReferenceSerif
    /MSReferenceSerif-Bold
    /MSReferenceSerif-BoldItalic
    /MSReferenceSerif-Italic
    /MSReferenceSpecialty
    /MSSong
    /MS-UIGothic
    /MT-Extra
    /MTExtraTiger
    /MT-Symbol
    /MT-Symbol-Italic
    /MVBoli
    /Myriad-Bold
    /Myriad-BoldItalic
    /Myriad-Italic
    /Myriad-Roman
    /Narkisim
    /NewCenturySchlbk-Bold
    /NewCenturySchlbk-BoldItalic
    /NewCenturySchlbk-Italic
    /NewCenturySchlbk-Roman
    /NewMilleniumSchlbk-BoldItalicSH
    /NewsGothic
    /NewsGothic-Bold
    /NewsGothicBT-Bold
    /NewsGothicBT-BoldItalic
    /NewsGothicBT-Italic
    /NewsGothicBT-Roman
    /NewsGothic-Condensed
    /NewsGothic-Italic
    /NewsGothicMT
    /NewsGothicMT-Bold
    /NewsGothicMT-Italic
    /NiagaraEngraved-Reg
    /NiagaraSolid-Reg
    /NimbusMonL-Bold
    /NimbusMonL-BoldObli
    /NimbusMonL-Regu
    /NimbusMonL-ReguObli
    /NimbusRomNo9L-Medi
    /NimbusRomNo9L-MediItal
    /NimbusRomNo9L-Regu
    /NimbusRomNo9L-ReguItal
    /NimbusSanL-Bold
    /NimbusSanL-BoldCond
    /NimbusSanL-BoldCondItal
    /NimbusSanL-BoldItal
    /NimbusSanL-Regu
    /NimbusSanL-ReguCond
    /NimbusSanL-ReguCondItal
    /NimbusSanL-ReguItal
    /Nimrod
    /Nimrod-Bold
    /Nimrod-BoldItalic
    /Nimrod-Italic
    /NSimSun
    /Nueva-BoldExtended
    /Nueva-BoldExtendedItalic
    /Nueva-Italic
    /Nueva-Roman
    /NuptialScript
    /OCRA
    /OCRA-Alternate
    /OCRAExtended
    /OCRB
    /OCRB-Alternate
    /OfficinaSans-Bold
    /OfficinaSans-BoldItalic
    /OfficinaSans-Book
    /OfficinaSans-BookItalic
    /OfficinaSerif-Bold
    /OfficinaSerif-BoldItalic
    /OfficinaSerif-Book
    /OfficinaSerif-BookItalic
    /OldEnglishTextMT
    /Onyx
    /OnyxBT-Regular
    /OzHandicraftBT-Roman
    /PalaceScriptMT
    /Palatino-Bold
    /Palatino-BoldItalic
    /Palatino-Italic
    /PalatinoLinotype-Bold
    /PalatinoLinotype-BoldItalic
    /PalatinoLinotype-Italic
    /PalatinoLinotype-Roman
    /Palatino-Roman
    /PapyrusPlain
    /Papyrus-Regular
    /Parchment-Regular
    /Parisian
    /ParkAvenue
    /Penumbra-SemiboldFlare
    /Penumbra-SemiboldSans
    /Penumbra-SemiboldSerif
    /PepitaMT
    /Perpetua
    /Perpetua-Bold
    /Perpetua-BoldItalic
    /Perpetua-Italic
    /PerpetuaTitlingMT-Bold
    /PerpetuaTitlingMT-Light
    /PhotinaCasualBlack
    /Playbill
    /PMingLiU
    /Poetica-SuppOrnaments
    /PoorRichard-Regular
    /PopplLaudatio-Italic
    /PopplLaudatio-Medium
    /PopplLaudatio-MediumItalic
    /PopplLaudatio-Regular
    /PrestigeElite
    /Pristina-Regular
    /PTBarnumBT-Regular
    /Raavi
    /RageItalic
    /Ravie
    /RefSpecialty
    /Ribbon131BT-Bold
    /Rockwell
    /Rockwell-Bold
    /Rockwell-BoldItalic
    /Rockwell-Condensed
    /Rockwell-CondensedBold
    /Rockwell-ExtraBold
    /Rockwell-Italic
    /Rockwell-Light
    /Rockwell-LightItalic
    /Rod
    /RodTransparent
    /RunicMT-Condensed
    /Sanvito-Light
    /Sanvito-Roman
    /ScriptC
    /ScriptMTBold
    /SegoeUI
    /SegoeUI-Bold
    /SegoeUI-BoldItalic
    /SegoeUI-Italic
    /Serpentine-BoldOblique
    /ShelleyVolanteBT-Regular
    /ShowcardGothic-Reg
    /Shruti
    /SILDoulosIPA
    /SimHei
    /SimSun
    /SimSun-PUA
    /SnapITC-Regular
    /StandardSymL
    /Stencil
    /StoneSans
    /StoneSans-Bold
    /StoneSans-BoldItalic
    /StoneSans-Italic
    /StoneSans-Semibold
    /StoneSans-SemiboldItalic
    /Stop
    /Swiss721BT-BlackExtended
    /Sylfaen
    /Symbol
    /SymbolMT
    /SymbolTiger
    /SymbolTigerExpert
    /Tahoma
    /Tahoma-Bold
    /Tci1
    /Tci1Bold
    /Tci1BoldItalic
    /Tci1Italic
    /Tci2
    /Tci2Bold
    /Tci2BoldItalic
    /Tci2Italic
    /Tci3
    /Tci3Bold
    /Tci3BoldItalic
    /Tci3Italic
    /Tci4
    /Tci4Bold
    /Tci4BoldItalic
    /Tci4Italic
    /TechnicalItalic
    /TechnicalPlain
    /Tekton
    /Tekton-Bold
    /TektonMM
    /Tempo-HeavyCondensed
    /Tempo-HeavyCondensedItalic
    /TempusSansITC
    /Tiger
    /TigerExpert
    /Times-Bold
    /Times-BoldItalic
    /Times-BoldItalicOsF
    /Times-BoldSC
    /Times-ExtraBold
    /Times-Italic
    /Times-ItalicOsF
    /TimesNewRomanMT-ExtraBold
    /TimesNewRomanPS-BoldItalicMT
    /TimesNewRomanPS-BoldMT
    /TimesNewRomanPS-ItalicMT
    /TimesNewRomanPSMT
    /Times-Roman
    /Times-RomanSC
    /Trajan-Bold
    /Trebuchet-BoldItalic
    /TrebuchetMS
    /TrebuchetMS-Bold
    /TrebuchetMS-Italic
    /Tunga-Regular
    /TwCenMT-Bold
    /TwCenMT-BoldItalic
    /TwCenMT-Condensed
    /TwCenMT-CondensedBold
    /TwCenMT-CondensedExtraBold
    /TwCenMT-CondensedMedium
    /TwCenMT-Italic
    /TwCenMT-Regular
    /Univers-Bold
    /Univers-BoldItalic
    /UniversCondensed-Bold
    /UniversCondensed-BoldItalic
    /UniversCondensed-Medium
    /UniversCondensed-MediumItalic
    /Univers-Medium
    /Univers-MediumItalic
    /URWBookmanL-DemiBold
    /URWBookmanL-DemiBoldItal
    /URWBookmanL-Ligh
    /URWBookmanL-LighItal
    /URWChanceryL-MediItal
    /URWGothicL-Book
    /URWGothicL-BookObli
    /URWGothicL-Demi
    /URWGothicL-DemiObli
    /URWPalladioL-Bold
    /URWPalladioL-BoldItal
    /URWPalladioL-Ital
    /URWPalladioL-Roma
    /USPSBarCode
    /VAGRounded-Black
    /VAGRounded-Bold
    /VAGRounded-Light
    /VAGRounded-Thin
    /Verdana
    /Verdana-Bold
    /Verdana-BoldItalic
    /Verdana-Italic
    /VerdanaRef
    /VinerHandITC
    /Viva-BoldExtraExtended
    /Vivaldii
    /Viva-LightCondensed
    /Viva-Regular
    /VladimirScript
    /Vrinda
    /Webdings
    /Westminster
    /Willow
    /Wingdings2
    /Wingdings3
    /Wingdings-Regular
    /WNCYB10
    /WNCYI10
    /WNCYR10
    /WNCYSC10
    /WNCYSS10
    /WoodtypeOrnaments-One
    /WoodtypeOrnaments-Two
    /WP-ArabicScriptSihafa
    /WP-ArabicSihafa
    /WP-BoxDrawing
    /WP-CyrillicA
    /WP-CyrillicB
    /WP-GreekCentury
    /WP-GreekCourier
    /WP-GreekHelve
    /WP-HebrewDavid
    /WP-IconicSymbolsA
    /WP-IconicSymbolsB
    /WP-Japanese
    /WP-MathA
    /WP-MathB
    /WP-MathExtendedA
    /WP-MathExtendedB
    /WP-MultinationalAHelve
    /WP-MultinationalARoman
    /WP-MultinationalBCourier
    /WP-MultinationalBHelve
    /WP-MultinationalBRoman
    /WP-MultinationalCourier
    /WP-Phonetic
    /WPTypographicSymbols
    /XYATIP10
    /XYBSQL10
    /XYBTIP10
    /XYCIRC10
    /XYCMAT10
    /XYCMBT10
    /XYDASH10
    /XYEUAT10
    /XYEUBT10
    /ZapfChancery-MediumItalic
    /ZapfDingbats
    /ZapfHumanist601BT-Bold
    /ZapfHumanist601BT-BoldItalic
    /ZapfHumanist601BT-Demi
    /ZapfHumanist601BT-DemiItalic
    /ZapfHumanist601BT-Italic
    /ZapfHumanist601BT-Roman
    /ZWAdobeF
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 2.00333
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 2.00333
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.00167
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /ARA <FEFF06270633062A062E062F0645002006470630064700200627064406250639062F0627062F0627062A002006440625064606340627062100200648062B062706260642002000410064006F00620065002000500044004600200645062A064806270641064206290020064506390020064506420627064A064A0633002006390631063600200648063706280627063906290020062706440648062B0627062606420020062706440645062A062F062706480644062900200641064A00200645062C062706440627062A002006270644062306390645062706440020062706440645062E062A064406410629061B0020064A06450643064600200641062A062D00200648062B0627062606420020005000440046002006270644064506460634062306290020062806270633062A062E062F062706450020004100630072006F0062006100740020064800410064006F006200650020005200650061006400650072002006250635062F0627063100200035002E0030002006480627064406250635062F062706310627062A0020062706440623062D062F062B002E>
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /CZE <FEFF005400610074006f0020006e006100730074006100760065006e00ed00200070006f0075017e0069006a007400650020006b0020007600790074007600e101590065006e00ed00200064006f006b0075006d0065006e0074016f002000410064006f006200650020005000440046002000760068006f0064006e00fd00630068002000700072006f002000730070006f006c00650068006c0069007600e90020007a006f006200720061007a006f007600e1006e00ed002000610020007400690073006b0020006f006200630068006f0064006e00ed0063006800200064006f006b0075006d0065006e0074016f002e002000200056007900740076006f01590065006e00e900200064006f006b0075006d0065006e007400790020005000440046002000620075006400650020006d006f017e006e00e90020006f007400650076015900ed007400200076002000700072006f006700720061006d0065006300680020004100630072006f00620061007400200061002000410064006f00620065002000520065006100640065007200200035002e0030002000610020006e006f0076011b006a016100ed00630068002e>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /GRE <FEFF03a703c103b703c303b903bc03bf03c003bf03b903ae03c303c403b5002003b103c503c403ad03c2002003c403b903c2002003c103c503b803bc03af03c303b503b903c2002003b303b903b1002003bd03b1002003b403b703bc03b903bf03c503c103b303ae03c303b503c403b5002003ad03b303b303c103b103c603b1002000410064006f006200650020005000440046002003ba03b103c403ac03bb03bb03b703bb03b1002003b303b903b1002003b103be03b903cc03c003b903c303c403b7002003c003c103bf03b203bf03bb03ae002003ba03b103b9002003b503ba03c403cd03c003c903c303b7002003b503c003b903c703b503b903c103b703bc03b103c403b903ba03ce03bd002003b503b303b303c103ac03c603c903bd002e0020002003a403b10020005000440046002003ad03b303b303c103b103c603b1002003c003bf03c5002003ad03c703b503c403b5002003b403b703bc03b903bf03c503c103b303ae03c303b503b9002003bc03c003bf03c103bf03cd03bd002003bd03b1002003b103bd03bf03b903c703c403bf03cd03bd002003bc03b5002003c403bf0020004100630072006f006200610074002c002003c403bf002000410064006f00620065002000520065006100640065007200200035002e0030002003ba03b103b9002003bc03b503c403b103b303b503bd03ad03c303c403b503c103b503c2002003b503ba03b403cc03c303b503b903c2002e>
    /HEB <FEFF05D405E905EA05DE05E905D5002005D105D405D205D305E805D505EA002005D005DC05D4002005DB05D305D9002005DC05D905E605D505E8002005DE05E105DE05DB05D9002000410064006F006200650020005000440046002005E205D105D505E8002005D405E605D205D4002005D505D405D305E405E105D4002005D005DE05D905E005D4002005E905DC002005DE05E105DE05DB05D905DD002005E205E105E705D905D905DD002E002005DE05E105DE05DB05D90020005000440046002005E905E005D505E605E805D5002005E005D905EA05E005D905DD002005DC05E405EA05D905D705D4002005D105D005DE05E605E205D505EA0020004100630072006F006200610074002005D5002D00410064006F00620065002000520065006100640065007200200035002E0030002005D505D205E805E105D005D505EA002005DE05EA05E705D305DE05D505EA002005D905D505EA05E8002E05D905D505EA05E8002E002D0033002C002005E205D905D905E005D5002005D105DE05D305E805D905DA002005DC05DE05E905EA05DE05E9002005E905DC0020004100630072006F006200610074002E002005DE05E105DE05DB05D90020005000440046002005E905E005D505E605E805D5002005E005D905EA05E005D905DD002005DC05E405EA05D905D705D4002005D105D005DE05E605E205D505EA0020004100630072006F006200610074002005D5002D00410064006F00620065002000520065006100640065007200200035002E0030002005D505D205E805E105D005D505EA002005DE05EA05E705D305DE05D505EA002005D905D505EA05E8002E>
    /HRV (Za stvaranje Adobe PDF dokumenata pogodnih za pouzdani prikaz i ispis poslovnih dokumenata koristite ove postavke.  Stvoreni PDF dokumenti mogu se otvoriti Acrobat i Adobe Reader 5.0 i kasnijim verzijama.)
    /HUN <FEFF00410020006800690076006100740061006c006f007300200064006f006b0075006d0065006e00740075006d006f006b0020006d00650067006200ed007a00680061007400f30020006d0065006700740065006b0069006e007400e9007300e900720065002000e900730020006e0079006f006d00740061007400e1007300e10072006100200073007a00e1006e0074002000410064006f00620065002000500044004600200064006f006b0075006d0065006e00740075006d006f006b0061007400200065007a0065006b006b0065006c0020006100200062006500e1006c006c00ed007400e10073006f006b006b0061006c00200068006f007a006800610074006a00610020006c00e9007400720065002e0020002000410020006c00e90074007200650068006f007a006f00740074002000500044004600200064006f006b0075006d0065006e00740075006d006f006b00200061007a0020004100630072006f006200610074002000e9007300200061007a002000410064006f00620065002000520065006100640065007200200035002e0030002c0020007600610067007900200061007a002000610074007400f3006c0020006b00e9007301510062006200690020007600650072007a006900f3006b006b0061006c0020006e00790069007400680061007400f3006b0020006d00650067002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /POL <FEFF0055007300740061007700690065006e0069006100200064006f002000740077006f0072007a0065006e0069006100200064006f006b0075006d0065006e007400f300770020005000440046002000700072007a0065007a006e00610063007a006f006e00790063006800200064006f0020006e00690065007a00610077006f0064006e00650067006f002000770079015b0077006900650074006c0061006e00690061002000690020006400720075006b006f00770061006e0069006100200064006f006b0075006d0065006e007400f300770020006600690072006d006f0077007900630068002e002000200044006f006b0075006d0065006e0074007900200050004400460020006d006f017c006e00610020006f007400770069006500720061010700200077002000700072006f006700720061006d006900650020004100630072006f00620061007400200069002000410064006f00620065002000520065006100640065007200200035002e0030002000690020006e006f00770073007a0079006d002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /RUM <FEFF005500740069006c0069007a00610163006900200061006300650073007400650020007300650074010300720069002000700065006e007400720075002000610020006300720065006100200064006f00630075006d0065006e00740065002000410064006f006200650020005000440046002000610064006500630076006100740065002000700065006e007400720075002000760069007a00750061006c0069007a00610072006500610020015f006900200074006900700103007200690072006500610020006c0061002000630061006c006900740061007400650020007300750070006500720069006f0061007201030020006100200064006f00630075006d0065006e00740065006c006f007200200064006500200061006600610063006500720069002e002000200044006f00630075006d0065006e00740065006c00650020005000440046002000630072006500610074006500200070006f00740020006600690020006400650073006300680069007300650020006300750020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e00300020015f00690020007600650072007300690075006e0069006c006500200075006c0074006500720069006f006100720065002e>
    /RUS <FEFF04180441043f043e043b044c04370443043904420435002004340430043d043d044b04350020043d0430044104420440043e0439043a043800200434043b044f00200441043e043704340430043d0438044f00200434043e043a0443043c0435043d0442043e0432002000410064006f006200650020005000440046002c0020043f043e04340445043e0434044f04490438044500200434043b044f0020043d0430043404350436043d043e0433043e0020043f0440043e0441043c043e044204400430002004380020043f04350447043004420438002004340435043b043e0432044b044500200434043e043a0443043c0435043d0442043e0432002e002000200421043e043704340430043d043d044b04350020005000440046002d0434043e043a0443043c0435043d0442044b0020043c043e0436043d043e0020043e0442043a0440044b043204300442044c002004410020043f043e043c043e0449044c044e0020004100630072006f00620061007400200438002000410064006f00620065002000520065006100640065007200200035002e00300020043800200431043e043b043504350020043f043e04370434043d043804450020043204350440044104380439002e>
    /SLV <FEFF005400650020006e006100730074006100760069007400760065002000750070006f0072006100620069007400650020007a00610020007500730074007600610072006a0061006e006a006500200064006f006b0075006d0065006e0074006f0076002000410064006f006200650020005000440046002c0020007000720069006d00650072006e006900680020007a00610020007a0061006e00650073006c006a00690076006f0020006f0067006c00650064006f00760061006e006a006500200069006e0020007400690073006b0061006e006a006500200070006f0073006c006f0076006e0069006800200064006f006b0075006d0065006e0074006f0076002e00200020005500730074007600610072006a0065006e006500200064006f006b0075006d0065006e0074006500200050004400460020006a00650020006d006f0067006f010d00650020006f0064007000720065007400690020007a0020004100630072006f00620061007400200069006e002000410064006f00620065002000520065006100640065007200200035002e003000200069006e0020006e006f00760065006a01610069006d002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /TUR <FEFF005400690063006100720069002000620065006c00670065006c006500720069006e0020006700fc00760065006e0069006c0069007200200062006900720020015f0065006b0069006c006400650020006700f6007200fc006e007400fc006c0065006e006d006500730069002000760065002000790061007a0064013100720131006c006d006100730131006e006100200075007900670075006e002000410064006f006200650020005000440046002000620065006c00670065006c0065007200690020006f006c0075015f007400750072006d0061006b0020006900e70069006e00200062007500200061007900610072006c0061007201310020006b0075006c006c0061006e0131006e002e00200020004f006c0075015f0074007500720075006c0061006e0020005000440046002000620065006c00670065006c0065007200690020004100630072006f006200610074002000760065002000410064006f00620065002000520065006100640065007200200035002e003000200076006500200073006f006e0072006100730131006e00640061006b00690020007300fc007200fc006d006c00650072006c00650020006100e70131006c006100620069006c00690072002e>
    /ENU (Use these settings to create Adobe PDF documents suitable for reliable viewing and printing of business documents.  Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
  >>
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


