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Abstract 
Virtual Humans are on the border of fiction and re-
alism: while it is obvious that they do not exist in 
reality and function on different principles than real 
people, they have been endowed with human fea-
tures such as being emotionally sensitive. In this 
article we argue that many dimensions, both hu-
man-like ones and ones made possible by the com-
puter technology, are still unexploited to increase 
the effectivity and engagement of interaction with 
VHs. 

1 Introduction 
The concept of Human Computing unifies several objec-
tives: to make the usage of computers easy and natural, al-
lowing such very ‘human’ behaviors like being emotional or 
bored, endow computer systems with adaptive and empathic 
response, facilitating applications where joy and engage-
ment become more important than the problem-solving ori-
ented ‘categorical computing’ practice. 
To achieve this, application interfaces need to be able to 
handle more subtle interactions than those afforded by more 
basic “push-button type” interfaces. Very sophisticated 
sensing modules are needed to cope with subtleties in the 
behavior of the user. Also, the application needs to be able 
to communicate information to the user with a comparable 
level of complexity. 
Virtual Humans (VHs) [Plantec, 2004] – also known under 
other names like humanoids [Thorisson, 1996], embodied 
conversational agents [Cassell et al., 2000] or intelligent 
virtual agents – are computer models resembling humans in 
their bodily look and their communication capabilities. In 
this paper we focus on their role in human-computer interac-
tion, assuming a scenario where one or more VHs interact 
with one real person, in order to accomplish some task. We 
keep the traditional terms user and task, but will use it in a 
broadened sense. Because of their human-likeness, VHs 
seem to be the ultimate interface in the Human Computing 
age. From the point of view of HCI, there are two major 
motivation of ‘putting a VH on the screen’: 
• By replacing the traditional computer-specific interac-

tion modalities (keyboard, mouse) by the natural com-
municational capabilities of people, the services of 

computers will be accessible to a broad population, 
without respect to (computer) literacy, cultural and so-
cial background; 

• VHs make new applications possible, where they fulfill 
traditional human roles, such as tutor, salesperson, and 
partner to play a game or chat with. Moreover, there are 
applications where the VH is in an entirely new role, 
without parallel in real life, such as human-like charac-
ters with fictional capabilities in (educational) games 
[Gustafson et al., 2004], interactive drama [Mateas and 
Stern, 2003] or Virtual Reality applications [Abaci et 
al., 2004], or a VH taking partial or split role known 
from real-life situations [Baylor and Ebbers, 2003]. 

 
Often it is not easy to separate the two aspects in an applica-
tion: e.g. a VH explaining how to operate a device [Badler, 
2002], can be seen as a friendly interface replacing queries 
and search in an on-line textual help, but it also extends the 
services, by being able to demonstrate operations, possibly 
in a way tailored to the user’s capabilities (e.g. handedness). 
 
The potentials of VHs are huge. Challenges to current state 
of the art of separate disciplines – e.g. speech recognition 
and language understanding, or computer vision – , have 
been identified as a must to improve technical quality, and 
related to this, engagement and effectivity of VHs [Gratch et 
al., 2002]. Also, the necessity of cooperation of different 
disciplines, and particularly, dedicated studies providing 
basis for computational models of human-human interac-
tion, have been underlined [Isbister and Doyle, 2004]. 
 
In this paper, we look at VHs from the Human Computing 
perspective, and dwell on possible improvements of VHs of 
a different nature. Namely, we outline features which have 
not (or hardly) been exploited, and relate the virtual and the 
human domain. Several of these are technically feasible, or 
would require some routine engineering development. For 
instance, current VHs look as puppets took out of a box, 
new forever and unchanged, very much unlike real people, 
who may change dress every day, look more tired at the end 
of a busy day than in the morning, and their mood and men-
tal state is not exactly the same every morning. This paper is 
a ‘twin’ of another recent paper by us [Ruttkay et al. 2006a], 
where we concentrated among other things on the practical 



value of some subtle aspects of human communication 
which have often been left out of the repertoire of ‘machine 
humans’ since they are seen as ‘incorrect’ or ‘undesirable’ 
in some way, such as disfluency and ambiguity. Here we 
look at the fictional/real polemic: a VH, on the one hand, is 
a fictional character, created and empowered by computer 
technology, so there is no need to model certain human 
characteristics, especially those which ‘make no sense’ or 
mean limitations for a fictional character, such as getting 
tired. Hence it is clear, and from the fictional point of view 
natural, that a VH would never ever get exhausted physi-
cally or mentally as real people do. On the other hand, if 
they remain ever fit, they are a mismatch to the human part-
ner, who does get tired after some time. Such a mismatch 
could not only produce a feeling of inferiority and thus dis-
comfort by the user, but may put him to danger, if he would 
try to keep up with the constant high performance of e.g. a 
virtual fitness trainer. 
 
We see two reasons why the above and other similar aspects 
of VHs have not been considered: 
• There is uncertainty about how human-like [Koda and 

Maes, 1996] and realistic [Dautenhahn, 2004] VHs 
should be. Is it at all wanted that a VH, who is not made 
of flesh and blood, gets tired, or has an own wardrobe 
that also reflects the seasons? 

• Besides the hard core issues of e.g. understanding lan-
guage, subtle features like style may be considered as 
not necessary, or at least not of high priority to be dealt 
with. 

 
In the next section, we introduce three novel applications 
being developed at our group: the Virtual Dancer, the Vir-
tual Conductor, and the Virtual Trainer. In Section 4 we 
discuss one by one the yet unexplored aspects of VHs and 
explain their potential merits, illustrating them with exam-
ples from these applications. Finally, in the Discussion we 
return to the question of fiction and reality of VHs. 

3 VHs in novel applications 
In this section, we present three applications currently being 
developed at the HMI (Human Media Interaction) research 
group: the Virtual Dancer [Reidsma et al., 2006], the Virtual 
Conductor [Bos et al., 2006], and the Virtual Trainer 

[Ruttkay et al., 2006b]. These three applications are shown 
in Figure 1. These seemingly very different applications 
share some basic features, and have actually been developed 
relying on a similar framework. In all three applications, the 
VH: 

• has visual and/or acoustic perception capabilities,  
• has to monitor and react to the user continuously, 
• has to use subtle variants of a motion repertoire 

generated on the fly, and 
• uses both acoustic (music, speech) and nonverbal 

modalities in a balanced and strongly interwoven 
manner. 

3.1 The Virtual Dancer 
In a recent application built at HMI, a virtual human – the 
Virtual Dancer – invites a real partner to dance with her 
[Reidsma et al., 2006] (see Figure 2). The Virtual Dancer 
dances together with a human ‘user’, aligning its motion to 
the beat in the music input and responding to whatever the 
human user is doing. The system observes the movements 
of the human partner by using a dance pad to register feet 
activity and the computer vision system to gain information 
about arm and body movements. Using several robust proc-
essors, the system extracts global characteristics about the 
movements of the human dancer like how much (s)he 
moves around or how much (s)he waves with the arms. 
Such characteristics can then be used to select moves from 
the database that are in some way ‘appropriate’ to the danc-
ing style of the human dancer. 
 
There is a (non-deterministic) mapping from the characteris-
tics of the observed dance moves to desirable dance moves 
of the Virtual Dancer. The interaction model reflects the 
intelligence of the Virtual Dancer. By alternating patterns of 
following the user or taking the lead with new types of 
dance moves, the system attempts to achieve a mutual danc-
ing interaction where both human and virtual dancer influ-
ence each other. Finding the appropriate nonverbal interac-
tion patterns that allow us to have a system that establishes 
rapport with its visitors is one of the longer term issues be-
ing addressed in this research. 
Clearly, the domain of dancing is interesting for animation 
technology. We focus on the interaction between human and 
virtual dancer. The interaction needs to be engaging, that is, 

 
Figure 1. Three novel applications: Virtual Dancer, Virtual Conductor, and Virtual Trainer 



interesting and entertaining. First experiences with demon-
stration setups at exhibitions indicate that people are cer-
tainly willing to react to the Virtual Dancer (see Figure 1). 

3.2 A Virtual Conductor 

We have designed and implemented a virtual conductor 
[Bos et al., 2006] that is capable of leading, and reacting to, 
live musicians in real time. The conductor possesses knowl-
edge of the music to be conducted, and it is able to translate 
this knowledge to gestures and to produce these gestures. 
The conductor extracts features from the music and reacts to 
them, based on information of the knowledge of the score. 
The reactions are tailored to elicit the desired response from 
the musicians. 

Clearly, if an ensemble is playing too slow or too fast, a 
(human) conductor should lead them back to the correct 
tempo. She can choose to lead strictly or more leniently, but 
completely ignoring the musicians’ tempo and conducting 
like a metronome set at the right tempo will not work. A 
conductor must incorporate some sense of the actual tempo 
at which the musicians play in her conducting, or else she 
will lose control. If the musicians play too slowly, the vir-
tual conductor will conduct a little bit faster than they are 
playing. When the musicians follow him, he will conduct 
faster yet, till the correct tempo is reached again. 

The input of the virtual conductor consists of the audio 
from the human musicians. From this input volume and 
tempo are detected. These features are evaluated against the 
original score (currently stored in MIDI) to determine the 
conducting style (lead, follow, dynamic indications, re-
quired corrective feedback to musicians, etc) and then the 
appropriate conducting movements of the virtual conductor 
are generated. A first informal evaluation showed that the 
Virtual Conductor is capable of leading musicians through 
tempo changes and of correcting tempo mistakes from the 
musicians. Computer vision has not yet been added to the 
system. That is, musicians can only interact with the con-
ductor through their music. In a future implementation we 
can look at the possibility to have the conducting behavior 
directed to (the location of) one or more particular instru-
ments and their players. 

3.3 The Virtual Trainer 
The Virtual Trainer (VT) application framework is currently 
under development [Ruttkay et al., 2006a] and involves a 
virtual human on a PC, who presents physical exercises that 
are to be performed by a user, monitors the user’s perform-
ance, and provides feedback accordingly at different levels. 
Hence, our VT should fulfill most of the functions of a real 
trainer: it not only demonstrates the exercises to be fol-
lowed, it should also provide professionally and psychologi-
cally sound, human-like coaching. Depending on the moti-
vation and the application context, the exercises may be 
general fitness exercises that improve the user’s physical 
condition, special exercises to be performed from time to 
time during work to prevent for example RSI (Repetitive 
Strain Injury), or physiotherapy exercises with medical indi-
cations. The focus is on the reactivity of the VT, manifested 
in natural language comments relating to readjusting the 
tempo, pointing out mistakes or rescheduling the exercises. 
When choosing how to react, the static and dynamic charac-
teristics of the user and the objectives to be achieved are to 
be taken into account and evaluated with respect to biome-
chanical knowledge and psychological considerations of 
real experts. For example, if the user is just slowing down, 
the VT will urge him in a friendly way to keep up with the 
tempo, acknowledge with cheerful feedback good perform-
ance and engage in a small talk every now and then to keep 
the user motivated. 
The VT is adaptable and adaptive in several respects. The 
embodiment can be chosen such that it reflects the geomet-
rical and physiological motion characteristics of the user. 
For this purpose, some data (age, gender, weight, goal of the 
training) may be asked for, or gained by computer vision. 
The motion characteristics may be gained by in an initial 
calibration session by computer vision, analyzing the user‘s 
motion perform a few special moves. The exercises to be 
presented may be authored by an authorized person, such as 
a real physiotherapist to whom the VT acts as an ‘assistant’. 
The motion and exercise repertoire of the VT may be ex-
tended, by providing an exercise editing interface, allowing 
also the incorporation of complex motions which were pre-
acted and motion captured. 
The VT keeps record of the sessions with the user, and in-
terprets his performance in the light of short and long-term 
history. Also the VT addresses the user in a personal man-

 
Figure 2. Interacting with the Virtual Dancer 



ner, using his name and a style most appropriate for the 
given user’s age. 

4 Unexploited aspects of VHs 
In the past decade, much effort has been spent on improving 
the human-likeness of individual modalities of VHs, such as 
improving the quality of synthesized speech [Van Moppes 
2002], modeling expressive gesturing of humans [Hartmann 
et al., 2005], deriving computational models to capture the 
kinematics [Wachsmuth and Kopp, 2002], providing means 
to fine-tune the effort and shape characteristics of facial 
expressions and hand gestures [Chi et al., 2000], model gaze 
and head behavior, add biological motions like blinking or 
idle body motion [Egges et al., 2004]. 
The fusion of multiple modalities has been dealt with, from 
the point of view of timing of the generated behavior, and 
the added value of using multiple modalities in a redundant 
way. It has been suggested that VHs, just as real people, 
should be endowed with a style, reflected in the usage of 
verbal and non-verbal modalities to express some meaning, 
and the intonational and motion characteristics of the single 
modal signals [Ruttkay et al., to appear]. Besides the fea-
tures typical for the VH as an individual, his (assumed) so-
cial, cultural and professional background should be the 
components which contribute to the style. The importance 
of cultural and social connotation of a VH has been pointed 
out [Payr and Trappl, 2004, Prendinger and Ishizuka, 2001]. 
Modeling emotions, mood and personality [Gratch and 
Marsella, 2001] and their benefits in judging the VHs have 
been extensively addressed. Initially, the 6 basic emotions 
were to be shown on the face [Ekman, 1989], which has 
been followed by research on taking into account display 
rules, resulting in emotions to be hidden [Poggi et al., 2001], 
or overcast by fake expressions e.g. to hide lies [Rehm and 
Andre, 2005], studying principles to show mixed emotions 
on the face, to reflect emotions in gesturing [Noot and 
Ruttkay, 2004]. 
In addition to emotions, the importance of small talk in 
building a common ground and trusting the VH [Bickmore 
and Cassell, 2000], as well as back-channeling have been 
emphasized. Having long-term attitude towards a VH, like 
friendship, has been pointed out [Stronks et al., 2002]. 

4.1 Embodiment: beyond the perfect and generic 
VHs should go beyond the present state of generic, doll-like 
and usually perfect-looking (symmetrical, young and spot-
less face and body) design. To begin with, the embodiment 
should reflect age, ethnicity and social status most appropri-
ate for the given application and the user group. Besides, a 
VH should have individual features, which may make him 
easier to identify, remember and enjoy. 
The individuality may be in granularity of detail of photore-
alistic nature (e.g. applying subtle texture for the skin), or in 
exaggerated cartoonish features [Liang et al., 2002] or vari-
ety resulted from ‘noisy’ parameters [DiPaola, 1991]. The 
phenomena ‘uncanny valley’, formulated by Mori [Mori, 
1982] originally for robots stating that increasing realism, 
after a certain degree, dramatically decreases the perceived 

human quality of the robot, is widely assumed to apply for 
VHs too. 
 
The technology allows that the embodiment (and also, the 
communicational and mental characteristics) of a VH should 
be chosen according to the given user. The ‘mirroring phe-
nomena’, stating that people are positively prejudiced to 
others who resemble, by and large, themselves, could be 
turned to good use: by ‘looking’ at the user first, the best 
matching VH embodiment could be chosen, based on the 
assumption that such a VH will be the most trusted and ef-
fective [Bailenson, and Yee, 2005]. We believe that there is 
much use for this type of ‘adaptive appearance’ for at least 
the Virtual Dancer and the Virtual Trainer, certainly con-
cerning the gender and age parameters. For the VT, the 
body geometry in general or based on measurements could 
be a useful parameter to be adjusted. A recent study on pref-
erence of the virtual eHealth advisors points in the direction 
that a somewhat bulky figure is more appreciated than one 
with the ideal weight. 
 
Another source of variety is in subtle temporal differences 
of the appearance of a given VH. Changes in outfit (hair, 
clothing) and signs of physical state would make the VH 
more enjoyable and life-like. Moreover, such variations in 
appearance could be used to reinforce the presence in the 
geographical location and time of the user (see below). How 
about having the VT pop up on a hot day in appropriate 
summer dress, sun-burnt? And would not it be nice if the 
VT would start sweating too after some time, not only the 
user? These temporal changes should be consistent with 
each other and with the identity and history of the VT (see 
below). 

4.2 VH- with an own history and identity 
“Who are you?” do people ask (usually as one of the first 
questions) from their VH interlocutor. The answer is a 
name, may be extended with the services the VH can offer. 
In case of chat bots, a date of birth may be given, and the 
creator may be named as ‘father’, such as in the case of Cy-
belle [AgentLand, 2006]. Notably, the date of ‘creation’ 
makes sense in the fictional framework only. Moreover, any 
inquiry about further family members is not understood. 
The personal history is similarly shallow and inconsistent as 
of her hobbies: she has a favorite author, but cannot name 
any title by him. Deviations from this common solution can 
be found, when the VH is to stand for a real, dead person 
[Bernsen et al., 2004], and the very application is to intro-
duce the reincarnated real person and his history to the user. 
The other extreme is feasible when the VH is in a role like a 
museum guide [Kopp et al., 2003], where his refusal ‘to talk 
about any personal matters’ sounds to be a natural reaction. 
But in other applications, where it would be appropriate, we 
would never know about the family, schooling, living condi-
tions, acquaintances and other experiences of the VH, nei-
ther about his favorite food or hobbies.  One may argue that 
that is enough, or even preferred, to remain ‘to the point’ in 
well-defined task-oriented application like a weather re-



porter or trainer. However, even in such cases in real life 
some well-placed reference to the expert’s ‘own life and 
identity’ breaks the business-like monotonicy of the service, 
and can contribute to create common ground and build up 
trust. B. Hayes-Roth endowed her Extempo characters with 
some own history as part of their ‘anima’ [Hayes-Roth and 
Doyle, 1998]. From the recent past, we recall a Dutch 
weather forecast TV reporter who added, when a certain 
never heard-of Polish town was mentioned as the coldest 
place in Europe, that this town is special for him as his fa-
ther was born there. But he could have noted about some 
other aspects like special food or customs he experienced or 
knows of from that place. In case of a real fitness trainer’s 
video, it is remarkable how the task-related talk is inter-
woven with references to the presenter’s personal experi-
ence on where she learnt the exercises, what she found diffi-
cult, etc. A VH could use his personal background to gener-
ate just some ‘noise-like small talk’ in addition to the task-
related conversation, or to relate it to the stage of task com-
pletion or difficulty and the reactions from the user, in order 
to increase the user’s commitment. So for instance, a VT 
may include not task-related small talk at the beginning or 
during resting times, or add task-related background infor-
mation to keep the user motivated during a long and/or dif-
ficult exercise. 
In order to make a VH ‘personal’, it is not enough to endow 
him with a ‘personal history’. Some mechanisms should be 
provided to be able to decide when and what piece of per-
sonal information to tell. E.g. to derive if there is something 
in the personal knowledge of the VH which could be related 
to the factual, task-oriented information to be told. This may 
span from simple tasks as discovering dates, names and lo-
cations, to the really complex AI task of associative and 
analogical reasoning. 
Finally, the disclosure of the personal information and iden-
tity is a manifestation of personality: open, extrovert people 
(and VHs) may interweave more their story with personal 
references than introvert ones. 
An interesting question is that a VH’s ‘personal history’ 
may be also adapted to a situation, or a given user (group), 
not only its conversational style as suggested for robots 
[Dautenhahn, 2004] and VHs [Ruttkay et al. to appear]. 
However, consistency within different interaction sessions 
with the same user (group) should be taken care of. 

4.3 Conversational style 
There is much to be exploited as of the conversational style 
of VHs. To begin with, variety should be aimed at in lan-
guage usage. The variations should be modulated according 
to the identity of the VH and to the characteristics of the 
user. For instance, the communicative act ‘greeting’ should 
be realized differently by the VT, depending on the age of 
the user, weather addressing him the first time or already 
acquainted. Within these constraints still remains space for a 
couple of different utterances to choose from, including 
special, individual language usage. 
The conversational style should also reflect the role and 
personality of the VH. For instance, if a VT is to be in an 

assistant role rather than a tutor, more informal language 
usage is appropriate, than in case of a physiotherapist con-
sultant. 
Similar to their ‘perfect and spotless’ embodiment, today’s 
VHs talk a ‘perfect and spotless’ language. This is contrary 
to real-life conversation, where people abandon or correct 
sentences, use pauses and non-speech elements interwoven 
with words and sentences, as we have experienced, as we 
have also noticed in studies of conversation in meetings and 
in talk shows [Heylen and Op den Akker, 2006]. These ‘im-
perfections’ are not to be seen as weaknesses of real-life 
speech to be eliminated from the repertoire of VHs. Just the 
opposite, they do carry subtle information about the person 
(personality, level of knowledge and expertise in a filed), 
about the mental processes (e.g. thinking, recalling informa-
tion) and conversational state (e.g. filled pauses indicate the 
intention to keep the floor in the conversation), or have 
functions related to the content, such as a filled pause used 
in front of a for the user negative answer to decrease the 
disappointment, or a pause to highlight difficult or impor-
tant piece of information to come. 
 
‘Imperfect’ language usage is characteristic especially in the 
case of the VT, where we are currently experimenting with 
speech elongation and alignment strategies which are be-
yond the normal customs, but are convenient in explaining 
rhythmic motions. One problem we have bumped into that 
TTS engines do not provide access to such ‘beyond normal’ 
control of timing. 

4.4 Humor and laughter 
In [Ekman, 2001] the various functions of smiles are dis-
cussed. It is generally agreed that natural interaction be-
tween humans and virtual humans requires models from 
which these functions can emerge. For example, in a study 
on visual cues for feedback the smile turned out to be the 
strongest cue for affirmative feedback [Granström et al., 
2002].  Smiles are important in regulating interactions, but 
humor is also an important factor. In some environments we 
discussed (virtual dancer, virtual trainer and virtual conduc-
tor) it is quite natural to expect nonverbal humor in the in-
teraction between virtual human and his human partners. In 
particular when one of the partners in the interaction fails to 
do things ‘right’ he or she can recover by doing something 
funny and unexpected or, the other way around, his or her 
partner can give someone the opportunity to recover by a 
humorous nonverbal reaction. 
The role of verbal humor, with the aim to design virtual 
humans that are able to generate and understand verbal hu-
mor, in conversations, task-related interactions, meetings, 
and education, is discussed in [Nijholt, 2007]. Generating 
and understanding verbal humor and using humor in an ap-
propriate way during an interaction requires natural lan-
guage and common sense understanding by computers that 
is too far away from current research achievements in artifi-
cial intelligence. However, especially in situations as men-
tioned above, the combination of limited verbal intelligence, 
knowledge about the task or the goal of the interaction, and 



the possibility to use nonverbal means can be employed by a 
virtual human to generate humorous acts at appropriate 
moments during an interaction. Adding laughter during such 
interactions is another issue that needs to be addressed 
[Trouvain and Schröder, 2004]. 

4.5 Here and today - situatedness 
VHs hardly give the impression that they know about the 
time and situation they converse in with their user. Some 
VHs do reflect the time of the day by choosing an appropri-
ate greeting. But much more could be done: keeping track of 
the day, including holidays, and commenting accordingly, 
providing ‘geographical update’ capability when placing a 
VH-enabled service in a location, endowed may be some 
social and political information about the place. Imagine a 
VT who knows that it is today a public holiday in Italy 
where the given VT is ‘active’. Some special words to the 
user keeping up her exercise scheme on a holiday would be 
appropriate. But on a tropical summer day, the heat may 
lead the VT to revise its strategy, remind the user the neces-
sity of drinking, or even shorten the exercises, or suggest 
doing it in the morning. 
 
The identity of the user may be a source of further situated-
ness. As a minimum, a VH should ‘remember’ earlier en-
counters with the user. Asking the name or telling the same 
piece of small talk to the same person each time is disap-
pointing. But how nice it sounds if a VT refers to yester-
day’s performance, knows of the user’s religion does not 
allowing her to do exercises on Saturday, greets her spe-
cially on her birthday. 
Finally, in order to perceive a VH as ‘present’, the VH must 
have means to gather information about the user and react to 
it. To begin with, the mere presence of the user and her 
identity should be detected, and her task-related perform-
ance should be monitored. But think of a real trainer or tu-
tor, who would very likely comment on changes like not 
wearing glasses, change in hair style, being sunburn or 
showing signs of a cold. A Virtual Trainer could do similar 
comments.  

5 Discussion 
We have argued that there are dimensions to be still ex-
ploited to turn VHs more life-like, entertaining and in cases 
effective. We discussed the potentials of: 
• making VHs look more individual and imperfect, may 

be configured to a given user’s preferences; 
• endowing VHs with identity and personal history; 
• grounding VHs to the geographical and sociological 

place and time of the application being used; 
• taking care of styled and natural conversation with phe-

nomena of ‘imperfections’ reminiscent in real life. 
 
The above features do not require, first of all, further perfec-
tion of single or multi-modal communication, but they do 
pose challenges on modeling mental capabilities like asso-
ciative storytelling or require further socio-psychological 
studies of the nature and effect of social conversation in 

task-related situations. What is needed, for several of the 
above enrichments, is multi-signal perception, first of all, 
vision, of the conversant of a VH. 
This, however, leads to a more general issue: the relation-
ship of VHs to real ones. In our discussion we recalled ex-
amples from real human practice, which would be beneficial 
to endow the communicative capabilities of VHs. Due to the 
novelty of the field and the many parameters influencing the 
judgment of a VH, we cannot make conclusions as of the 
following questions: 
• Which (as many as possible, ideally all?) phenomena of 

real human behaviors should be reproduced by VHs?  
• How to exploit the ‘beyond human’ possibilities of VHs, 

both in perception and mental capabilities? 
 
For both issues, dedicated evaluation studies are needed to 
put together a huge jigsaw image. It is clear already that the 
objective to engage the user in an activity and to perform a 
task well and efficiently may require different VH design, 
along several dimensions. Also, the application context 
(real-fictional) puts the user in different frame of mind to 
judge the VH, On the other hand, even less is known of the 
judgments of non-human capabilities of VHs. For example, 
it has turned out that a VH could ‘read from the eye’ of the 
user better than most of the people are capable of. What to 
do with such a super-human power of a VH? Or, another 
example is the reasoning speed and capability of a VH: do 
people take it as natural (from a VH) that he can recall mul-
tiple telephone books? Or should he ‘fake’ the human limi-
tation of recalling data in a register? 
How to get away with shallow, or not deep/complete 
enough, models? 
Finally, we mention arts as an exploited source of design 
principles for VHs. Arts, especially (portrait) painting, ani-
mation and theater can provide elicit knowledge about hu-
man communication, facial and gesture expressions, reflec-
tion of personality and emotions in nonverbal signals and 
speech. Further on, some principles of realizing certain ef-
fects, may be by non-realistic features, can be beneficial for 
enhanced expressivity. The cartoonish exaggerated effects 
in gesturing can underline e.g. personality characteristics 
present in real-life speech. One step further, one envisions 
the next-generation, ideal VHs as seamlessly integrating 
elements of practices from human conversational behavior, 
the enhanced interaction and reasoning capabilities of com-
puter technology and the expressivity and aesthetics of arts. 
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