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Abstract—Connection-oriented guaranteed-throughput mesh-
based networks on chip have been proposed as a replacement
for buses in real-time embedded multiprocessor systems such
as software defined radios. Even with attractive features like
throughput and latency guarantees they are not always used
because their hardware cost tends to be higher than buses.

In this paper we present a communication ring that provides
throughput and latency guarantees. This ring is an attractive
communication network as replacement for buses for small to
medium scale embedded multiprocessor systems for real-time
stream processing because of its relatively low hardware cost.

We show that the data serialization of our ring makes it
contention free and enables sharing of buffers which reduces the
hardware cost. A further cost reduction is achieved by imple-
menting end-to-end flow-control in software and by supporting
only writes over the network. Data-flow analysis techniques
are used to prove that throughput and latency guarantees
can be given despite that the proposed communication ring is
connectionless.

We evaluated the performance and hardware cost of our
communication ring using a 16 core multiprocessor system and
a real-time PAL video decoder application. This design was
implemented on a Virtex 6 FPGA and the ring was found to
use roughly 2% of the logic cells used for the complete MPSoC
design. Such a low hardware cost can justify the use of the ring in
systems with low bandwidth utilization, as is the case for our PAL
video decoder application which uses only 3% of the available
bandwidth.

I. INTRODUCTION

An Multiple Processor System on Chip (MPSoC) for real-
time processing is usually used for Software Defined Radio
(SDR) applications. The network used with these designs
should be able to provide guarantees at the application level.

In this paper we distinguish between connection oriented
networks and connectionless networks. We define connection
oriented as having separate connections between masters and
slaves where properties can be specified for each individual
connection [1]. In a connectionless network, communications
are not separate and as such can influence each other which
makes it hard to provide real-time guarantees [2]. Connection
oriented networks tend to have dedicated buffers per con-
nection at the edges of the network while in connectionless
networks buffers at the edge of the network can be shared.

We distinguish two switching policies that are used
in Networks on Chip (NoCs): circuit switched or packet
switched [3]. The first policy is commonly associated with
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for example buses and cross bars. Routers in the interconnect
are set up to provide a dedicated channel for communication
between end points [4], [5]. While suitable for use in a real-
time system, without detailed knowledge of communication
within applications at design time, contention can cause the
set up of a communication channel to fail.

The second and more actively studied [3] switching policy
is packet switching. In these networks packets move from
router to router based on routing information embedded into
the data packet. While this type of network might share links
for packets to different recipients, this sharing can also result
in contention. As with circuit switched networks, without
detailed knowledge of communication within applications at
design time, it is impossible to know how many buffers will
be required. Since buffering requires expensive memories,
the amount of hardware for these buffers can become a
considerable part of the total cost.

In this paper we present a low-cost ring interconnect as
a replacement for buses for small to medium scale real-time
multiprocessor systems. Despite that the ring is connectionless
we show with a Synchronous Data Flow (SDF) model that
useful throughput guarantees can be given at the application
level. Guarantees can be given by reserving slots for each
master. Reserved but empty slots can be claimed by other
masters which makes the network work conserving. Under
the assumption that slaves always accept data we show that
only one FIFO buffer in the Network Interface (NI) is needed
because this buffer can be shared between streams. Because
buffers can be shared, the ring supports all-to-all communi-
cation. Furthermore, there is no need for FIFO buffers in the
routers because no contention or head-off-line blocking can
occur inside the ring network.

The organization of this paper is as follows. We discuss
various networks and their topologies and relate them to
our ring network in section II. In section III we present an
architecture for stream processing where our ring interconnect
provides all-to-all communication. We evaluate the resulting
system by means of an application and evaluate the hardware
in section IV. We will present the conclusions of our paper in
section V.

II. RELATED WORK

Multi-layer buses or buses in general are commonly used
in industry. Buses are a form of circuit switched intercon-
nects [6], [7]. Compared to buses, our ring interconnect uses



a small two port multiplexer per connection instead of an M-
port multiplexer per slave to select between M masters. To
support all-to-all communication, each multiplexer in a bus
needs as many input ports as there are slaves, resulting in
high resource usage and high wire count.

When a lot of bandwidth between masters and slaves is
required and buses are no longer viable, a possible solution
is to resort to using cross bars which are often fully con-
nected, circuit switch matrices [8]. This topology is usually
constructed from a large number of multiplexers and therefore
can also become quite expensive in terms of number of wires,
power and area. This will result in a much higher resource
usage compared to our ring network.

SoCBUS [4] is a solution which tries to combine the
low and fixed latency of a bus with the flexibility of a
mesh network. Along with relatively high hardware usage,
SoCBUS locks a dedicated route through its mesh topology
for each connection making it circuit switched. This means
that connections can fail to complete when all channels on a
critical router are in use and as such there is always contention
for capacity. Our ring provides automatic serialization due to
its topology and as a result there is no contention within the
network.

Another mesh based network with virtual channels is pre-
sented by Wolkotte et al. [5]. This network can be used both in
packet switched and circuit switched mode. While the circuit
switched version lowers hardware requirements because less
buffering in routers is required, all packet decoding and flit
routing still requires a significant amount of logic and buffers.
In contrast, our ring network uses packets consisting of a single
word and destination address which makes routing trivial and
requires no address decoding.

Athereal [9] is a packet switched network which also
employs a mesh topology where all buffering for Guaranteed
Throughput (GT) traffic is done in the NIs. When used for
Best Effort (BE) traffic, buffering is needed in all routers. The
network uses a pre-calculated Time Division Multiplex (TDM)
schedule to provide GT where both bandwidth and/or latency
can be guaranteed. The amount of buffering required for each
connection in the NIs results in more hardware compared to
our ring.

Smaller and faster than Athereal is its successor called
dAElite [10]. In this version the support for BE traffic is
removed which results in less buffers in the routers. The NIs
still contain a buffer per connection. We will show that despite
being connectionless, our packet switched ring network can
also support GT traffic. Unlike dAElite, our arbitration policy
for the ring interconnect not only provides guarantees but
makes it work conserving as well. This means that we can use
the interconnect whenever it has capacity available instead of
just using a fixed transmission schedule.

The use of a ring network as interconnect in a multi-core
system is not new; it has been used in the Cell processor from
IBM [11] and more recently by Intel in the Nehalem processor
architecture [12]. The difference between our ring and existing
implementations are the guarantees that our ring interconnect
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Fig. 1. Overview of our MPSoC architecture

provides while keeping hardware costs low.

However, while a small ring results in low latency commu-
nication, increasing the ring size also increases the maximum
latency. Increasing the latency usually is less of an issue
in stream processing applications as the use of pipelining
can hide most if not all latency. In case of a large design,
the number of nodes might become too large for a single
ring network. A potentially interesting solution is to use a
hierarchical topology to promote locality while being able to
service a large number of peripherals [13].

In the next section we will present our ring in more detail.

III. PROPOSED ARCHITECTURE

In this section we will present the architecture of our
connectionless communication ring. It has a low hardware
cost while still being able to provide the guarantees needed
for real-time stream processing. In Figure 1 an overview of
our architecture is depicted where multiple tiles are connected
by the ring interconnect.

A. Ring Interconnect

For multiprocessor systems that are designed without pre-
cise knowledge of the applications which will run on these
systems, it is often desirable that all masters can communicate
with all slaves. However, the support of all-to-all communi-
cation can result in an expensive communication network if
buffers at the edges cannot be shared between different data
streams. In contrast, input and output buffers can be shared in
our NIs, reducing the required amount of buffering and thereby
the costs.

In order to reduce network complexity, we do not have
support for back-pressure: whenever a packet enters the ring,
it will travel one hop per cycle until it reaches its destination.
As such we require that the receiving slave has to accept
the packet in the same cycle it is delivered. This guaranteed
acceptance also means we can determine the number of hops
a packet will travel and therefore how much time is required
to reach its destination. The concept of this guaranteed write
acceptance is similar to what is required for many multi-layer
buses.

Our ring interconnect is write-only: there is no support
for remote reads. If remote data is required from a specific
peripheral, this peripheral must act like a master and respond
to a request by sending data.
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Fig. 2. Ring slot arbitration example for a word write

The ring is unidirectional which has various advantages over
other alternatives. Routing decisions are trivial as packets on
the ring cannot be stalled or deflected [13]. When a new packet
arrives and the ring is available, a packet is injected into the
ring. This is further explained in subsection III-B.

Unserialized multiple master to one slave communication
usually requires memory port arbitration. As the topology
of our ring interconnect provides automatic serialization, no
memory port arbitration is required if a dedicated memory port
is used such that data can be written at the same speed as the
network can produce data.

B. Ring Slotting

To prevent deadlock and starvation we implement a band-
width reservation algorithm. We call our algorithm “ring
slotting”: we consider the information contents of each NI
a “slot”. Each clock cycle, the content of all NIs is passed to
their neighbors. This way, slots are cycled around the ring. By
numbering these slots, we can uniquely identify each one.

By numbering the NIs themselves as well, we introduce the
concept of “owned” slots: a slot which has an identifier which
matches the NI it currently resides in, is owned by the NI. We
now present the first rule of our arbitration:

Rule 1: If a slot identifier matches the identifier of the NI it
currently resides in, it is “owned” by that NI. NIs can always
use their own slot to inject data onto the ring.

Figure 2 shows an example of our slot based arbitration. In
this example a write is stalled one cycle until its “own” slot
comes up. The data is in transit the next cycle and delivered
in the third cycle.

It is clear from Rule 1 that waiting time, i.e. the time
between emitting the data to the input of the NI and the actual
injection into the ring, is limited to N — 1 where NN is the
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number of peripherals on the ring. Similarly, as each N cycles
one slot is available to the peripheral, the available bandwidth
is exactly .

C. System Architecture

We will now introduce our system architecture which con-
sists of multiple interconnected tiles.

Figure 3 shows an overview of a processing tile. We have
multiple processing tiles connected to the ring. Each contains a
RISC MicroBlaze CPU, timer for interrupts and local memory
for instructions and data. The local data memory is dual ported
and is connected to the output port of the NI in order to deliver
data directly to it. All the memories are capable of single
cycle reads or writes and as such adhere to the guaranteed
acceptance required for the ring network. We expand the
address to not only address data to a specific ring peripheral
but also use some bits to denote a specific remote memory
location at said peripheral.

See Figure 4 for a schematic overview of a single NI. Our
ring network does not have distinct routers; by chaining a
number of NIs together the ring topology is formed. The
“Arbitration Control” block contains only combinatorial logic.

At the local input port of the network interface there is a
small FIFO. This FIFO contains tuples consisting of a network
address and a data word. The depth of the FIFO is configurable
at design time. To prevent confusion with the distributed FIFO
from subsection III-D we will refer to this hardware FIFO
simply as “buffer” for the remainder of this paper. Whenever
it is full, any further writes to the network will stall the CPU.

prev_slotid next_slotid
prev_addr —> next_addr
prev_valid Arbitration > next_valid
Control -
prev_data L—> next_data
in_data in_accept
I
in_valid FIFO —> out_data
|
in_addr out_valid
——> out_addr
Fig. 4. Schematic overview of a single NI



Increasing the buffer depth will allow for larger write bursts
without incurring stall cycles. However increasing the buffer
depth will also increase the worst case waiting time as with
a full buffer a single data word is dispatched every N cycles.
Therefore, with a buffer of depth § in the worst case a new
word has to wait IV - § cycles before it is dispatched.

The ring interconnect allows core to core communication
and synchronization. We run applications from the local mem-
ories at each processing tile and stream data over the ring
interconnect.

D. Distributed FIFO

Despite only supporting remote writes our ring network
can be used for a distributed FIFO implementation, based on
C-HEAP [14]. This FIFO provides support for back-pressure
at the application level using the ring interconnect. These
FIFOs are used for the communication between parallel tasks
in stream processing applications that are described by task
graphs.

The FIFO uses data containers which are an arbitrary
number of words in size and works by means of distributing
read and write pointers. These pointers are used in a round-
robin on the containers of the FIFO instance. At the FIFO
input the local write pointer is compared with the read pointer
to determine whether there is space to write data. When the
pointers are the same, a special bit on both pointers, called a
wrap flag [14], is used to distinguish between an empty and
a full FIFO. This wrap flag is toggled every time a pointer
rolls over: when the pointers and their wrap flags are identical
the FIFO is empty, otherwise its full. The C-HEAP algorithm
does not require locks, mutexes or atomic read-modify-write
support.

The read pointer at the FIFO wrifer is a copy of the read
pointer from the output of the FIFO: it is only updated by the
“remote” peripheral. See Figure 5b for an example for writing
a container into a FIFO between two cores. Whenever data is
written, it is sent to the allocated FIFO memory at the remote
peripheral (1). After the data is written, the write pointer is
updated (2) and the update is written to the remote peripheral
as well (3). Note that posted writes to a remote memory are
always guaranteed to be received in the same order; as such
the pointers are always modified after the data is written. Our
hardware supports streaming memory consistency [15] which
guarantees that reads and writes from a specific processor
arrive in the same order that they were issued.

At the reader of the FIFO the copy of the write pointer is
compared to the read pointer to determine if data is available.
If this is the case (the read and write pointer differ), the data
is already stored in the local data memory of the peripheral.
As such, reads from the FIFO are always from local memory
which also means every read is performed in a single cycle.

See Figure 5c for an example for reading a container from a
FIFO. After a data container is consumed from the FIFO (1),
the read pointer is updated to reflect this (2). The read pointer
is then written to the memory of the remote peripheral (3) to
update the state of the FIFO.

Writer . Reader
! Write (copy): 0
Write: 0
Read: 0
Read (copy): 0 Data: - ---

(a) Empty FIFO

. _lSe_ader

L Wirtt€ (copy): > 1
Read: 0

Data: 0x123®

EatRr

Writer
Write:
Read (copy): 0

==

(b) Write data to remote memory, update local write
pointer and update remote write pointer

Reader
Write (copy): 1
_—"—Read:."l@
Data: —,-,-,-
)

(c) Read from local memory, update local read pointer
and update remote read pointer

Fig. 5.

Writer
Write: 1
Read (copy):

1< -1

Examples for a distributed FIFO with capacity 3

E. Throughput Analysis Model

As explained we can use the write-only scheme from the
interconnect for a software FIFO channel where the read and
write pointers are placed in the memories of both the producer
and consumer. This is similar to a credit based handshake
system which can be modeled as an SDF graph [16].

An SDF model is a directed graph Gs(FE, V) consisting of
actors v € V and directed edges e € E. Each edge describes
a directed connection between two actors: e = (v;,v;). The
edges represent an unbounded FIFO queue to store tokens.

Actors have a firing rule: when at least a specific number of
tokens, called quanta, at the input queue or queues of an actor
are available, the actor fires. This means that the required input
tokens are consumed instantly and after the execution time
of that actor has elapsed a specified number of tokens are
instantly produced. When enough input tokens are available,
an actor can fire multiple times simultaneously. To prevent
parallel execution where this is not desired, we can use self
edges with one token to prevent overlapping firings of actors.

We model our software FIFO with capacity o as an SDF
graph as is depicted in Figure 6. This graph is an abstract
model describing both hard- and software where an actor does
not need to describe a single hardware or software component.
In this model we have a producing actor P and consuming
actor C with their corresponding execution times: p, and p,,.
The sharing of a small hardware input buffer, as depicted in
Figure 4, with capacity § by multiple tasks can be modeled
by incorporating the waiting time into the execution time. We
use the same J for all NIs in the rest of this paper. Each
write can cause a wait time 3 of at most 5 = § - N cycles if
the hardware input buffer is full. Our operating system uses
a TDM scheduler with time slice length £ and as such, a
single execution of a task will be preempted [%] times. In
the worst case the input buffer is full each time our task starts
or resumes. Therefore, the total maximum wait time ¢ during



the write of a complete container is:

P p
p=p-[=1=06-N-[% (1)
[ 51 [ 51
We now incorporate this wait time into the original execution

time: p+ p = p.

As o directly influences the execution time of the producer
and consumer in this model, it should be kept small. This can
be done by increasing the length of time slice & or decreasing
capacity 6. Reducing buffer capacity d lowers ¢ but potentially
increases the occurrence of processor stall cycles.

Latency from the network is based on the number of hops
w that a word travels from the master to the slave with a
maximum of NV — 1. The total transit time of a single write is
the sum of the waiting time /5 and the number of hops w:

L=B+w=0N+uw )

The communication between actors P and C' is rate limited
to % which is modeled by actor Rp. The number of hops
needed to get from P to C is defined as K. We use two
separate actors to model latency and rate between P and C'
where we need to subtract the execution time of the rate limiter
from the execution time of the latency actor. The latency actor

Lp from P to C has execution time:
Lp=(0N+4+w)—N=6N+K—-N 3)

After S tokens have been received and consumed by the
consumer, a credit token can be sent back to the producer.
The communication between C' and P is again rate limited
to % which is modeled by actor Rc. As the number of hops
between P and C' was K hops, the credit token will travel
N — K hops from C to P as the total number of hops from
P to C and back will always be N. Together with waiting
time 8 we can model the total credit token latency as:

Lo=B+(N-K)-N=6N-K )

We will now give the definition of the Cycle Mean (CM) of
an Homogeneous Synchronous Data Flow (HSDF) graph [17].
Let Gy denote an HSDF graph and let C denote a cycle
in Gp. The weight w(C) of C is defined as the sum of all
execution times of the actors on cycle C. The number of tokens
on cycle C is called 7. The mean between the execution times
of the actors on the cycle and the number of tokens on the
edges of it is the CM:

AC) = 5)

The CM of C gives a weighed average rate between the
execution times of all actors in that cycle and the number
of tokens on that cycle. This average also describes the
throughput of that individual cycle. The Maximum Cycle
Mean (MCM) of Gy is defined as:

A= nax {AMC)} (6)

The throughput of an HSDF graph is the inverse of its
MCM. In order to calculate the MCM for the SDF graph

Fig. 6. SDF graph for a task with core-to-core communication

from Figure 6 we transform it into an HSDF graph [18], [19],
[20]. In the transformation to an HSDF graph, the actors and
edges between P and C' are duplicated to S parallel paths
with quanta 1. The self-cycle on vr,, becomes a single cycle
c1 across all copies of vg, with a single token on it:

1 = ((/URDI?IURD2)3"'7(vRD57vRD1 )) (7)
The CM of all cycles from the transformed SDF graph from
Figure 6 can now be determined. We define the cycle ¢y as
the sending of a complete container from actor P to C' and
the credit from C' to P. This simple cycle is denoted by:
c2 = ((vp,vLp, ), (VLp, s VRp, ) s (VR VP))  (B)
We denote the CM of cycle ¢; as CM(c;):

CM(cy) = STN _ SN ©)

Similarly we derive the CM of cycle ca:

CM(CQ):
pp +ON+K — N+ SN+ jp, +6N - K + N

(6]
_ ppt+po+26N + SN

a (10)

_ pp ot p.t+p+20N+ SN
«

Pp+po +20N[2] + 26N + SN

(&%

We can now consider the throughput of the entire HSDF
graph by deriving the MCM as is shown in Equation 11.

A* :\11?7%%: (CM<Cl)aCM(02)7ﬁpaﬁcaN) (11)

From Equation 11 we can see that as long as CM(cq) is
the largest component in \*, increasing the FIFO capacity «
directly lowers CM(c2) and thus the MCM. We can also see
that when « is sufficiently large, it is no longer the largest
component in A* and as such no longer influences the MCM.
At this point we can say that the network latency no longer
influences application throughput as the execution time of
actors P or C or the rate limiters Rp and Rc will limit
throughput.

Note that increasing the capacity a of the FIFO placed at
C increases the initial number of tokens on the edge between
actor R~ and P but it does not influence the execution time of



any of the actors. This means that the latency resulting from
the ring interconnect and the FIFO algorithm does not change
by altering the FIFO instance capacity.

For most stream processing applications latency require-
ments are usually less tight than throughput and as such
using buffers with sufficient capacity can often be used to
compensate for latency.

FE. Work Conserving

The use of unique slots on the ring interconnect provides
strict latency and bandwidth guarantees required for real-time
applications. However just like most GT networks it is not
work conserving as unused slots remain empty which we will
now change with a small modification to our arbitration policy.

Since we know when a slot reaches the rightful owner,
who may or may not use the slot, we can use an empty
slot to address peripherals up to and including the owner
of the slot. This would allow the use of otherwise wasted
bandwidth without interfering with the GT packets and thus
without interfering with all guarantees. We now define the
second rule in our arbitration policy:

Rule 2: If a NI is ready to send data, the current slot is empty
and the owner of the slot is not reached before the destination
NI is reached, data can be injected into that slot.

This small addition adds a little bit of hardware to the in-
jection logic but makes the ring interconnect work conserving.
By making more slots available we increase the upper bounds
of the bandwidth based on the distance a packet has to travel
on the ring.

We define the GT bandwidth as v = % We use Mhpops
to denote the number of hops a packet has to travel between
peripherals. As we are not allowed to use any of the slots be-
longing to NIs between the source and destination peripheral,
we can potentially use N — Mj,,p, slots out of N slots. We
can now derive the upper bound on the available bandwidth,
called # for traffic between two NIs:

4 _ N — Mhops

N = Mpops +1
T TN - N
We can see from Equation 12 that when the distance data

has to travel on the ring increases, the upper bandwidth bound
decreases proportionally.

12)

G. External Memory

As long as the stream processing can exploit data locality
the use of local memories suffices while containers are rela-
tively small. When this is not the case, larger memory buffers
might be required. An example of this is a video deinterlacer
which requires the buffering of at least half a frame. For 32-bit
color at VGA resolution this already requires more than 600
kB.

To this end, we share the external memory between all cores
using a latency bounded tree shaped interconnect [21]. By
adding instruction and data caches to the CPUs, we can lower
the contention for the external memory. We have used this

Complete Design Ring Ratio

# CPUs | SLRegs: LUTs SL.Regs:  LUTs | SLRegs: LUTs
2 5746 7905 115 119 2.0% 1.5%

4 11492 15810 237 241 2.1% 1.5%

8 22984 31620 481 452 2.1% 1.4%

16 45968 63240 977 1006 2.1% 1.6%

32 91936 126480 1985 1975 2.2% 1.6%

TABLE I

LOGIC USAGE ON A VIRTEX-6 FPGA SHOWING A LINEAR SCALE IN
RESOURCE USAGE FOR OUR RING INTERCONNECT.

memory for the video deinterlacer task and the DVI controller
frame buffer, as explained in section IV.

In theory this memory can be used to store data for our
FIFO channels. However, experiments with our test application
showed that this communication method can reduce through-
put by a factor 2, as discussed in more detail in section IV.

In the next section we will describe how we mapped a
streaming video decoder application onto a 16 core system
with our ring interconnect in order to evaluate our design.

IV. EVALUATION

In this section we will describe the used hardware instance
for evaluation and mapping of a video decoding application.

We will evaluate the hardware usage for the ring intercon-
nect compared to the rest of the system and the suitability of
the interconnect for the implemented video decoding applica-
tion. We will also look into the utilization of the bandwidth
provided by the ring. We end this section by comparing the
ASIC synthesis results with another interconnect.

A. Hardware Costs

We implemented our ring interconnect for an MPSoC with
16 CPU cores on a Xilinx ML-605 prototyping board.

See Table I for more details on hardware usage. These
results indicate that the hardware usage of our ring scales
linearly with the number of CPUs. The minor increase in
hardware usage is due to the increasing width of the address
bus for addresses on the ring itself when the number of NIs
increase. We can see that the ring interconnect accounts for
only ~2% of the total hardware costs which is small compared
to other components in the design.

B. Case Study: PAL Video Decoder

In order to evaluate the performance of the proposed ar-
chitecture we implemented a Phase Alternating Line (PAL)
decoder in software on a 16 core design. The PAL standard
describes a field interlaced, 25 frames per second color video
signal, usually in combination with FM modulated audio [22].
The signal consists of a Amplitude Modulation (AM) lumi-
nance signal (Y) and a quadrature modulated color difference
signal (R-Y and B-Y) at 4.43 MHz from the luminance carrier.
During decoding, the color signal has to be removed from the
original signal before the luminance can be extracted.

In our demonstrator we only process the luminance and
ignore the color signal. The luminance signal contains 625
lines per frame, two fields per frame and 25 frames per second.



As such, the vertical resolution is fixed to the number of
lines whereas the horizontal resolution is directly related to
the sample rate. By sampling the signal at a lower speed and
using the appropriate filters, we eliminated interference from
the color signals. The horizontal resolution is not high enough
at this sample rate to produce the native 4:3 aspect ratio from
the PAL standard and as such has to be upscaled to obtain the
correct aspect ratio.

Every line is separated by a sync pulse which uses a lower
signal value than the rest of the inverted luminance signal,
as shown in Figure 7. It is customary to normalize the input
format so that the luminance ranges from 0.0 to 1.0 where
0.3 and lower are used for line syncs. Each frame consists of
two interleaved fields. All fields are separated by a number of
special synchronization pulses.

Our parallel decoding algorithm is depicted as an SDF graph
in Figure 8. The actors in this SDF graph correspond with tasks
where each task is using a dedicated CPU. After acquiring
I/Q samples at baseband, the AM signal is reconstructed
from the magnitude of the I/Q pairs. The resulting intensity
of the luminance signal is recorded and used in the field
synchronization detection. At the beginning of a field, the field
type is detected: one field type is used for even lines, the other
for odd lines. At this point, the signal is normalized to obtain
a range suitable for displaying. The field alignment is used to
calculate the start of each line and the deinterlacer generates
complete 2D frames. When a frame is complete, a 1D scaler
is used to scale the horizontal resolution to obtain the 4:3
display ratio. A resulting test picture is shown in Figure 9
which corresponds with the input signal from Figure 7.

Where the detection of field synchronization is required, a
state machine is used to detect the edges in the luminance
signal in combination with the signal levels. A similar state
machine is used to detect the field type right after a field
sync was found. These two tasks contain state machines and
as such execute sequentially and cannot be duplicated to
benefit from parallelism. Other, arithmetic intensive tasks like
AM demodulation, Automatic Gain Control and Upscaling
can work on small chunks of data individually and as such
are duplicated to improve throughput. The bottleneck of the
application are the sync and type detect tasks which each use
a dedicated CPU.

This algorithm uses 16 cores at 100 MHz and processes
PAL video real-time at 3 MS/s or 12 MB/s which corresponds
to a horizontal resolution of 192 pixels'.

'Commercial grade PAL decoders require a sample rate of at least 12 MS/s
which would result in a horizontal resolution of 768 pixels
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Fig. 7. Complete PAL line with low valued synchronization pulses

(4]
AM Level
64 64\Demod/64 64\ Detect /64 64

[4] [3] 64
Field
64 64 64 64 Type

Fig. 8. Data flow graph for PAL decoding application. Duplicated tasks for
data level parallelism are denoted by the numbers in brackets.
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As we use four byte wide data words and a NI transfers
a complete word per clock tick, the total bandwidth between
two NIs is 4-100 = 400 MB/s. The structure from Figure 8 is
a processing pipeline and by using this structure as a mapping
to our platform, we can derive that each connection between
two NIs on the ring will transfer 12 MB/s. This is a mere
3% of the total available bandwidth; commercial grade PAL
would require 12% load per connection.

When we consider the longest distance data streams have to
travel through the ring network, we see that data travels four
hops down the ring. By using Equation 12 we find the best
case bandwidth of 13 = 81.25% of 400 MB/s. Our minimum
guaranteed bandwidth is 1z = 6.25%, which is sufficient for
our application. We conclude that the ring capacity could be
halved for this particular application but this is of little value
as the ring occupies only 2% of the complete design.

Our ring communication is handled by a library to abstract
various system aspects. This library can also be used to
perform FIFO communication using the external SDRAM
memory. However, if all synchronization and data are placed
in external memory, we would have 16 cores contending for
access. Results showed that the PAL decoder performs more
than a factor two slower when the ring network is not used.

C. Synthesis Results and Power Estimates for ASICs

As stated before, the structure of the ring results in low
hardware costs. While we demonstrated this by presenting the
hardware resource usage for a Virtex-6 FPGA, we also synthe-
sized our ring interconnect to a standard cell implementation

Fig. 9.

Complete deinterlaced PAL video frame



Voltage Area  Speed 3% Load 100% Load
\% um?  GHz mW mW
1.0 GP* 1100 2.0 1.24 (5%) 1.60 (6%)
12LP* 1107 1.0 0.79 (0.09%)  1.00 (0.07%)
TABLE II

POST-SYNTHESIS RESULTS OF 65 NM ST IMPLEMENTATION IN ASIC
LOGIC, LEAKAGE IS SPECIFIED AFTER POWER.

used to describe ASIC logic. We used the Synopsys synthesis
tooling using the low power and low leakage 65 nm library
from STmicroelectronics.

Synthesis results indicate that for every NI 1100 um? of
silicon is required, see Table II. While wiring and the small
input buffer are not included, we can compare this rough
estimate to specified area of routers of other interconnects.
Compared to the latest version of Athereal light, our NI? is
20 times smaller than their smallest GS router (0.07 mm?) [9].

V. CONCLUSION

In this paper we presented a low cost communication ring
for real-time multi-core stream processing architectures as
used in the SDR domain. Our ring interconnect realizes low
hardware cost by sharing buffers within a NI. This is possible
because the ring provides automatic serialization and requires
guaranteed acceptance at the slaves. Despite being connec-
tionless, our ring provides bandwidth and latency guarantees
by reserving slots for each master. The work conserving
scheduling policy of the ring interconnect allows tasks to
use the slack of other tasks which can improve the average
throughput at the application level.

We demonstrated that the write-only property of the ring
interconnect is sufficient to implement a FIFO with split
administration. We use the guaranteed ordering of writes for
our FIFO implementation to provide application level back-
pressure.

We derived an SDF model for the communication channel
between a master and slave which can be used to determine
the required capacity in order to reduce the effects of network
latency on application throughput.

We implemented our design of the ring interconnect in an
MPSoC on an FPGA and in ASIC logic. On the FPGA we
found that our interconnect scales linearly and occupies 2%
of the resources used in the design.

We evaluated our design by means of a PAL video decoder
application, using 16 cores in parallel. The low hardware
cost of the ring can justify the use in systems with low
bandwidth utilization, as is the case for our PAL video decoder
application which uses only 3% of the available bandwidth.
The presented results indicate that the described communica-
tion ring interconnect is an attractive candidate for medium
scale multiprocessor systems for real-time stream processing
applications.

2Including all logic and registers, without the optional small input buffer
3General Purpose Logic, Low Voltage: 1.00V, 25°C
4Low Power Logic, Nominal Voltage: 1.20V, 25°C
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