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Abstract—Supervisory Control and Data Acquisition (SCADA)
networks are commonly deployed to aid the operation of crit-
ical infrastructures, such as water distribution facilities. These
networks provide automated processes that ensure the correct
functioning of these infrastructures, in a operation much similar
to those of management operations found in traditional Internet
Protocol (IP), in particular the Simple Network Management
Protocol (SNMP). In this paper we provide a first look into
characteristics of SCADA traffic, with the goal of building an
empirical foundation for future research, and investigate to what
extent the SCADA traffic patterns are similar to SNMP.

I. INTRODUCTION

Critical infrastructures, such as power grids and water
distribution facilities, comprise a high number of devices
over a large geographical area. Supervisory Control and Data
Acquisition (SCADA) networks are implemented to coordi-
nate and manage the actions of these devices. Workstations
provide human operators with real-time information about the
field process and with some control capabilities. Automated
processes ensure that the infrastructure operates correctly
and safely, by continuously polling field information and,
eventually, sending control commands. Alerts are generated
in case of severe problems, so human operators can intervene.

In fact, such operation is very similar to management
operations found in traditional Internet Protocol (IP) networks,
such as the ones provided by the Simple Network Management
Protocol (SNMP) [1]]. Probably the most widespread network
management protocol, SNMP is used by automated applica-
tions to provide network managers with real-time information
about the network. These applications ensure that the network
infrastructure operates correctly, by continuously polling in-
formation from the devices. Alerts are also sent in case of
problems, so that network managers can intervene.

Based on these similarities, we propose the following re-
search question: Is SCADA traffic similar to SNMP? In [2], we
show that some existing models created to describe traditional
Information Technology (IT) traffic (e.g., self-similarity) do
not apply to SCADA. The answer to this question would
indicate if it is possible to apply part of the knowledge
acquired in many years of SNMP research, in areas such as
security and performance, to SCADA research. To address this
problem we provide a first look into real-world SCADA traffic
and draw a comparison with SNMP. We perform a series of
tests with the objective to characterize traffic at the IP level.
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II. RELATED WORK

Research in SCADA seems to be mostly dedicated to secu-
rity issues. In [3]], the authors identify general threats regarding
SCADA environments and provide a list of research challenges
in the area. The lack of Intrusion Detection Systems (IDS) for
SCADA is one of the challenges addressed [4], [5]. In [4], an
IDS is proposed that is mainly based on the Modbus protocol
specification, but also assumes regularity and stability in regard
of topology, communication and configuration. A different
approach is used in [5], where the communication patterns
are the basis of the proposed IDS. The problem of these
approaches is that they assume certain patterns without having
empirical results to support them. We argue that measurements
should be an essential part of IDS SCADA research, as they
allow the validation of the traffic models used.

SNMP have for long been the subject of numerous books
(e.g., [6]), papers (e.g., [7]) and software development (e.g.,
[8]). However, it has been observed in a recent survey by
Andrey et al. [7]] that the research community does not agree in
well-defined and commonly agreed criteria to evaluate SNMP.
A first effort in that direction is made in [9]], where SNMP data
is collected and analyzed with the goal of revealing traffic
patterns in real networks. This analysis is extended in [10],
with the addition of several datasets.

III. DATASETS

In this study we analyze nine different datasets: six SNMP
and three SCADA tcpdump/libpcap [11]] traces. The SNMP
traces are the same studied in [9], and its extension [10]. As
such, we adopt the same naming scheme: the first number in
the name identifies the location where the trace was collected
and the second number gives the trace number, e.g., the dataset
101102 is the second trace from location 1. The single character
at the beginning of the name either indicates a SCADA trace
(letter “s”) or a SNMP trace (letter “1”).

Some of the datasets contain large gaps, i.e. periods without
any traffic. For those traces, we restrict our analysis to the
longest period without any gaps. Even after the reduction the
traces are still considerably long, with durations ranging from
3 days up to 25 days.

The SCADA traces were collected at two different water
treatment and distribution facilities. The networks at these
locations can be divided into two logical subnetworks. The
lower level field network consists of programmable logic
controllers (PLCs) and field devices and the higher level con-
trol network consists of servers with different functions (e.g.,



polling of PLCs, keeping historical data and performing access
control), and Human Machine Interfaces (HMI), i.e., operator
workstations. All communication between the networks has
to traverse a gateway. In one of the locations this logical
separation is also physical, i.e., there is no direct link between
nodes in the field and control network. To capture all data from
the second location, two separated measurements were done,
one in each subnetwork. We treat these measurements as two
different datasets, to which we refer as s02r01 (control) and
502102 (field). A summary of the description of the datasets
can be found in table [l

Since the goal of the paper is to characterize only the
traffic specific to the SCADA system, we removed the traffic
of the following network services by transport port numbers:
53 (DNS), 67-68 (DHCP),123 (Network Time Protocol), 137-
139 (NetBIOS), 161-162 (SNMP), 546-547 (DHCP for IPv6).
During the measurements, both locations were performing
tests with IPv6 traffic that we also removed from the data.

IV. ANALYSIS

Our analysis consists of three different tests that provide
a high level characterization of the datasets. The time series
analysis is based on previous research work done in [9]]. Due
to the increasing interest in Intrusion Detection Systems (IDS)
for SCADA [4], [5], we consider time series analysis to be of
particular importance, as it is widely used in IDS developed
for traditional IT networks and the Internet [12]].

In the two other tests we verify the validity of two expected
characteristics of SCADA and SNMP. The first is the concept
that these generate traffic in a highly periodical way, as a
consequence of the polling mechanism used to retrieve data.
The second is the assumption that they have a very stable
connectivity graph, as nodes are not expected to be added or
removed from the network. A number of other tests could
be performed, but we argue that the analysis presented in this
paper provides a general overview of important traffic patterns.

A. Periodicity

To check for periodicity, we carry out a Fourier analysis
for the packet time series for each source IP address and the
aggregate of all sources. We use 15s bins, thus the minimum
period we are able to observe is 30s. Before applying a
Fast Fourier Transform (FFT), we subtract the mean value
of the time series from each entry in order to reduce the
DC component. Zero-padding is used to adjust the length of
the time series to a power of two. We artificially limit the
maximum displayed period to 1800 seconds, as periodicity

trace description duration
101t02 | national research network 3.1 days
105t01 | regional network provider 15.4 days
111t01 | networking laboratory network 25.6 days
115t04 | national reserach network 7.7 days
117t01 university network 5.0 days
118t01 | national reserach network 10.0 days
sO1t01 | water treatment facility 13.6 days
s02t01 | water treatment facility (control) | 10.2 days
s02t02 | water treatment facility (field) 10.2 days

TABLE I: Overview of the datasets

is not expected at larger time scales. Finally, e restrict our
analysis to active sources, i.e., hosts that send at least 1 packet
for at least 2% of the bins.

As expected, both SNMP and SCADA traces exhibit period-
ical behavior, although at different scales. Most of the SNMP
traces show a periodicity at 300s, consistent with the default
polling interval of many applications. The typical SNMP
behavior is exemplified in Figure [Tal where the periodogram
for the dataset /5104 is shown, presenting high power at the
300s component. The only exception in the SNMP datasets is
105101, with a period of 60s.

The SCADA datasets exhibit periodicity at a smaller scale,
with the datasets s01101 (Figure [Tb) and s02101 presenting the
dominant period component at 60s. There is also indication of
periodicity (i.e., smaller peaks) at other frequencies. The third
SCADA dataset s02t02 also shows periodicity at 60s, however
the dominant period component is at 50s.

Some nodes at the SCADA dataset s01t0] do not present
periodicity at the expected time scales. Figure shows
a periodogram constructed for one of the sensors in this
dataset. There is no indication of periodicity in the range
[30 — 1800] seconds. To further investigate the issue, we used
a much higher sampling frequency of 100 hertz to check for
periodicity at smaller time scales. The sensors do generate
data periodically, but at a smaller period of 1 second (note
that Figure |Ic| features a wider x-axis). The other exception
is one of the PLCs at the same location, which presents an
unexpected dominant period component of 2.

A summary of the periodicity analysis is presented in Table
The table reports the main period of the aggregated traffic,
the number of hosts that generate traffic in periodic and non-
periodic fashion and the number of hosts for which the analysis
was inconclusive. Not only the aggregated traffic is periodic,
but the majority of source addresses generate traffic in a
periodical way.

There are two exceptions in the SCADA traces, both in
s02t01. One is a server that performs access control and the
other a operator workstation. In both hosts, traffic patterns are
dictated by human interaction, thus are not expected to be
periodic. The unexpected behavior is that the other operator
workstations do generate periodic traffic, probably related to
some automated function (e.g, providing real-time information
on the infrastructure). The majority of those workstations
present a strong 60s period component. The last non-periodical
source is an SNMP agent in the [0/t02 trace. The reason for
this behavior is unknown.

dataset | main period | #periodic | #non-periodic | #inconclusive
101t02 300 171 1 5
105t01 60 52 0 10
111t01 300 11 0 11
115t04 300 42 0 90
117t01 300 19 0 16
118t01 300 61 0 22
s01t01 60 16 0 1
s02t01 60 12 2 5
$02t02 50 8 0 6

TABLE II: Summary of the periodicity analysis
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B. Time series

All SCADA time series show clear constant throughputs
over long periods of time, to which we refer as baselines.
A notable feature is the change of the baseline, for example
in Figure 23 between day 6 and 7. The main cause for this
phenomenon is the start (or end) of high throughput flows. This
happens at seemingly arbitrary times, with no apparent pattern.
Due to the time scale in which it occurs, generally measured in
days, and the high amount of changes we observe it is unlikely
that these changes are caused by hardware/software failures.
We speculate they are due to changes in the infrastructure,
such as water tanks becoming full and pipes being closed.

In addition to the changes of the baseline, we also observe
smaller variations and peaks of sudden activity. They are
caused by momentary increase/decrease in the amount of
variables requested by a monitor and/or in the rate in which the
variables are requested. We assume that the peaks are caused
by human-generated traffic. We know that some operator
activities, such as uploading new configuration to the PLCs,
can drastically increase traffic for a short moment.

The SNMP traces present, in general, a similar behavior, as
shown in Figure 2] for the /71101 dataset. However, we note
that the SCADA traffic exhibits more drastic baseline changes.
One of the possible explanations is the small amount of hosts
in the SCADA environments. When one host (or even one
flow) starts/stops sending data, the relative impact on the total
amount of traffic is larger.

One of the exceptions is shown in Figure The time
series of the 101102 dataset shows a large amount of variance,
but also some regular peaks (discussed in Section [[V-C).
The high number of consecutive packets requesting the same
variable indicate packet loss, which could explain the observed

variance.

Finally, we point out that none of our datasets, SCADA nor
SNMP, presents diurnal patterns often observed in network
measurements [[13]]. Clearly, human activity does not have a
major impact on the analyzed datasets.

C. Topology Changes

For our first test, we build the time series of the total number
of connections using 15 minutes bins, as in Section [[V-B]
Figure [3] shows the results for three datasets. All SCADA
datasets present a remarkably stable number of connections,
with a clear baseline that keeps almost unchanged for periods
longer than a day, as it can be seen in the results for s02:t02
presented in Figure [3a] The largest instability is a peak with
4 connections above the baseline.

Regarding this test, the SNMP datasets can be divided in
two groups. 101102, 105t01 and [11t0] have a behavior closer
to that of SCADA, while the remaining datasets present more
variation. An interesting result is shown in Figure [3b] Apart
from the clear baseline, /01102 present very periodic peaks.
After closer inspection, we verified that one of the monitors is
only active during three moments, around 11h, 22h and 23h
every day, causing the observed peaks. The result for dataset
115104 is shown in Figure 3¢] as an example of the later group.
It presents a baseline of approximately 93 connections, but
with high variation in the range [73 — 145].

In the second test we study how changes occur in the con-
nection graph. First, we build a list with the active connections
in each bin. We then compare consecutive bins, creating two
lists: new and missing connections, i.e., connections present
in the later bin, but not in the former and vice versa. For
this analysis we use 1 hour bins, as our objective is to study
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the long term stability the connection graphs. The results are
summarized in Table

In average, the connection graphs do not present many
changes over time, ranging from extremely low 0.1% up to
6%. The standard deviation, shown at table as std, is also
low. Only three datasets present maximum changes of 20% or
above. In 101102, the high standard deviation and maximum
can be explained by the periodical peaks mentioned before.
The dataset [//t01 presents a large peak in the number of
connections close to the end of the trace. However, this is
does not translate in a significant increase in traffic (bytes
or packets). This high maximum is probably caused by some
unusual behavior, such testing a new monitor configuration.
The high maximum in the SCADA dataset s02:02 can be
partially explained by the low amount of hosts in the network.
In this dataset, 29% represents an increase of 4 connections.

In spite of the small number of changes in each bin, the oc-
currence of changes is the rule, rather then the exception. This
can be observed in the column changed, where the percentage
of bins that contain at least one change is reported. For most
of the cases, the majority of bins contain changes. This means
that even for the cases where the number of active connections
is stable, the connectivity graph continuously changes. These
observations need to be incorporated in models that describe
SCADA operation. For instance, the IDS proposed in [5]
generates alarms for each new observed flow, reporting it as
an anomaly. If this IDS was to be deployed in one of our
SCADA datasets, a large amount of (false) alarms would be
generated.

V. CONCLUSIONS

This paper provides a first look into the characteristics
of SCADA network traffic. Our results show that, to some
extent, SCADA traffic is similar to SNMP traffic. Both present

new missing
dataset mean std | max | mean std | max changed
101t02 4% | 11% | 42% 4% | 11% | 44% 98.63%
105t01 0.4% 1% | 18% 0.4% 1% | 17% 32.35%
111t01 0.1% 2% | 33% 0.1% 1% | 29% 3.9%
115t04 4 % 4% | 15% 4 % 4% | 15% 100%
117t01 4 % 3% | 17% 4 % 3% | 14% 95.80%
118t01 3% 2% | 14% 3 % 2% | 14% 99.17%
s01t01 4 % 2% 9% 4 % 2% | 12% 93.23%
s02t01 3% 3% | 19% 3% 2% | 16% 79.92%
$02t02 5% 4% | 29% 6 % 4% | 29% 84.84%

TABLE III: Topology changes

remarkably regular time series, due to the fact that the majority
of the sources generate data in a periodical fashion. However,
one should observe that changes do occur. Time series present
baseline changes at seemingly arbitrary time intervals. Some of
the hosts do not generate traffic in a periodical fashion. Finally,
although small, the occurrence of changes in the topology is
the rule rather then the exception.

Our initial analysis showed some interesting results, how-
ever more research is needed to fully understand the partic-
ularities of SCADA traffic. Other characteristics should be
studied and it is necessary to verify if our results also apply to
other SCADA networks. In future work, we intend to extend
the analysis presented here, with the goal of providing an
empirical foundation for future research in the area.
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