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1 Introduction

Advances in animation and sensor technology allow us to engage in face-to-face
conversations with virtual agents [1]. One major challenge is to generate the
virtual agent’s appropriate, human-like behavior contingent with that of the hu-
man conversational partner. Models of (nonverbal) behavior are pre-dominantly
learned from corpora of dialogs between human subjects [2], or based on simple
observations from literature (e.g. [3–6]).

Humans are particularly sensitive to flaws in the displayed behavior, both
in form and timing [7, 8]. This effect also occurs when certain behaviors are not
animated, which is common in experimental settings where the behavior of the
virtual agent is varied systematically only one or a few modalities [9, 10]. This
leads to biased perceptual ratings, which hampers progress in the design and
implementation of behavior synthesis algorithms.

To this end, we propose a methodology and implementation that combines
ideas behind the human Turing test with those of a Wizard of Oz setup. At the
heart of our approach is a distributed (video-conferencing) setting with two hu-
man conversational partners. Each of the subjects is observed with camera and
microphone and algorithms are employed to analyze the verbal and nonverbal
behavior in real-time (similar to e.g., [11–13]). These observations are used as
input to a behavior synthesis model. Both subjects are shown a virtual repre-
sentation of the other (see Fig. 2), animated based on one of two sources: (1)
directly on the observed behavior of the other, or (2) on the output of the syn-
thesis model. Both sources share the same behavior animation capabilities and
limitations. We can therefore analyze the effect of the quantity, type and timing
of the nonverbal behaviors on the perception thereof. During a conversation, the
source of animation of the representation of each subject switches occasionally.

The idea behind the framework is that, when the displayed behavior deviates
from what is typically regarded as human-like, the observer should notice. In this
case, he or she is instructed to press a button (the yuck button [10]). The ratings
can be used to evaluate and improve the behavior synthesis models (e.g. [14]). As
observations of the subjects are continuously recorded, the framework doubles
as a tool for study into nonverbal behavior.
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2 Switching Wizard of Oz

In the Switching Wizard of Oz (SWOZ) setting, two human subjects A and
B, seated at distributed locations, are shown virtual representations of each
other. The representation of B displays either the behavior performed by B, or
behavior synthesized by an algorithm, based on audio or video observations of
A. The behaviors displayed by the virtual representations can be discrete (e.g.
nods) or continuous (e.g. head movement). During a conversation, the source of
a virtual representation is switched at random time intervals. To evaluate the
quality of behavior synthesis models, both subjects are presented with a yuck
button which they press whenever they believe the displayed behavior does not
originate from the other subject.
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Fig. 1. Schematic representation of the Switching Wizard of Oz framework.

Subject observation The conversational partners are observed via sensors
such as cameras, microphones, Kinects and gaze trackers. The observations are
encoded into features in real-time. It should also be possible to regenerate the
observed behavior on the virtual representation of the subject.

Behavior synthesis These extracted features are subsequently used in a be-
havior synthesis algorithm, to determine whether or not certain behaviors should
be animated. These algorithms can be manually engineered sets of classification
rules (e.g. [3, 5]) or machine learning classifiers trained on previously recorded
corpus data (e.g. [6]). Based on the outcome of the algorithm or the observations
of the actual conversational partner, the behavior is animated on a virtual agent.
Behaviors can be verbal and nonverbal, discrete and continuous.

Behavior switching The framework switches between the two sources at
random time intervals. The displayed behavior should be continuous. For discrete
events, this implies that the currently animated behavior should be finished and
a new behavior should not be directly animated. For continuous behaviors, it
should also be ensured that the displayed behavior is continuous so the switching
moment will not be perceived as such to the observer. As the switching compo-
nent of the framework is presented with the behavior of both the conversational
partner and the algorithm, the switching time can be selected when the two
sources are more or less similar, to allow for interpolation between the two.
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