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Foreword 

This volume contains the proceedings of the First International 
Workshop on Architectures, Concepts and Technologies for Service 
Oriented Computing (ACT4SOC 2007), held on July 22 in Barcelona, 
Spain, in conjunction with the Second International Conference on 
Software and Data Technologies (ICSOFT 2007). 

The ACT4SOC workshop aims at serving as a forum for researchers 
and practitioners, from academia and industry, to meet and to discuss the 
goals, benefits, achievements and challenges of Service Oriented 
Computing (SOC). SOC has emerged as a helpful paradigm for designing, 
building and using IT solutions, based on a set of architectural guidelines 
and concepts referred to as the Service Oriented Architecture (SOA).  

SOC/SOA can be seen as a next step in the evolution of modular 
middleware approaches, such as CORBA, DCOM and J2EE. The 
objective of SOA is to make the development of IT solutions for end-
users easier and more cost-effective through the adoption of service 
orientation. Service orientation has service as its central concept to denote 
a function independent of its possible implementations and independent 
of its possible user environments. Moreover, service orientation entails 
the existence of a distributed computing platform, which supports 
registration of services, discovery of services, invocation of services, and 
coordination of services. Hence, this foundation, when underlain with 
proper technology, contributes to important business objectives, including 
'plug-and-play' interoperability through 'loose coupling' and 'technology 
transparency'.  

Although SOA is independent of any specific technology or 
technology platform, its benefits can only be achieved through support 
from concrete technology. The current technology of choice for realizing 
SOA is Web services, which comprise practical base standards for service 
orientation, while building on the popularity of Web technology and 
ubiquitous Internet standards.  

The uptake of Web services based SOC is impressive, but Web 
services still have important limitations, and they are by no way a 
complete and satisfactory realization of the distributed computing 
platform for SOC. Many practical and fundamental challenges remain and 
need to be addressed in order to achieve the full potential of SOC. 



iv 

 

Among these are quality-of-service, security, semantic interoperability, 
automatic composition, and business-technology alignment. 

The goal of this workshop is to focus on the fundamental challenges 
related to SOC, to discuss what architectural/conceptual foundation is 
needed, and how this foundation can be supported by new or (extensions 
of) available technology.  

Following the ACT4SOC 2007 Call for Papers, 23 paper submissions 
were received, from which 8 papers were selected for a 30-minutes oral 
presentation during the workshop and for publication in this proceedings. 
Each of the submitted papers went through a thorough review process, 
with at least 3 reviews per paper. Due to the number of reviews and the 
professionalism of the authors, program committee members and 
reviewers, I am confident that all selected papers are of high quality. The 
selected papers are also a good illustration of different topics that are 
currently under research. They have been grouped in three presentation 
sessions during the workshop, named "Architectures", "Concepts" and 
"Technologies". 

I like to take this opportunity to express my gratitude to all people who 
contributed to ACT4SOC 2007. My thanks go to the authors, who 
provided the main content for this workshop, and to the program 
committee members and reviewers, who provided constructive comments 
that contributed to the quality of the content. I also like to thank the 
ICSOFT secretariat, especially Mónica Saramago, for the excellent 
organizational support. Finally, I appreciate the opportunity given by the 
ICSOFT chair, Joaquim Filipe, to organize this workshop in conjunction 
with ICSOFT 2007.  

I wish all presenters and attendees an interesting and productive 
workshop, and a pleasant stay in the beautiful and exciting city of 
Barcelona. 

 

July 2007 

Marten van Sinderen 

University of Twente, Enschede, The Netherlands 
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What Can Web Services Learn from Business Process 
Modeling? 

Dimitris Karagiannis 

University of Vienna 
Faculty of Computer Science 

Dept. of Knowledge and Business Engineering 
Brünner Straße 72, A - 1210 Vienna, Austria 

dimitiris.karagiannis@univie.ac.at 

Abstract. The research on Web-Services transformed the initial simple 
technical communication framework by integrating the Web-Service framework 
(WRSF) in the Grid framework (OGSA) and by merging Semantic Web 
standards with the Web-Service framework (e.g., SWSF, WSMF, OWL-S) to a 
formally enriched conceptual framework that - although it is only an 
implementation approach for Service Oriented Architecture (SOA) – is 
sometimes used as a synonym for a service-driven approaches. This implies that 
the Web-Service technology has now to deal with context-awareness, a formal 
description and methods for design, implementation and integration.  
The established Business Process Modeling approach (a) provides solutions for 
modeling context awareness of Web-Services by including process information 
such as user categories, process status and task depending context, (b) supports 
the formal description via meta models, and (c) enables a methodical approach 
to design service oriented systems. 
Web-Services can therefore be improved if the Business Process Modeling is 
seen as a process-driven approach to design Web-Service oriented systems, and 
as an integration platform. 

Brief Biography 

Prof. Karagiannis studied Computer Science at the Technical University of Berlin. 
From 1987 until 1992 he was business unit manager for Business Information 
Systems at the Research Institute for Applied Knowledge Management (FAW) in 
Ulm, Germany. In 1993 he founded the Department of Knowledge Engineering at the 
Institute for Computer Science and Business Informatics at the University of Vienna, 
focusing on Knowledge Management, Business Intelligence and Meta-Modeling. 
Prof. Karagiannis has published many scientific research papers in the field of 
Databases, Expert Systems, Business Process Management, Workflow Systems and 
Knowledge Management. He is the author of two books concerned with Knowledge 
Databases and Knowledge Management. Part of his research is done in the context of 
national and EU-funded projects. He established the Business Process Management 
Approach, which has been successfully implemented in several service companies. 
He founded the European software and consulting company BOC ITC Ltd 
(http://www.boc-eu.com), which realized the development and implementation of the 
business management toolkit ADONIS.  
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Designing a Generic and Evolvable Software
Architecture for Service Oriented Computing

Herwig Mannaert, Kris Ven and Jan Verelst

University of Antwerp, Department of Management Information Systems
Prinsstraat 13, B-2000 Antwerp, Belgium

{herwig.mannaert,kris.ven,jan.verelst}@ua.ac.be

Abstract. Service Oriented Architecture (SOA) is becoming the new paradigm
for developing enterprise systems. We consider SOA to be concerned with high-
level design of software, which is commonly calledsoftware architecture. In this
respect, SOA can be considered to be a new architectural style. This paper pro-
poses an advanced software architecture for information systems. Itwas devel-
oped by systematically applying solid software engineering principles suchas
loose coupling, interface stabilityandasynchronous communicationto contem-
porary n-tier architectures for information systems in Java Enterprise Edition.
The resulting architecture is SOA-compliant, generic and demonstrates to ahigh
extent architectural qualities such as evolvability.

1 Introduction

In the last few years, Service Oriented Architecture (SOA) has been proposed as a new
paradigm for building enterprise systems. Basically, the idea behind SOA suggests that
systems should be built of services operating in highly networked environments. Since
these services are modular and exhibit loose coupling, SOA should lead to evolvable
systems. SOA is most often implemented by using Web Service technology. However,
several authors emphasize that services can be composed of object oriented code, or
even legacy code [1–3].

Building a SOA-compliant enterprise information systems for a specific organiza-
tion is, however, not straightforward. From a technical point of view, one of the chal-
lenges is that SOA requires highly sophisticated designs toensure that not only current,
but also future requirements can be met. This means that the cost and effort in develop-
ing a full-scale SOA for a given organization is substantial, and for many organizations
maybe even prohibitive. On the other hand, there seems to be adegree of similarity be-
tween the enterprise systems of most organizations. An indication of this is for example
that most systems are based on a standard software package, with mostly limited cus-
tomizations. This suggests that it may be possible to build an architecture for real-world,
large-scale enterprise systems, which implements SOA-principles and can be used by a
wide range of organizations.

In this paper, we propose an advanced, generic software architecture that could be
used for building enterprise information systems. Initially, the architecture was devel-
oped for application domains such as large-scale satellite-based content distribution,



monitoring and control of remote power units, and communications monitoring sys-
tems, but a prototype has shown its potential for building enterprise information sys-
tems. It was built according to contemporary n-tier architectures for information sys-
tems in the Java Enterprise Edition (Java EE) framework. Thesoftware architecture was
built by systematically and thoroughly applying solid software engineering principles
such asloose coupling, interface stability, andasynchronous communication. The re-
sulting architecture is suitable for large-scale systems,generic and demonstrates to a
high extent architectural qualities such as evolvability.The architecture is also SOA-
compliant since it supports many SOA-principles, including loose coupling, reusability
and abstraction [4]. The software architecture is independent from the underlying imple-
mentation technology (e.g., web services), but has been fully implemented in Java EE
and is in use in several organizations.

2 Software Architecture

SOA is a holistic concept spanning many research areas, fromtechnical issues such as
web services to management issues concerning business processes. However, our point
of view is that SOA concerns essentially high-level design of software. This level is
commonly calledsoftware architecture, and is a growing field of research within the
area of software engineering [5]. More specifically, SOA canbe seen as a new architec-
tural style [6]. For example, Lublinsky considers SOA as an architectural style “[. . . ]
promoting the concept of business-aligned enterprise services as the fundamental unit
of designing, building, and composing enterprise businesssolutions. Multiple patterns,
defining design, implementations, and deployment of the SOAsolutions, complete this
style.” [7]. SOA attempts to increase modularity, thereby improving evolvability of the
entire system. Also, considering SOA as a high-level designissue implies that SOA is
more general than an implementation technology such as web services (i.e., web ser-
vices is only one possible implementation technology for SOA).

Currently, client-server architecture [6, 8] is frequently used for developing infor-
mation systems. Java EE, for example, is based on an n-tier client-server architecture.
The software architecture we propose, is an attempt to SOA-enable these n-tier client-
server architectures, or in other words, to extend them according to SOA-principles.

In order to visualize a software architecture, different views are necessary [9]. Each
view differs in its intended stakeholders, and the system properties that are described.
The physical topology viewof the architecture that we propose is depicted in Fig. 1.
Consistent with contemporary design principles, the concept of layering is adopted here.
Each layer is highly cohesive, and loosely coupled to the other two layers. This principle
ensures that modifications to a specific layer have no—or limited—impact on the rest
of the system. This requires that each layer has an interfacethat shields the internal
implementation details of that layer. This interface should remain stable in time (see
Sect. 3.2). By introducing layers into the systems architecture, volatility can be better
managed, as coding changes will not propagate across different layers.

Nowadays, information systems are generally composed of minimum 3 tiers: the
user interface tier, thebusiness tierand thedatabase tier. In contrast to the traditional
3-tier design, we distinguish between 4 different tiers: theclient tier, theweb tier(con-
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Legend: EB: Entity Bean; SB: Session Bean; Jax: JAX-RPC; Act: Cocoon Action Object; Xsp: XML Server
Pages; T: Table

Fig. 1. 4-Tier Application Architecture.

taining for example Cocoon and Axis), theEJB tierand thedatabase tier. Both the web
and EJB tier are grouped in the Java EE container.

3 Guiding Principles

The architecture is based on several solid software engineering principles such asloose
coupling, interface stability, andasynchronous communication. These principles are al-
ready known for quite some time. However, our main contribution consists of applying
these principles in a systematic and thorough way. This allowed us to improve upon sev-
eral architectural qualities such as evolvability, performance, security and availability
[10]. In this paper, our focus will be on the evolvability of the architecture.

3.1 Loose Coupling

Loose coupling is an important principle in software engineering that aims to mini-
mize the degree of interconnections (or coupling) between modules. If a module has a
large number of connections to other modules, the module is also dependent on these
other modules. As a result, the complexity of the system increases. We have applied the
principle of loose coupling consistently throughout our architecture, by minimizing the
number of interconnections between modules. In fact, we strive towards linking only
two modules at the same time, in order to keep the complexity of the system to a strict
minimum. We will provide several illustrations of this in the following sections.

3.2 Interface Stability

Evolvability is essential for an information system in order to accommodate changing
requirements. In large-scale distributed systems, updating client applications follow-
ing the release of a new version of a service provider is not always feasible. This new
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version could incorporate additional features and/or additional interfaces that are ac-
cessible to clients. In this section, we only considerextensionsin the interface (i.e., the
addition of parameters). This should however not affect theability of existing clients—
that will not use this new functionality—to keep accessing the service provider. We
refer to this principle asversion transparency. Hence, it is necessary that the interface
of the service provider remains stable in time. We distinguish between two types of
interface stability.

A first type isstrict-sense interface stability. This type of stability requires loose
coupling between modules that is completely implementation technology independent
(i.e., it does not require that the service provider is basedon a specific implementation
technology such as Java EE). Consequently, the use of XML (e.g., web services that
communicate via SOAP) is mandatory for the exchange of information between mod-
ules. This type of loose coupling is situated at run-time level, as recompilation of client
applications is not required when a new version of a service provider is released. This
type of loose coupling is preferable when there is a large number of distributed clients,
or when the service client is located in a different unit of compilation than the service
provider.

A second type of interface stability iswide-sense interface stability. This type re-
spects the principle of loose coupling by only passing serializable objects with default
constructors that only provide access to member fields through get and set methods.
However, it allows imposing the use of a specific implementation technology (e.g., Java
RMI). This type of coupling is situated at compile-time, since it requires recompilation
of client applications upon the release of a new version of a service provider. However,
coding changes to the service provider do not propagate beyond the service interface,
i.e., modifications to a service provider should not requireany coding changes to ex-
isting clients. Wide-sense interface stability can be a valid option when the number of
clients is limited, or when clients are contained within thesame unit of compilation as
the service provider.

3.3 Asynchronous Communication

In general, service invocations tend to be synchronous: theclient requests an operation
from a service provider, waits for the provider to complete its operation, and receives
the result of this operation. This is for example how web services essentially work.
Synchronous communication however has some serious drawbacks.

First of all, the use of synchronous communication createstemporalcoupling be-
tween modules [7]. This means that the client is blocked fromthe time that it issues the
call until it receives a reply from the service provider. This may have negative perfor-
mance consequences. It also requires that the service provider is available at the time the
client issues the service request (i.e., the provider system is up and running, and there is
network connectivity between service client and provider). Second, synchronous com-
munication does not allow for the state of the transaction tobe known. It is for example
not straightforward to determine whether a service requesthas been submitted, but has
not arrived yet at the service provider. Finally, when usingsynchronous communica-
tion, the client must incorporate additional knowledge about the underlying layers in
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the information system. This once again increases coupling, and as a result, the com-
plexity of the system increases. For example, if a client hasa user interface that retrieves
data from a service provider, the user interface has to respond to the possibility that no
network connection could be established to the service provider. However, it must also
be able to react upon other errors that occur on the provider side, e.g., the fact that the
database is currently down.

4 Architectural Patterns

We argue that additional structure is required, on top of standard component models
and frameworks such as Java EE, Cocoon and Axis (see Fig. 1), in order to support the
principles that were discussed in Sect. 3. Therefore, we have developed four different
architectural patternsthat are based on elementary object types, namely:data objects,
flow objects, action objectsandconnector objects. Each of these patterns is cross-layer,
since each pattern defines a number of objects located in several layers in Fig. 1. Al-
though we do not claim that these patterns are the best possible solution, we have found
them to be suitable for describing changes in a quantitativeway [11], as well as auto-
matic code generation [12]. It is important to note that these patterns are not solutions
which are tied to a specific implementation platform. Instead, they are based on fun-
damental software engineering principles and concepts. Inthis paper, we illustrate how
these underlying principles and concepts can be implemented in a certain technology
(e.g., Java EE).

A code base has been developed within the Java EE framework. JOnAS is used as
application server, while the Cocoon XML publishing framework provides the user in-
terface. The code base consists of about 1200 Java classes, containing about 120 EJBs
divided over 8 separate software components, and provides 5different applications.
These applications are divided in three different application domains: satellite-based
content distribution [13], monitoring and control of remote power units [14], and com-
munications monitoring systems (i.e., nurse call systems in hospitals and digital pro-
cessing in a broadcast studio). Three components are sharedby all five applications, the
other components are currently confined to a single application. Given the genericity of
this architecture (which is based upon the four architectural patterns), we are convinced
that the architecture can be used to build enterprise information systems.

In order to build applications within the architecture, theuniverse of discourse (i.e.,
the relevant part of the real world) is modeled in terms of these four architectural pat-
terns. For example, to develop an application for an on-linebook store, data objects can
be used to contain information on the books in the catalogue,connector objects can be
used to generate sales reports and to provide the user interface, flow objects can be used
to handle a sale, and action objects can be used to register payment through a credit
card. We will now describe each of these patterns in more detail.

4.1 Data Objects

Data objects represent persistent objects in the real worldthat are stored in a relational
database. Examples of data objects arecustomerandorder.
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Within the Java EE framework, data objects are implemented by using entity beans.
For each object<Obj> that is stored persistently in the database, the Java EE frame-
work requires the implementation class (<Obj>Bean), the interfaces for the lifecycle
operations (find, create, and delete) (<Obj>HomeLocal and<Obj>HomeRemote),
and the interfaces for the business methods (<Obj>Local and<Obj>Remote).

In addition to these five standard classes and interfaces, weinclude two additional
transport objectsfor each persistent object. Transport objects are serializable objects
that encapsulate data fields of corresponding data objects and only provide getters and
setters to access each field. They also have a default constructor (without parame-
ters), in which default values are set for all its member fields. A first transport ob-
ject (<Obj>Details) contains all data fields of an entity. A second transport object
(<Obj>Info) contains a subset of these data fields. The idea here is to include only
those fields in the info-object that will be shown in for example listings and tables that
display summary information.

These transport objects are essential to the architecture,since they support the prin-
ciples of interface stability and version transparency. Asa rule, only transport objects
are allowed as parameters or return value in the interface ofservice providers. This
allows for loose coupling—and version transparency—betweenservice client and ser-
vice provider. Our architecture supports bothwide-senseandstrict-senseinterface sta-
bility. Wide-sense interface stability is implemented by exchanging serialized transport
objects with remote session beans by using Java RMI calls. This design ensures that
recompiling the client is sufficient when the service provider is extended in function-
ality through the addition of parameters (i.e., no coding changes to existing clients are
required). Strict-sense interface stability is obtained by serializing the transport objects
to XML format, and invoking the web service that correspondsto the session bean at
the service provider1.

Moreover, our architecture supports dynamically changing(i.e., at run-time) how
clients will call a service provider interface. The client will either call the session bean
over Java RMI, or the corresponding web service by using XML messages. How the
client must invoke the remote service is stored in the database at the service provider
side. This setting can be changed at run-time. This means that—theoretically—the de-
gree of coupling between client and provider can be changed as well. However, given
the fact that the client must be able to support Java RMI in this situation, it means
that the client must be recompiled when the service provideris modified (unless the
client will only use web service calls in the future). This means that such clients are not
strict-sense version transparent. This feature however provides opportunities for future
evolvability of the system, and to make decisions on the architectural qualities at run-
time. For example, if one initially wants to maximize performance, service invocations
can take place over Java RMI. If, at a later time, the network configuration changes
and a firewall is placed between the client and the service provider, the client can be
reconfigured to invoke the corresponding web service.

1 Within Java EE, session beans can be made available as web services.
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4.2 Connector Objects

A connector object is used to import and export data objects from and to the outside
world. Connectors can be used to transform data objects fromand to: theuser inter-
face(e.g., HTML),files(e.g., PDF), andnetwork protocols(e.g., UDP, HTTP, SNMP).
Connector objects for example generate an entry form for an entity in the database, or
generate a report in PDF format.

Within the Java EE framework, a session bean (<Obj>ConnectorBean) is cre-
ated for each data object that will be imported or exported. This bean depends on at least
one implementation class for a specific protocol (<Obj><Protocol>). This class is
not an EJB and is independent from Java EE. The<Protocol> is a variable that al-
lows for alternative implementations for a specific connector (e.g., to provide multiple
implementations for sending and receiving network packetsover TCP or UDP). This
supports the dynamic configuration of different protocols or formats through dynamic
class loading.

This design further builds on loose coupling. By dividing the responsibility of the
import/export functionality between the session bean and the implementation class, the
complexity of the system is kept to a minimum. The connector object (i.e., session
bean) is part of the EJB framework, and has knowledge about the data model of the
corresponding data object. It has however no knowledge about the specific implemen-
tation of the external format or protocol. The latter responsibility is assigned to the
implementation class, which however has no knowledge aboutthe EJB framework. The
same principle is used at the user interface. The Cocoon action classes for example
have knowledge of Cocoon and the data model, but not about theunderlying EJB con-
tainer. As such, each object in the system only has knowledgeabout (is coupled with)
maximum two other objects, hence minimizing complexity.

4.3 Flow Objects

Flow objects represent business processes, i.e., a sequence of steps in a workflow. Ex-
amples of flow objects are objects that handle the processingof a new order, or the
registration of a new customer. In our architecture, a workflow is considered to be a
sequence of actions (implemented by action objects, see Sect. 4.4).

Within Java EE, a flow object is an entity bean (<Flow>OrderBean) that stores
the consecutive transitions required to execute a workflow.This bean also captures the
current state of the workflow. Each transition is stored as a persistent object by using
another entity bean (TransitionBean). This entity bean contains information such
as the input and output state, and a reference to the session bean (i.e., action object) that
implements the transition. The editing of the workflow is supported by the entity bean
(<Flow>OrderBean) which provides CRUD (create, read, update, delete) function-
ality.

An important advantage of storing workflow persistently in arelational database,
is that it allows for dynamic reconfiguration. Within our architecture, it is possible to
update the workflow within the application through a web-based interface. Although
the Business Process Execution Language (BPEL) is often used to describe workflow,
the disadvantage of BPEL is that it doesn’t directly supportpersistency, nor concurrent
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access with transactional integrity. More particularly, editing a BPEL file in XML for-
mat through a web-based interface is not trivial. However, in order to support BPEL
specifications, it is possible to develop connector objectsto import a BPEL file, parse
the XML, and store its contents in a relational database.

4.4 Action Objects

Action objects are atomic steps in a workflow. Action objectsperform operations on
data objects, or external resources such as files. Examples of actions are encrypting a
file, and performing a credit card validation.

In Java EE, action objects are implemented by using session beans. Similar to data
objects, action objects require an implementation class (<Act>Bean), the lifecycle
interfaces (<Act>HomeLocal and<Act>HomeRemote) and the business method
interfaces (<Act>Local and<Act>Remote).

Similar to connector objects, we applied the loose couplingprinci-
ple. This means that the action itself is implemented in a separate class
(<Act><Implementation>), which has no knowledge of the Java EE framework.
In order to increase flexibility and ensure loose coupling,<Implementation> is
a variable that allows for providing several alternative implementations for a specific
action (e.g., to support payments via various credit card companies using different
interfaces). Since<Implementation> is a variable, it allows to dynamically choose
between various implementations at run-time.

Some actions need to be performed regularly (e.g., every hour). For such
actions, an EJB session bean (<Act>EngineBean) and an EJB entity bean
(<Act>ServiceEngineBean) are created. The latter represents a persistent object
that controls the time interval at which the action needs to be run, and also allows to
start and stop the action. If the target of the operation is a persistent object that is rep-
resented by an entity bean (i.e., a data object<Obj>Bean), the state of the action can
also be stored persistently as an entity bean (<Obj>TaskState).

The implementation of workflow through flow and action objects is fully based on
asynchronous communication. This ensures loose coupling between service client and
provider. As a result, different action objects implementing consecutive steps in a work-
flow do not communicate directly with each other. Instead, the input for a given action
is stored in a database table. Each action has an agent that regularly polls the database
table for incoming requests. When an outstanding request is found, the corresponding
action is performed on the data. The output of this action is written to a second table in
the relational database. The client (i.e., flow object) thathas requested the action will
also regularly poll the database for the result of the action. Once the result is available,
it will be retrieved. This output can be passed as input to thenext step in the workflow.
It is clear that this design functionally and temporally decouples consecutive steps in a
workflow. Another advantage of this design is that all actions and intermediate results
of actions are logged in the database, and can be retrieved atany time. This allows for
the creation of test data based on real operations that were performed by the system in
the past, rather than artificially created data. This historic information may also be used
for audit purposes.
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5 Conclusion

In this paper, we have presented an advanced software architecture for information sys-
tems. The architecture is consistent with contemporary n-tier architectures, and demon-
strates to a high extent several architectural qualities. The architecture has several im-
portant contributions.

First, the software architecture is generic, which is supported by several properties.
For example, the application framework developed within this software architecture
provides five different applications in distinct application domains. The architecture is
also independent on the implementation technology (we havechosen to implement the
architecture in Java EE). Additionally, it is possible to dynamically reconfigure several
properties of the system at run-time, by using CRUD operations on the system itself.
Examples are the degree of coupling between modules, and theworkflows contained in
the system.

Second, we have developed four different architectural patterns that are used as ele-
mentary building blocks within the architecture. This implies that the patterns can also
be used for implementing meta-activities that represent common operations on services
(such as discovery, selection and monitoring). These patterns are independent from a
specific implementation platform, and are based on several solid software engineering
principles such as loose coupling, interface stability, and asynchronous communica-
tion. By thoroughly and systematically applying each of these principles, we consider-
ably increased several quality factors such as evolvability. This is illustrated by various
characteristics of the architectural patterns. Transportobjects (part of the data object
pattern) support the notion of interface stability and version transparancy. This allows
to extend their interface without requiring a recompilation of existing clients. More-
over, the architecture allows to choose at run-time betweenservice invocations over
Java RMI or web services, allowing for example to cope with changing requirements in
the network infrastructure. Both the connector and action objects support the concept
of dynamic class loading. This allows to provide additionalimplementations where
clients can choose from. These patterns also support loose coupling and asynchronous
communication, thereby separating the implementation as much as possible from the
rest of the platform. The flow objects support run-time modifications to the workflow
that is stored persistently in a relational database. This allows to update the workflow
without any recompilation.

Third, the architecture is SOA-compliant, in the sense thatit implements the afore-
mentioned software engineering principles which also constitute the core of SOA, irre-
spective of the underlying implementation technology (e.g., web services).

Our goal is to further validate and extend this architecturein several ways. First,
although we have implemented and tested the architecture ina number of settings, we
plan to develop additional applications in other application domains. More specifically,
we are convinced that this architecture is appropriate for building enterprise information
systems, and will build on the current prototype to demonstrate this in more detail.
Second, research can be performed on how the real world can bemapped to the four
architectural patterns. Finally, we aim to identify additional patterns across the four
architectural patterns that allow for the automatic generation of fully working code,
calledpattern expansion. A first pattern that was successfully expanded is the CRUDS
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pattern, which involves the generation of classes that implement data and connector
objects, and is described in previous work [12]. In order to develop information systems
in this architecture, the developer needs to define the actions and the data model of the
application. Based on these elements, a considerable portion of the source code can be
automatically generated through pattern expansion.
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Abstract. Service oriented platforms can provide different levels of functional-
ity to the client applications as well as different interaction models. Depending 
on the platform’s goals and the computing capacity of their expected clients the 
platform functionality can range from just an interface to support the discovery 
of services to a full set of intermediation facilities. Each of these options re-
quires an architectural model to be followed in order to allow the support of the 
corresponding interaction pattern. This paper discusses architectural models for 
service-oriented platforms and how different choices of interaction models in-
fluence the design of such platforms. Service platforms’ functionality provi-
sioning can vary from a simple discovery mechanism to a complete set, includ-
ing discovery, selection, composition and invocation. This paper also discusses 
two architectural design choices reflecting distinct types of functionality provi-
sioning namely matchmaker and broker. The broker provides a more complete 
set of functionality to the clients, while the matchmaker leaves part of the func-
tionality and responsibility to the client, demanding a client platform with more 
computational capabilities. 

1 Introduction 

Service-Oriented Architecture (SOA) is a paradigm for software architectures that 
fosters the creation of complex systems by using distributed pieces of functionality 
(services) accessible through a set of standards. In this architecture, services are pro-
vided to clients by services providers. Clients search for services by browsing a list of 
available service descriptions stored in registries. A service description contains in-
formation about a service, such as what the service does, how to access the interface, 
and which information should be supplied in order to use the service properly, among 
others. After discovering a suitable service, the client invokes the service interface in 
accordance with the information contained in the service description.  

In this scenario, each client should be able to search in the available registries, de-
cide which service best fits its needs and invoke the service using the published inter-
faces. To facilitate these tasks, service platforms can play an intermediation role be-
tween client applications and service providers. On the provider’s side, a service plat-
form can be beneficial by providing a mechanism for rapid creation, deployment and 
advertisement of services. Examples of facilitators for these activities can be found in 



[9] and [10]. On the client’s side, the platform can offer support for discovery, selec-
tion, composition and invocation of services, amongst others. 

Focusing on the client’s side, platform designers should choose the set of activities 
to be supported by the platform from the activities mentioned above. This choice 
influences the behavior of the platform and the interaction model between the plat-
form and the clients. Therefore, an investigation of the possible platform behaviors 
concerning those interactions is necessary to identify platform requirements and ar-
chitectural components. As a consequence, the platform roles in the interaction with 
the clients are identified. 

In this paper we consider that the roles played by the service platform describe be-
havioral patterns followed by the platform regarding its interaction with client appli-
cations. Platform designers have at their disposal a variety of platform role’s choices 
depending on what they intend the platform to support. A service platform acts simi-
larly to the middle agents described in [5], in which the authors define several possi-
ble roles for the middle agents depending on how they solve the intermediation prob-
lem. In this paper we focus on two possible roles that illustrate opposite levels of 
functionality support: the matchmaker, which offers a simple discovery mechanism 
and, the broker, which offers more complete set of functionality, including discovery, 
selection, composition and invocation.  

This paper is structured as follows: section 2 gives an overview of platform roles 
regarding client interaction, section 0 details the matchmaker role while section 4 
details the broker role and section 5 concludes and points some future directions for 
this work. 

2 Platform Roles 

The architecture of service platforms can be defined in terms of the type of interaction 
to be offered to the client. Following this approach, the level of support to be offered 
and the choice of the platform role to be played determine the requirements for the 
service platform. Among the activities supported by service platforms we can include: 
discovery, selection, composition and invocation [1]. Here, we define as level of sup-
port the subset of aforementioned activities offered by the platform. 

Among the different possible types of roles for a service platform we present in 
this paper two alternatives, namely broker and matchmaker. While the former offers a 
high level of support the later operates in a simpler way and leaves more responsibili-
ties to the client application. 

Fig. 1 shows the different interaction patterns applied in three service architectures. 
Architecture 1 is the basic architecture for Web Services where the service provider 
publishes the service descriptions in a registry, the client queries the registry for the 
descriptions of available services and, after selecting an available service, the client 
invokes the appropriate service. Architecture 2 places a matchmaker between the 
client and the registry. In this way the client sends the criteria of the desired service to 
the matchmaker, which searches the available registries for service descriptions 
matching these criteria. In the case of a positive match, the matchmaker returns the 
description of the discovered service to be invoked by the client. Architecture 3 pre-
sents an example of the broker role. In this example, the platform not only provides 
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matchmaking facilities but also invokes the discovered services on behalf of the cli-
ent. If necessary, the platform also performs transformations on the results received 
from the invoked services to comply with the data format requested by the client.  

 
Fig. 1. Platform roles. 

The matchmaker and the broker roles are discussed in more detail in the sequel. 

3 Matchmaker 

In the service matchmaking activity we have three distinct roles: a requester, a mat-
chmaker and a provider [12]. The requester aims at finding services that offer the 
capabilities dictated to by criteria provided in terms of the desired service interfaces 
and properties [15]. The matchmaker has access to a set of services descriptions made 
available by providers and provides facilities to discover services based on the re-
quester’s criteria. 

Early computational directories offer matchmaking facilities that provide mappings 
between names and addresses similarly to the white pages in telephone directories. 
Later on, a more advanced form of matchmaking emerged that supports search based 
on an entries’ attributes allowing matches based on certain desired characteristics. 
This form of matchmaking resembles the yellow pages in telephone directories. One 
shortcoming of this approach is that the selection criteria are completely supplied by 
the requester, providing an asymmetric form of selection [13]. Work such as [14] 
suggests the introduction of symmetry in the selection process, in which the requester 
provides a description of the requested service and its capabilities as a client. The 
provider specifies its demand to the potential clients of its services. This allows the 
provider to select clients just as clients select services. This symmetrical matchmak-
ing allows dynamic update of service descriptions at matchmaking time rather than at 
advertisement (publication) time. 

A matchmaker acts like as if it were a provider of services of different providers. 
The requester does not have to interact with several providers or several service regis-
tries querying them for the descriptions of their services and then try to match the 
descriptions with the needed criteria. In a matchmaking environment, the requester 
sends the criteria to the matchmaker, which searches the services descriptions it has 
access to for a positive match. Having found services that comply with the given 
criteria, the matchmaker sends the service descriptions back to the client. The client 
then analyzes the services descriptions and selects suitable ones. After that, the client 
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directly interacts with the services by invoking the service operations and receiving 
results. 

Fig. 2 depicts a sequence of interactions between the client, the service provider 
and the matchmaker platform. 

 
Fig. 2. Interactions in a matchmaking environment. 

The level of support of the matchmaker indicates the architectural components of 
the platform. In case some functionality is not supported by the matchmaker, other 
applications or the client itself have to cover this functionality. Fig. 3 depicts a possi-
ble architecture for both the matchmaker and the client complying with the sequence 
diagram presented in Fig. 2. The matchmaker supports service publishing by the ser-
vice provider through the Service Publisher component. The Service Publisher sends 
the received service description to the Content Manager component, which is respon-
sible for storing it in an available registry (omitted in Fig. 3). The Content Manager 
shields the internal components from interactions with registries. The Content Man-
ager can have access to several registries as well as acting as a client to other match-
makers. 

A client requests the discovery of a service by calling the Service Finder compo-
nent. The Service Finder requests a list of candidate services to the Content Manager. 
After receiving the list, the Service Finder tries to match the client’s criteria against 
the candidate services to find the positive matches. If positive matches are found, the 
service descriptions are sent back to the client. 

Since in this example the matchmaker does not support service composition, this 
task is expected to be performed by the client. Therefore, it is possible that the 
matches have been obtained by the partial satisfaction of the criteria, i.e., some of the 
properties given by the client have been satisfied but not completely by a unique ser-
vice. In this case, the client needs to perform service composition by calling a Service 
Composer component. In Fig. 3 this component is internal to the client. The Service 
Composer tries to find a service composition that fully matches the criteria. 
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Fig. 3. Example of service composition performed by the client. 

We consider now another example of matchmaker with a higher level of support 
than the one in Fig. 3. In this example, the service composition functionality is pro-
vided by the matchmaker. As it can be seen in Fig. 4, the Service Composer compo-
nent has been moved from the client to the matchmaker but its functionality remains 
the same. The Service Composer still tries to compose the services that partially 
match the criteria into a service composition that fully matches the criteria. In case 
additional component services are required to complete the composition, the Service 
Composer needs to request the new services by providing other criteria. In the exam-
ple where the service composition is performed by the client, the Service Composer 
requests the additional services to the Coordinator component. The Coordinator 
forwards the request to the Service Requester component which calls the Service 
Finder of the matchmaker with the new criteria. In the example shown in Fig. 4 where 
the composition is performed by the matchmaker, the criteria are passed by the Ser-
vice Composer directly to the Service Finder. 

The flexibility to assign functionality to the matchmaker or to the client shown in 
the example of service composition also holds for other functional components, such 
as the Content Manager or the Service Finder. Therefore, generic components can be 
developed to support these functions and the desired level of support for the service 
platform dictates where those components should be allocated. 

 

Fig. 4. Example of service composition performed by the matchmaker. 
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4 Broker 

The following definitions of broker can be found: 
• “An individual who gets buyers and sellers and helps in negotiating contracts 

for a client”, Mortgage Magazine [2]; 
• “An agent who negotiates contracts of purchase and sale”, Merriam Webster 

[3]; 
• “A person who buys and sells goods or assets for others”, Oxford Dictionary 

[4]. 
Moreover, information brokerage can be loosely defined as a set of mediation ca-

pabilities and functions aiming to help sellers to broadcast or disseminate information 
about their products and services, and, at the same time, to assist the end users in 
order to better retrieve, select and compare the offered information about producers, 
products and services. 

Mapping the definitions above to service-oriented computing we can define a bro-
ker service platform as a platform that acts on behalf of a client application by dis-
covering, selecting, composing and invocating services. In this role, the platform 
offers a service selection mechanism, invokes the services on behalf of the client 
application, monitors the service execution and parses the results, possibly translating 
the output to client’s required format. The broker can also perform service composi-
tion based on the client’s service requirements and the service descriptions available 
to the platform. 

Additional functionality can be assigned to the broker. For instance, if the service 
description contains semantic annotations, the platform should be able to perform a 
set of complex reasoning tasks [7], which includes interpreting service provider capa-
bilities (service descriptions) and client applications’ requirements. Moreover, the 
interpretation of the terms used in message exchanges can be performed by the plat-
form. 

Considering the broker role, an example usage scenario is the one in which the 
platform is available to clients that may request immediate provisioning of a service. 
The sequence diagram in Fig. 5 shows the interaction pattern between clients, service 
providers and the broker platform. Similarly to the matchmaker, the broker provides 
facilities for service publishing by the service providers. A critical difference between 
the matchmaker and the broker is that the latter acts as a surrogate of the client, i.e., 
the client requests the provisioning of a given service and the broker performs the 
necessary steps until the final result of the service, on the client’s behalf. Even if the 
output request by the client is somewhat different from the output received by the 
broker after the invocation of the necessary services, the broker can perform a trans-
formation to comply with the client’s requirements. Examples of transformations are: 

1. The client requests a service that returns the current temperature in Celsius 
for a given city. The broker finds a service that provides current temperatures 
of cities, but the output is in Fahrenheit instead of Celsius. In this case the 
broker can perform the output transformation by composing this service with 
another one that takes a temperature value in Fahrenheit and returns the val-
ue in Celsius; 

2. The client requests a service that produces a given value in long number 
format. The broker finds the appropriate service but the output is in integer 
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number format. The broker can perform the transformation of the output by 
simply parsing the integer value into long and returning the transformed val-
ue to the client. 

 
Fig. 5. Interaction pattern for the broker role. 

Fig. 6 presents an example architecture of a broker. Here we see the components 
responsible for the functionality provided by the platform, namely the Service Pub-
lisher (service publishing), the Content Manager (service registry access and semantic 
repository access), the Service Finder (service discovery), the Service Composer 
(service composition) and the Semantic Mediator (semantic mediation).  

 

Fig. 6. Example architecture of a broker platform. 

Additional characteristics of the broker platform role can be identified, such as: 
• Fault tolerance and robustness: if a service becomes unavailable, the plat-

form can try to find another suitable provider; 
• Privacy, security and billing: since we assume that clients and service pro-

viders have agreed to trust the platform, the platform is the trusting central 
point for these entities. Therefore, clients do not have to directly interact 
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with services providers and vice-versa, and the platform can provide ano-
nymization for both parties. 

Nonetheless, being a centralized coordinator the platform can become a single 
point of failure as well. Techniques such as redundancy and clustering, among others, 
can be used to increase the platform’s availability. 

Unlike the matchmaker, the broker role has less room for exchanging functionality 
between the client and the platform. Although some auxiliary functionality, such as 
results transformations, could be placed on the client side, most of the functionality 
should remain on the platform side in order to preserve the surrogate characteristic of 
the broker. 

5 Conclusions and Future Directions 

In this paper we discuss the roles played by service platforms and the impact on the 
design of such platforms. To illustrate the discussion we present two choices of plat-
form roles, namely the matchmaker and the broker. The main characteristics of each 
platform role are presented together with examples of architecture designs containing 
an overview of components providing the required functionality.  

In this paper we identify the impact of the choice of platform role in the architec-
tural design of the platform. In other words, the designer’s choice of interaction pat-
tern and the level of support of this platform implies in different assignments of archi-
tectural components to the clients and the platform. This paper addresses this impact 
for the matchmaker and broker platform roles. A platform design of the broker role 
for context-aware applications has been defined and proposed in [16]. 

Future directions of this work include the implementation of the suggested compo-
nents and the instantiation of scenarios demonstrating the use of the presented plat-
form roles. The exchange of functionality between client and the service platform, as 
suggested in the matchmaker examples, should be carried out and evaluated. More-
over, the requirements specification of both platforms (matchmaker and broker roles) 
should be detailed, in order to provide general guidelines for the design of such plat-
forms. 
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Abstract. This paper argues that appropriate modeling methods for service 
oriented development have not matured at the same pace as the technology 
because the conceptual underpinning that binds methods and technology has not 
been sufficiently articulated and developed. The paper describes an adaptation 
and enhancement of component based techniques to support the development of 
a service oriented method. As a result of the evaluation of using component 
concepts to support service oriented design, an integrated conceptual model 
describing how concepts from services and components are related is presented. 
The experimental data derives from a complex case study from the Higher 
Education Enterprise arena. 

1 Background 

Currently there is a focus on enterprise application integration using distributed 
architecture principles and in particular, there is a convergence to so-called Service 
Oriented Architecture (SOA) for application design and integration [19]. While 
enterprise systems have attained a degree of technical integration in many cases, the 
full benefits of business integration that could be gained from seamless support of 
business processes may only be partially realized. The developing principles around 
SOA are placing importance on a solid understanding of business processes and 
aligning developed or procured services to support those processes [11]. Thus 
methodologies that can support process led application development and assembly 
will acquire greater utility. 

1.1 The Problem 

Service Oriented Architecture is a disruptive technology because of the opportunity it 
provides to rethink the way systems are created and evolved. However there is still a 
relative lack of robustly applied and practical methodology support for such an 
approach. This observation has also been noted by Quartel et al [22] where they 
observe that technological developments should be supported by modeling methods 
and languages to support service-oriented design. One example where the 
methodology issues have been addressed to some extent is the recent work by Erl 
where there has been an effort to recognize that service-oriented analysis is an 



important element in the design of effective SOA [9]. However, here, the focus has 
been to derive services from a business process orchestration specification.  

In contrast, Component Based Development (CBD) has reached a level of maturity 
where there is a significant body of knowledge addressing methodology requirements 
as well as technological issues.  Given this, the research question addressed in this 
paper is: 

“Can component based development concepts, methods and techniques support 
service oriented design?” 

A service based architecture presents multiple concerns or architectural viewpoints. 
Consequently, the focus of the research question is further refined to address the 
functional viewpoint – that is, what an application (based on SOA) must do in order 
to support the business requirements of the user. Thus example areas that are not 
addressed in this paper are: the issues that arise at the boundaries between design and 
deployment of service-centric systems; and binding of services based on run-time 
monitoring of service-centric systems. 

1.2 The Contribution of this Paper 

This paper outlines an approach to service oriented design by drawing on the lessons 
learnt and the best practices from component based practices. The focus of this paper 
is on service identification and partitioning of applications into services and how such 
techniques can be captured in model based form.  Further, the paper proposes an 
approach to business process partitioning that provides a model based migration 
strategy to process implementation using technologies such as Business Process 
Execution Language (BPEL). The paper also contributes an integrative view of 
services, components and business processes to further emphasize the benefits of 
pursuing this particular approach. Some of the observations and evaluation of 
software tools applied in the methods outlined also indicate that there are issues of 
tool usage which can help to inform tool selection and deployment. 

The remainder of this paper is structured as follows: The reader is introduced to the 
background case study informing this research in section 2. Section 3 addresses the 
core of the paper and focuses on the comparison of concepts underpinning both 
component modeling and service oriented architecture with reference to relevant 
literature. Section 4 provides an evaluation of some of the results in the context of the 
case study and provides further details on the integrated conceptual model. Section 5 
concludes the paper and outlines areas for further work. 

2 Case Study 

This section provides a short description of the context of the case study for which the 
business process modeling and subsequent application design was performed. 

The e-Framework [16] is an initiative by the U.K's Joint Information Services 
Committee (JISC) and Australia's Department of Education, Science and Training 
(DEST) to build a common approach to Service Oriented Architectures for education 
and research. As part of this initiative, in 2005, JISC requested projects to develop 
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reference models for a number of domain areas.  The work described in this paper is 
derived from one of the projects. 

The Course Validation (CV) process is one of the most important business 
processes within Higher Education Institutions (HEIs) and between HEIs and other 
institutions. New courses and the continuation of existing courses are the direct 
outputs of this process. 

Further, the process is case-based, knowledge centric and highly collaborative. 
Each instance of the process is a case and will focus typically on different subject 
domains and therefore require different knowledge bases and experts to support the 
process. Only the essential framework (the rules and governance) of the process 
remain standardized.  

The scope of the application domain is as follows. Course Validation can include 
the specification of new courses at various levels (e.g. undergraduate and 
postgraduate). Course Specifications address areas such as rationale, appropriateness, 
justification, marketing analysis, resources required, economic viability of the 
courses, and detailed descriptions of the courses in terms of outcomes, aims and 
objectives and so on. Much of the scope of course validation is determined by local 
institutional constraints (e.g. relationship to other courses and university regulations) 
but there are wider requirements that impose a significant overhead on the 
developmental process for validating new courses. These wider requirements are 
determined by the UK national bodies such as the Quality Assurance Agency (QAA) 
[21].  

Even though HEIs may differ in the implementation of business processes to 
support course validation the constraints imposed by external bodies such as the QAA 
provide some standardization for the validation process and its outputs. These 
constraints are a basis for defining a canonical business process for supporting course 
validation. 

A case study approach to the problem was adopted as there are several examples in 
IS research where there is evidence that case study based methodologies are well 
suited for exploring business processes in an organizational setting. Examples include 
those described in Huang et al [12] and Sedora et al [23]. Case studies provide an 
opportunity to take an interpretivist stance on how the systems and structures in place 
are based on the meanings of concepts and how people use those concepts. A case 
study also allows in-depth exploration of issues. However, given the nature of the 
course validation process it was important to get an understanding of how different 
types of institutions implemented their own course validation processes. 
Consequently we explored in depth, the course validation processes at four 
institutions. 

After a period of business analysis, process models of course validation processes 
at each of the institutions were constructed. Accompanying information and data 
supporting these processes were also modeled. All modeling at this stage was 
performed using the IBM Rational XDE Toolset. The visual models were evaluated 
and an approach to synthesizing the models from each institution into a single 
canonical model was developed and then applied. This approach includes rules for 
identifying variances between processes and is described in more detail elsewhere [3]. 

The result was a pair of canonical models for the process and the information 
which were used as input to the software design and implementation stages to develop 
a set of software services that allowed us to automate part of the business process.   
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The remainder of the paper focuses on how the canonical process and information 
models were partitioned into a set of services to support the software design phase 
using a component based design approach. 

3 Related Work and Approach 

The approach taken in this research is based on three key principles: Firstly, the 
importance of systemizing the relationship between Component Based Development 
(CBD) and Services; secondly, to consider application partitioning from the 
perspectives of both business process partitioning and data partitioning; and finally 
the requirement to articulate a unifying conceptual model that addresses methods, 
business processes, components and services. Also critical to the approach taken in 
this paper, was the need to ensure that a model driven approach was followed. This 
was accomplished by, ensuring as far as possible, that all activities, artifacts and 
transformations were performed within one or more software tools. As the evaluation 
section indicates issues emerged during this process. 

The central thesis of the paper argues that Component Based Development (CBD) 
provides a natural evolution to service oriented architectures because of the 
conceptual similarities and overlaps between the two software architecture 
approaches.  In this section, the conceptual mappings between components and 
services are presented based on review of existing work. These mappings indicate the 
strong correlation between these two approaches thus indicating that it is instructive 
to look to CBD for appropriate methods and techniques to apply to SOA.  

One important strategic distinction between the two approaches is the focus of 
integration strategies to address heterogeneous application architectures. While CBD 
at least, conceptually can be used to provide an application architecture that makes it 
possible to mix different implementation technologies, the evidence to date has 
indicated that this capability has not really been taken advantage of. For example, 
there are software component libraries for the Microsoft platform and similar libraries 
for the J2EE platform. SOA, on the other hand, has at its heart, standards and 
technologies that support interoperability. The use of XML based standards and 
protocols such as XML, SOAP, WSDL and UDDI allows services to be implemented 
in a particular technology while allowing access to the service from varying technical 
platforms using the so-called “wire” standards. A core common concept underpinning 
both CBD and service oriented design is the notion of an interface specification – a 
precise description of the behaviour of a software implementation. Interfaces can be 
used to provide wrappers to existing applications / modules such that it is possible to 
continue to use legacy applications in new technological environments. SOA is 
particularly suited to this approach and is potentially the most significant benefit 
arising from adopting a SOA strategy by an organization. 

However, while a component can conceptually support more than one interface, a 
service has only one interface (in WSDL 1.1). Additionally, WSDL does not provide 
a mechanism for representing detailed behavioural semantics such as pre/post 
condition pairs. In separate work Estier et al demonstrate similar mappings and 
observations and in fact also use similar terminology such as “core”. Their focus was 
on providing a “Contract” basis to service design rather than model based 
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specification and generation [8]. Other work has developed a UML profile for 
describing WSDL (and therefore Web Services) to support WSDL generation from 
UML models – although the reported work proposes that implementation of add-ins 
for WSDL generation to commercial products such as Rational Rose is part of 
planned work [18]. Nonetheless this work while mapping to UML and not 
components would appear to further substantiate the validity of looking to CBD 
practice for methodology support. 

The mappings indicate that we can leverage approaches and maturity of CBD 
practice to the design and implementation of web services by tailoring existing 
methods for software development.  

Probably the most refined and detailed articulation of a component based method is 
work done by D’Souza and Wills in their description of Catalysis [7]. This method 
was later used to underpin the development of Cool:Spex [1,  2] (an early product to 
focus explicitly on application design using component based principles) and also 
other CBD methods [5]. Some of the CBD techniques from Catalysis and their 
derivatives that we can use include: component identification (or application 
partitioning), component specification, and component dependency management.  

Application partitioning – the act of identifying discrete pieces of functionality into 
independent chunks of software is core to notions of component based development. 
However, CBD assumes a data centric view of partitioning. For example Erl describes 
such components as Entity Services. One proven approach to component partitioning 
and therefore service partitioning is that described by Cheesman and Daniels [5]. 
Their approach is based on using the information model (business concept model) as a 
starting position from which to make application partitioning decisions using an 
algorithm based on identifying core types  and other types related to the core type.   

However, despite the detail, complexity and scope available in the Catalysis 
method (and its variants), there has been relatively light attention to process 
modeling. This lesser emphasis is critical as process modeling is a crucial element for 
SOA where the orchestration of services to support an application is central to 
application assembly. The substantial standardization effort in business process 
execution (BPEL4WS) and prevalence of tools for choreographing applications from 
a set of services provides an indication of its importance.  

This paper proposes that while data centric partitioning is one concern, it is also 
necessary to have a parallel and equivalent view of process partitioning.  When 
processes are long, complex and require significant human intervention at various 
stages then the need for process decomposition is even more transparent. The case 
study used in this paper illustrates this point. 

The Rational Unified Process (RUP) [14, 15] provides some guidance to this vis a 
vis the distinction business use cases standard use cases. This is an example of 
process decomposition. However, there is in-sufficient guidance and somewhat 
ambiguous rules for how business use cases map to use cases. Other ways of 
managing the modeling of process complexity for example to use roles – i.e. focusing 
only on the activities and their collaborations performed by specific roles [20] were 
considered inappropriate because the underlying process model was based on 
transformation (that is: input transformed by activity to output) rather than more 
communication/coordination views of processes. 

One established approach is the use of “Event Consequences” – that is a business 
event is a trigger to a sequence of activities that are performed in response to the 
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event. There is a rich body of knowledge which supports the notion of business 
process understanding using this approach for example [6, 24].  The set of activities 
that are triggered can then be viewed as a sub-process of the overall business process. 
Such a sub-process provides a better level of granularity for describing analysis 
scenarios for support the design and implementation stages of a software development 
process. An additional benefit of using events to partition a business process is the 
potential direct modeling transformation into BPEL specifications where there are 
modeling concepts for supporting events and their subsequent triggering of 
consequences of actions.   

Summarizing, CBD practice provides a useful conceptual toolbox that need to be 
enhanced with a more detailed treatment of process modeling techniques in order to 
be useful to application development using SOA. 

4 Case Study Example and Evaluation 

Much of the anticipated benefits of a SOA approach are assumed to be the rapid 
assembly via orchestration of applications comprising one or more services. A pre-
requisite for orchestration is a detailed understanding of the business process to be 
supported and the (ideally) model based specification. Thus the starting premise of the 
project approach is to precisely describe the business process using an appropriate 
modeling toolset.  

The business analysis phase for the Course Validation (CV) domain produced two 
complex models – the process model and the information model.  

4.1 Process Partitioning 

Given the CV process complexity in particular, a way for decomposing the process 
into more manageable sub-processes was required. The CV process already had 
natural groupings of activities (these were distinct stages in the process) however, 
even these groupings were difficult to manage and it was necessary to define smaller 
sub-processes.  

When a business process is a type of collaborative case process such as Course 
Validation then an especially useful form of partitioning is to identify situations in the 
business process where there is delay in the process because there is a need for an 
external event to occur. Once the event has arisen, new activities are undertaken. 
These groupings of activities are treated as sub-processes. 

To support these sub-processes user scenarios were also developed. A user 
scenario is an evocative way of instantiating a route through a part of the business 
process. User scenarios are effective in extracting requirements because they express 
functionality in the language of users [4, 25] and for the implementation phase in this 
project they also provided additional context to development staff who were not 
involved in the original analysis stages of the project. During the development phase 
– the implementation team found the scenarios useful but still needed to elaborate 
additional sequence diagrams to further identify operation requirements. 
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Thus, in our process modeling we introduced the notion of sub-process scenarios. 
A sub-process scenario comprising one or more activities is triggered by an event 
such as a time or data event. This scenario and its accompanying user story can then 
be analyzed by the software designer to identify operations and allocate them to 
specific components/services.  

4.2 Service Identification 

Identification and modeling of services is the core of what is presented in this paper. 
It is argued that there is lack of methods and techniques to support service 
identification and modeling and currently most effort is focused advice and guidance 
on programming issues. It would appear that modeling advice is largely derived from 
object oriented analysis. Here it is proposed that given the conceptual closeness 
between services and components, it is possible to utilize techniques from CBD. In 
essence, the domain model or information model in our example is partitioned into 
“components” by firstly identifying types which are deemed to be core – that is 
business types or objects which are essential to the organization and then traversing 
associations to other types that are detailing – that are providing additional details to 
the core type. This subsetting provides a natural component boundary.  Each 
component identified is then allocated an interface type which will house the 
operations for the component. This model thus corresponds to the service as follows: 
Component Interface is equivalent to Service; Core Type and detailing type  are 
equivalent to the Port Types with their associated Messages and subsequently the 
elements and their schema. This approach bears comparison with Estier et al. who 
have similarly used CBD principles in their work on service contracts. 

During the service partitioning activity a number of rules / hints emerged – the use 
of which has the potential for better quality component / service models. For example 
if two core types are related by a  mandatory association (at both ends) it is still better 
to treat the core types as housed in separate components. 

Often, components have a cross-relational dependency manifested via an 
intersecting detailing type. When this pattern occurs, one relationship is often 
“specifying” and the other is a “usage”. In such situations, the intersecting type should 
always become the detailing type in the component that owns the “specifying” 
relationship. We anticipate further useful rules and hints as we continue to refine the 
component models. 

4.3 Process Led Application Assembly 

Once the components / services have been identified in this manner, the sub-process 
scenarios and their accompanying textual narratives are used to map activities from 
the process to an operation on a service. Service responsibility is based primarily on 
determining the types (information) being manipulated in the process and then 
allocating the service behaviour   to the component/service that owns that type. The 
results of applying this technique to each of the sub-process scenarios is a set of 
components/services with behaviour allocated to them. In theory, then each 
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component/service model can then be used to generate the required WSDL 
specification to support the web service.  

In practice, this is where the violation of core model driven development principles 
unfolded. As intimated earlier, our key goal was to take a model driven approach to 
specify a business process and the accompanying information model; partition the 
models into a set of services; and then assemble services together to implement the 
business process. In order to do this, we would use software tools to model and 
generate the required elements. During the specification and design work toolset 
issues meant that the domain modeling (business analysis) was done using IBM 
Rational XDE as it was clear that the preferred toolset IBM Rational Software 
Architect (RSA) was not yet mature enough with its support for UML 2.0. However, 
the RSA implementation environment was considered to be superior to XDE so when 
the business analysis modeling and the partitioning into components/services was 
completed, the XDE models were imported without loss of data into RSA. Further 
modeling refinements were undertaken within RSA. 

 Issues during the design modeling phase also made it clear that it would have been 
better to create separate RSA models of each component (within the same overall 
project) as it made generation of WSDL and other XML easier and less error prone. 

On generation to WSDL services, it became apparent that while the model 
structure to represent a component/service was correct (in that, all the required 
information to generate a WSDL spec was present), WSDL generation was not 
possible and the only generation of data that was achieved was the XSD schemas for 
the data requirements of the services. This represented a significant drawback to our 
proposed approach and the team is currently investigating alternative methods of 
WSDL generation with RSA.. 

 
Fig. 1. Toolsets and transformations of models. 

JBuilder was selected as the preferred toolset for designing the BPEL processes as 
again RSA and the Eclipse Plugin for BPEL process design did not fully support the 
design requirements. In this case the user interactions (user tasks) were not supported 
by the Eclispe Plugin. Within JBuilder, WSDL was handcrafted using further data 
from the text based user stories.  

5 An Integrated Model for Component and Service Method 
Concepts 

Having described the methodology for identifying and describing services from a 
business process basis, this section now proposes how the methodology and concepts 
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need to be integrated to produce an overarching conceptual model which can be used 
to provide a basis for method refinement, tool construction and good practice. 
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Fig. 2. SOA Integrated model. 

The diagram above provides a UML model of the principal concepts involved. The 
Process model is decomposed into a set of Event Scenarios which are themselves a 
grouping of activities which have an ordering defined ultimately by UML semantics 
for activity modeling.  An Event Scenario or Sub-Process provides a natural mapping 
to BPEL workflows. 

In parallel, the domain information model is partitioned into a set of Services using 
CBD practice. A service has a set of operations which may or may not be specified by 
pre/post specification pairs. The types used by the operations of a service are grouped 
by the notion of an interface type model. These types can be used as the XSD schema 
for a WSDL specification. Activities are mapped to operations on the services via the 
Service/Activity matrix (or sequence diagram). Activities are classified as either 
manual (therefore not implemented, but their interfaces are specified), event receipt or 
normal. This classification is modeled by the Activity Type concept. This paper has 
not discussed business rules (constraints or invariants), in detail. In general, during the 
analysis phase, business rules were captured using Constraint annotations in the 
various models. However, we are planning further work to more formalize the capture 
of business rules using technologies such as XRules. 

A further benefit of using an underlying meta model to describe methods is that 
development of techniques and concepts can be engineered allowing tailoring of 
method elements to support specific project requirements [13]. 

6 Conclusions and Further Work 

This project set out to explore the interaction between SOA and model driven 
development. The case study and modeling approach has demonstrated that there is 
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sufficient conceptual equivalence between component based approaches and service 
oriented architecture to warrant the use of CBD methods to identify and model 
services. From a complex process model, it was possible to partition the process into 
manageable sub-processes which could be orchestrated as BPEL workflows (albeit 
handcrafted). 

The selection and deployment of the particular set of tools used in the project have 
been used to implement services and their process definitions with some success – 
with the primary problem centred around the model based generation to WSDL specs.  
The overheads and risks incurred by the use of such tools for bespoke application 
development using SOA remain significant and it is not clear how successful such a 
tool deployment strategy would be. It is possible that further investigation and 
increased expertise in tools such as RSA could help mitigate these risks.  

Consequently, the project team is minded to conclude that SOA remains a 
significant challenge and perhaps best suited to application integration rather than 
bespoke development. As a result of this experiment, further work is being planned on 
the use of Business Process Management Toolsets such as Intalio Designer. One 
potential use of the conceptual model (after further research and validation) presented 
in figure 1 could be its use as a evaluation tool for the selection of tools (single or 
combined) However, SOA does require an emphasis on a business process modeling 
and research presented in this paper provides some enhancements to process modeling 
to ease the move from CBD to SOA. As we continue to develop services from new 
sub-process scenarios it is likely that we will refine our component partitioning 
strategy and the rules and hints to support the strategy. The use of the sub-process 
scenarios as model based input to Business process execution (BPEL) will also be the 
subject of further evaluation and study. 
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Abstract. Currently, the implementation of service-oriented concepts is one of
the main activities of many IT and business departments throughout enterprises
of various industries. Service-orientation as a concept is no novelty formany
enterprises - many software systems and components offering technical and busi-
ness functionality do comply with service-oriented principles. Nevertheless, the
analysis, evaluation, and integration of existing services are often neglected in
process models describing the implementation of service-oriented concepts. This
paper describes an approach to the analysis and evaluation of those existing ser-
vices to become part of the enterprise service ecosystem, which we callservice
inventory. The service inventory is realized as a generic extension to existing sys-
tems development methodologies, which allows its integration into the already
used service-oriented methodology. The service inventory approachis based on
Service-oriented Architecture research, principles from systems analysis and de-
sign, as well as on auditing principles.

1 Introduction

A current trend in software and enterprise engineering is the Service-oriented Architec-
ture (SOA) paradigm, which can be used to design and develop complex IT systems.
The core concept of SOA is the “service”, which can be understood as a self-describing
encapsulation of domain-specific functionalities [1] [2].Business processes and the ap-
plications supporting them can be built based on compositions of distributed and loosely
coupled services.

Following the SOA trend many software vendors as well as IT service providers and
consulting companies are jumping on the bandwagon, offering software, toolsets, and
methodologies for the implementation of SOA in an enterprise and the system develop-
ments based on services. Especially in the area of middleware, supporting SOA (often
referred to as the Enterprise Service Bus) and systems development methodologies for
the implementation of SOA (the focus of this paper) there is avast range of offers from
almost all vendors. However, existing vendor specific systems development method-
ologies do not sufficiently consider the integration of an existing service ecosystem into
the SOA, as they do not accept the fact that many principles and aspects of SOA are



already in use. Furthermore, many software systems and components in use offer tech-
nical and business functionalities that already comply with service-oriented principles.
Those existing service have to be found and integrated into the SOA.

In this paper, we describe an approach to the analysis and evaluation of an existing
enterprise service ecosystem and its services, which we call “service inventory” accord-
ing to the concept of the inventory process in financial accounting. Parts of the approach
are the result of a research project in cooperation with an industry partner. The goal of
this research was not to create “yet another” systems development methodology but to
develop a generic enhancement of existing SOA systems development methodologies.
Furthermore, the development of a tool for the analysis and evaluation of services (“au-
diting of services”) was also an objective. Intension behind the tool was to allow the
creation of a service inventory by an experienced third party in a timely manner. Both
the approach itself and the tool have to be customized with respect to data models and
terminology in order to fulfill the needs of a particular enterprise.

The rest of this paper is structured as follows. In the next section, we will pro-
vide definitions important for the further understanding ofthe paper. The successive
section introduces aspects of service-orientation, whichare the foundation of the eval-
uation framework included in our service inventory approach. The service inventory
approach is described in a separate section based on a generic process, which can be
part of existing commercial systems development methodologies. The paper closes with
a conclusion and an outlook on future work.

2 Basics and Definitions

2.1 Services and Business Processes

As already discussed in the introduction, we define servicesas self-contained encap-
sulations of domain-specific functionalities. The whole ofservices, which can be used
by an enterprise, is referred to as “enterprise service ecosystem”, which includes both
internal services and services obtained from external sources. The services can be com-
posed to execution plans containing the functionality of the business process [3] [4]
and subsequently be executed by a business process engine. The possibility of a map-
ping between business processes and services offering the needed functionalities are a
precondition for our work. We will not further discuss this topic in this paper.

Every relationship between a service provider and a servicerequester, no matter if a
service provider is internal or external, has to be documented in the form of a contract,
a so-called Service Level Agreement (SLA), describing the most important aspects of
the relationship. This contract can be explicit, i.e., described in a dedicated document,
or implicit by simply using a given service. Especially in business critical processes
the management and enforcement of SLAs is crucial [5]. SLAs can be part of the data,
which is examined during the service inventory process.

2.2 Service Inventory

According to the common understanding of the term “inventory” in accounting as both
“a detailed list of all the items in stock” and the “making (of) an itemized list ...” (fol-
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lowing the definition of the term in WordNet), we also use the term “inventory” in this
paper both for the process of taking stock as well as for the result of this process.

If applied to the concept of an enterprise service ecosystem, services (here: services
provided by the enterprise in scope) also can be seen as intangible assets of an enter-
prise, which have to be valued. The stocktaking of existing services, their analysis, and
evaluation is therefore called “service inventory”. Depending on the point in time and
the frequency of a service inventory, we can distinguish between a periodic (i.e., annual
or project initiated service inventory) and a perpetual service inventory (i.e., continuous
tracking of services). We assign no monetary value to a service during the service in-
ventory. Instead, the value of a service is measured based onits ability to be integrated
in the SOA, which should be implemented by the enterprise. Tobe more precise, the
measurement is founded on the assessment of several aspectsof services, which are
discussed in the next sections.

In addition to the definition of the service inventory process, a service inventory
also describes the result of the taking stock process. Therefore, the service inventory
also represents a listing of all services at a given point in time. It can be managed by a
service repository. The description of services itself as well as the format of the listing
of services is out of scope of this paper. We will focus on the service inventory as a
process for the rest of the paper.

3 Service Aspects

This section about service aspects describes the foundation for the service inventory
process. Based on the aspects given in Table 1, the ability ofintegration in a SOA
is analyzed and evaluated. The service aspects were derivedfrom different sources,
i.e., the common principles of service-orientation presented by Erl [6], the rules for
architectural design of enterprise IT by Voß et al. [7], the standardized specification of
business components by Ackermann et al. [8], as well as from our experience in SOA
projects.

Of further importance is the documentation of a service. It is the foundation for
all the aspects mentioned above - without a sufficiently complete and comprehensible
documentation the assessment of the services is not possible. To improve the usabil-
ity of the service inventory process we created a criteria catalog, which represents the
content and intension of the given service aspects. Every criterion is formulated as a
question, which can be easily answered based on a given rangeof possible answers
(mostly “yes”/“no”, where “no” signalizes a deviation fromthe targeted state).

4 Our Approach to the Analysis and Evaluation of Services

In this section, we describe the service inventory process.As a foundation for the service
inventory process, we will also present a generic systems development process with
respect to the implementation of SOA, in which the service inventory process can be
integrated.
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Table 1.Service aspects as the foundation for the service inventory.

Service aspect Description

Reusability Describes the ability of a service to be used without changes in different
scenarios than the ones it was specified for. Only changes in the parame-
terization of the service are acceptable.

Granularity Depicts the functional range as well as the complexity of a service. Ser-
vices of coarse granularity offer functionalities of an entire business do-
main, e.g., the implementation of an entire business process, whereas
services of fine granularity offer base functionalities useful in various
scenarios.

Autonomy Characterizes the independence of a service from other services as
well as from other resources. Furthermore, autonomy also describes the
uniqueness of a service with respect to its functionality, i.e., there are no
two services in one enterprise service ecosystem with the same function-
ality.

Context independence Describes the property of a service to operate without any context or state
information. Every call/execution of the service provides the needed in-
formation to operate. There is no keeping of state information or session
concept. Furthermore, a service has to offer compensating functionali-
ties in order to be independent from external intervention in case of an
exception.

Degree of coupling Specifies an additional measurement for the independence of a service,
aiming towards a preferably loose coupling of services, i.e., servicescan
be exchanged on the fly without the consideration of any dependencies.

Information hiding Neither information about technical details of the implementation nor
information with business or security critical character should be visible
to service requesters, especially if the service requesters are from outside
the enterprise.

Discoverability Characterizes the need to document a service and make itidentifiable in
order to be found. Additionally, discoverability is also crucial in order
to avoid parallel developments of the same functionalities in different
departments or the unnecessary purchase of services due to the lack of
knowledge.

4.1 Prerequisites for the Approach

In order to apply the phases of the service inventory processto a given situation, we
need a sufficiently complete set of data about the service in scope. In contrast to the
inventory process known in accounting, we need a description of the subject we are
looking at because of its intangible character.

Based on experience from projects in the finance and telecommunications sector,
we observed that the following information about a service is usually available for an
assessment:

– Non-formal description of the service functionality.
– Description of both service provider and service requester.
– Service Level Agreements describing the non-functional properties a service provider

is willing to offer.
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Furthermore, the following information is helpful, if available:

– Formal description of the service functionality, e.g., in form of a semantically en-
hanced interface description.

– Description of prospective service requesters and usage scenarios.
– Classification of the service based on a service model used bythe enterprise.
– Documentation about the business processes, in which the services are/can be used.

It is not always possible to start the service inventory process with a complete set of the
information described above. In case of missing or ambiguous information with respect
to the service aspects, interviews or walkthroughs of the documentation in cooperation
with members of staff should be used to gather the missing information.

4.2 A Generic Systems Development Approach for the Implementation of SOA

As we stated before, the service inventory process is not a standalone process. It has to
be embedded in an existing systems development methodologyfor the implementation
of SOA and respective process. Therefore, we will first present a generic systems de-
velopment process in which the service inventory can be integrated. For this purpose,
we analyzed different vendor specific systems development methodologies for the im-
plementation of SOA, which we worked with before, i.e., methodologies, and processes
of IBM, Software AG, and IDS Scheer. Based on the similarities of the models and the
basic phases of the systems development processes discussed in Software Engineering
and Systems Development literature (e.g., [9] and [10]), wederived a simple generic
process for the implementation of SOA, taking full account of the given service ecosys-
tem. Both the generic process and the service inventory process are modeled using the
Business Process Modeling Notation (BPMN) [11], a standardfor the description of
business processes broadly used in the area of SOA, in order to simplify the integration
with processes of different vendors or those already used bythe enterprise.

The generic systems development process consists of five core phases, which all are
sub-processes themselves (see Figure 1). For simplification, we do not model iterations
of single phases or sub-processes as parts of the process in this paper, but they are
possible and valid in our process. The analysis phase is depicted in-depth, as the service
inventory process is part of it. The phases of the process aredescribed in Table 2 in more
detail.

4.3 Phases of the Service Inventory Process

As stated in the previous section, the service inventory process is part of the analysis
phase in the generic systems development process for the implementation of SOA. We
can distinguish four phases of the service inventory process, which are depicted in Fig-
ure 2. An in-depth description of the single phases is subject of Table 3. The result of the
service inventory process can be directly used for the design of a SOA-based system,
as it describes services, which can be reused. The four phases are intentionally kept
generic in order to allow the adaptation to the current project context. Unfortunately,
there are also no generally accepted recommendations for service aspects, e.g., for the
granularity of a service, which could be used as a guide for the process.
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Fig. 1.Generic systems development process for the implementation of SOA.
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Fig. 2.Overview of the service inventory process.

Nevertheless, the service inventory process is not only an academic concept. In
cooperation with a German IT consulting firm we developed an Excel based criteria
catalog containing 28 questions, which can be mapped to the seven service aspects. We
further integrated the service model of the firm, which classifies services into four cate-
gories. As a further enhancement of the generic process and criteria catalog, we created
examples for the evaluation of the criteria to allow a quick access to the approach. Fi-
nally, we estimated the time needed for the completion of every single criterion in order
to bundle the criteria into three preconfigured tests of different duration. Currently, the
approach is used in first SOA projects.

4.4 Service Inventory Process by Means of an Example

In this section, we want to give an example of the service inventory process. In the
first phase of our example, the objective of the service inventory is set to a check of
service reusability. Due to this fact, the criteria of the catalog are the most important,
i.e., receive the highest weights, which are related to the service aspect of reusability. A
single critical deviation of a criterion related to reusability leads to an “orange” rating
of the service, classifying it as only usable with restrictions. More than one critical
deviation will lead to a “red” rating and therefore to the exclusion of the service from the

47



Table 2.Phases of the generic systems development process for the implementation of SOA.

Phase Description

Initiation and planning In this initial phase, problems with respect to the business and its pro-
cesses are identified. The identification as well as the following sketch-
ing of a solution based on SOA is done on a high level, which is not
sufficient for an implementation. If in this phase the decision is made to
start a SOA-based project, further scoping and resource planning has to
be carried out, e.g., staffing, budgeting, or the planning of milestones.

Analysis Subsequent to the initiation and planning phase, the business needs and
processing requirements as well as the as-is situation of both the business
processes and the underlying enterprise architecture have to be examined
in detail during the analysis phase. In this phase, a service inventory has
to be performed to get an overview of services already in use, which
could be integrated into the solution.

Design of services and
service compositions

Based on the results of the analysis, we now can design services and
compositions of services in order to implement the needed business pro-
cesses. During this phase, not only new services have to be designed.
Moreover, the focus of a service-oriented approach is on the reuse of ex-
isting services. Both the existing and new services are combined in the
form of service compositions, i.e., parts lists forming blueprints of the
business processes to be implemented.

Implementation The blueprints and designs of business processes, service compositions,
and services from the last phase are implemented in this phase. The
implementation is realized on different levels of abstraction. Services
are implemented for example using traditional programming languages
and Web Service technology. Furthermore, service compositions also
have to be implemented in a format, which is machine-readable and -
interpretable. For this purpose, higher level composition languages are
used, e.g., the Business Process Execution Language (BPEL) in the Web
Service domain [12]. Service implementations and execution plans of
business processes based on services, which can be processed bybusi-
ness process engines, are the outcome of this phase.

Service operation and
management

As the last phase of the generic systems development process for the
implementation of SOA, we describe the service operation and manage-
ment phase. This phase contains aspects of both a systems development
process and a service lifecycle model. In this phase, the set of services
implementing business functionalities is executed. The monitoring and
measurement of the execution often results in a need for improvement
and optimization of the developed system, so that additional iterations of
the systems development process have to be performed.

SOA. In the next phase, the adapted criteria catalog is completed based on a review of
the given documentation. The following questions are examples of criteria with respect
to the reusability of a service:

– Does the documentation provide information about the data types and formats used
to invoke the service?
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Table 3.Phases of the service inventory process.

Phase Description

Scope definition In this initial phase, the aims and objectives of the service inventory have
to be defined depending on the current situation of the enterprise. There-
fore, the scope of the service inventory has to be set, e.g., what services
have to be assessed and what amount of time is available for the service
inventory. Furthermore, the properties of a service, which are needed to
fulfill the goals of the targeted project, have to be specified in terms of
the seven service aspects. In addition, the aspects have to be weighted
among each other with respect to their relevance for the project and de-
viations from the targeted state have to be defined. Finally, it has to be
specified how many deviations of what severity lead to negative rating of
the service for the project (“definition of materiality”).

Completion of the crite-
ria catalog

Based on the scope of the service inventory, in this phase the questions in
the criteria catalog have to be completed during a review of the documen-
tation, an interview, or a walkthrough. The criteria catalog is completed
per single service.

Analysis of deviations In this phase, the deviations detected in the previous phase have to be
analyzed with respect to their severity. The deviations are classified into
the three types “minimal”, “moderate”, and “critical”, based on the defi-
nitions provided in the initial phase.

Aggregation of findings In the final phase of the service inventory process, the results of the pre-
vious phases have to be aggregated for every single service. The result
of this phase is a statement about the usefulness of the service for the
project and its ability to be integrated in the SOA. There are three pos-
sible outcomes of the service inventory process for every single service
in scope, which are classified into “green” (“service is useable without
restriction”), “orange” (“service is useable, but with restrictions”), and
“red” (“service is not useable” or “not a service”).

– Does the description of the service provide mapping information of the service
functionality to the classification framework used by the enterprise?

Subsequent to the completion of the criteria catalog, the deviations detected in the pre-
vious step have to be analyzed in detail during the third phase. In our example, the non-
existence of the documentation of both data types and formatfor the service invocation
is classified as critical. Finally, the singular ratings of the service have to be aggregated.
One single critical rating results in an overall classification of the service as “usable, but
with restrictions” (“orange”), because of the lack of adequate documentation for data
types and formats is easily remediable.

The service inventory process is documented in a dedicated format, containing in-
formation about the assessed services, the scope of the service inventory, the auditor
performing the service inventory, the findings as well as thetime needed for the ser-
vice inventory. Based on the documented amount of time needed for both the service
inventory process and single criteria, the service inventory process can be customized
in order to fit the needs with respect to the time restrictionsof the project.
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5 Conclusion and Outlook

In this paper, we presented an approach to the analysis and evaluation of an enterprise
service ecosystem, which is called service inventory. The service inventory is not a new
systems development methodology but an enhancement of existing approaches with a
strong emphasis on the current situation of an enterprise planning to implement a SOA.
Our approach details the phases of vendor specific processescoping with the analysis
and integration of existing services. All of the vendor specific processes address existing
services, but they do not address how to analyze and evaluatethem with respect to their
potential use for the SOA implementation project. Based on the generic character of our
approach it is highly adaptable to the needs of an individualenterprise.

In the future, we have to specify and formalize the phases of both the generic pro-
cess and the service inventory process in more detail, whereas the differentiation of the
phases in both processes will not be changed. Additionally,the service aspects, which
are the foundation of the service inventory process, will beimproved further with re-
spect to recommendations for the individual service aspects. For this, we are currently
preparing a multi-participant case study to evaluate best practices for service granu-
larity in different industries. Of further importance is also the specification of services
itself. We will evaluate existing specification frameworksfor the description of services
in order to integrate such a framework into our approach. Additionally, we plan to inte-
grate our criteria catalog as well as the process into a web-based application in order to
support the service inventory process.
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Abstract. This paper shows a latest generation model for the management and 
governance of the technologies and Information Systems (IT) in the organiza-
tions. IT governance is the key to achieve high level of maturity in the SOA 
Maturity Model. Currently there are standards and methodologies of interna-
tional character that cover in detail the different critical aspects of the Informa-
tion Technologies’ governance such as CobiT, Itil, ISO20000 and Balanced 
Scorecard for IT. This governance model starts from the knowledge acquired in 
the mentioned standards and allows carrying out the tacit and strategic govern-
ance of all the activities in an information systems department. The model de-
picted in this paper includes: the monthly and tacit control of the IT processes, 
the system’s portfolio management, the IT strategy planning and the alignment 
of the strategies with the operations (four alignments because considers: sys-
tems and business). This model is called IG4 (Information Governance Four 
Generation) due to the fact that it includes important improvements on the clas-
sic management and governance IT models.  

1 Introduction 

The objective of this paper is to define a standard to cover the IT Governance in all 
kind of service oriented organizations. With this standard the CIOs can plan, manage 
and control all the IT processes in an integrated way. Despite the Information Tech-
nologies’ Governance (IT) being a relatively new area, it boasts interesting tools that 
provide best practices to cover five basic aspects: 

1. Audit and control of the IT internal processes by means of metrics. The IG4 
model reaches the monthly level, the tacit and strategic, because the daily 
control of the operations (for example the incidences) exceeds the IT gov-
ernance tools’ reach. 

2. Better practices that provide a comparison with the IT work of the organiza-
tions in similar sectors and environments.  

3. Double aspect alignment: business and technologies as well as strategy and 
operations. 

4. Strategy planning and simulation. 
5. Added value techniques of investment and decision analysis to manage the 

projects / applications to deal with. 



This four generation model fulfils all of these aspects but in a way: 
1. Totally integrated, defining in detail the way to accomplish the interfaces 

among each of the five aspects mentioned. The integration is complete both 
in the aspect of integration of the best tools for the analysis of the informa-
tion systems as well as the integration between the IT and business [7]. 
These two integrations must take into account innovation [16] and added 
value as two key aspects. 

2. Taking into account the positive points of each standard or methodology in 
existence, avoiding researching in areas where the acquired knowledge is 
high. 

3. Doing a governance model usable by any organization without requiring any 
adaptations. For this purpose, the standards are simplified taking into ac-
count the size of the enterprise and the sector it works for.  

Within the IG4 model’s reach is giving response to the monthly control (real, plan 
and deviation), to the tacit needs (medium term) and strategy needs (long term). 
Moreover, the IG4 model starts from a detailed analysis of the business processes 
coverage by IT and of the processes of any IT department. The said coverage analysis 
is complemented by an analysis of the double alignment sought (technology/business 
and strategy/operation) and some control tools. All of these control, coverage analy-
sis, alignment and strategy planning functions are valued and analyzed by means of 
three useful techniques which are complemented in the IG4 model: metrics, bench-
marking and maturity models.  
As it has been previously mentioned, there are five key aspects to bear in mind if an 
efficient and effective governance of the IT is required within the organizations: Au-
dit & control, benchmarking, alignment, strategy planning & simulation and added 
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value techniques. These five aspects are essential when it comes to managing any IT 
department, so if the governance models do not include them in a totally integrated 
way: 

1. Some key requirements of management or governance are left uncovered. 
2. Multiple solutions are forced to be used so the dispersion of the different so-

lutions does not allow the IT’s Governance traceability. 
3. High efforts of adaptability by the IT departments are demanded so that 

complete governance tools are available when it is not the CIO (Chief In-
formation Officer) ultimate purpose to prepare or customize these govern-
ance tools. 

As figure 1 shows, the model boasts four layers that pursue different objectives and 
where the six system’s modules are situated: 

1. Monitoring level: it matches up with the monitoring module. It includes key 
information and alerts of the rest of the modules. 

2. Planning level: it matches up with the simulation and planning module. The 
strategy planning is carried out by means of dynamic models that allow 
simulation and help the detailed planning that is carried out and supported by 
the two processes coverage (of business processes and of IT processes). 

3. Strategy management and analysis level: This level is covered by two mod-
ules: applications portfolio module and the balanced scorecards BSC module 
(based on the BSC philosophy: Balanced Scorecard). The latter module is 
divided into the BSC of the business activities coverage by IT and into the 
BSC of IT activities’ coverage. A sub module of project management is in-
corporated. 

4. Processes’ coverage level: It details which are the business’ processes and 
what their coverage is by the IT and which are the IT processes and what is 
the coverage given to these processes. It reaches a level of detail of the proc-
esses’ activities. The coverage level boasts two information arrangements: 
by applications with all the supported functionality’s details (only to analyze 
under IT coverage) and by processes to consider, for example, the lead time. 

2 Related Work 

In a technical codification level there has always been a lack of orientation view to 
the value, subject that the software’s economy discipline has tried to give an answer 
to [2] [3]. In a more aggregated system’s level and not of software the current disper-
sion in the achievement of governance information is indicated by the different sur-
veys where there is a great dispersion of used methods and there is no massive use 
tool: IT Balanced scorecards, regulations (ISO 9000, ISO 15000, ISO 17799, etc), 
governance methods (CobiT, ITIL, Coso, etc), simulation models, project / applica-
tion based management (PMBOK [18], CMMI [1], etc), quality and process based 
management (6 SIGMA and Lean [22]), etc. Moreover all of these methodologies are 
treated in a disintegrated way so that its use with important tools such as applications 
portfolio and system’s strategy planning is complicated. 
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The start of the IT Governance was due to the classic analytic accountancy concep-
tion in which the computing areas were considered centers of structure cost in which 
some natures of expense where imputed, which by means of sharing out methods 
proceeded to the assignation to the products or expenses structure in a more or less 
contrived way. An important advance to this traditional view was brought by the 
ABC methods (Activity Based Costing) very appropriate for areas with an important 
level of indirect expenses as it is the computing department’s case. This way of dis-
tributing the costs by means of some activities allows a sharper assignation (by defi-
nition of activities and cost-drivers) of the computing department’s expenses to the 
different units of business, products and accounts of results. Both the ABC method 
and the traditional method have the same lacks: they do not ensure the alignment with 
the strategy or businesses, they do not promote or bear the innovation and they do not 
have at their disposal planning or simulation tools. Also the control and system audits 
were inexistent as they limited to a few cost centers with six or seven classes of ex-
pense.  
To the previous insufficient IT governance proposal, continues an interesting ap-
proach orientated to ensure the strategy management’s monitoring by means of align-
ment techniques of the main objectives. These methods are based on balanced score-
card of Kaplan and Norton versions with their four views: innovation, internal, client 
and financial [13]. The IT Balanced Scorecard (itBSC) is a variation of the balanced 
scorecard based on the typical activities of a computing department summarized in 
two views, a first one for the acquisition and development and a second view for the 
delivery and support. The two main points of the IT balanced scorecard are a com-
plete alignment of the IT strategy with the IT operations and a subsequent alignment 
by means of a cascade of balanced scorecards with businesses. Besides that alignment 
the balanced scorecards is a good tool for strategy’s implementation as it allows the 
monitoring of the enterprise’s objectives once the critical success factors have been 
defined. 
However, the IT balanced scorecard do not give a complete solution for the IT field 
as they are based on the strategy level, they lack an auditor value and an internal 
control, and their point of view of ensuring the alignment with the strategy leads them 
to give an incomplete view and only focus on those chains of critical success factors / 
goals / indicators meant to be aligned. The theories related to the strategy planning of 
the information systems cover key aspects such as the decision-taking for the IT’s 
position of our organization in the future. The planning model is key for the IT gov-
ernance due to the high cost of the investments in applications and the need of re-
couping during several years [14]. However, these models are not enough for a de-
tailed control of an IT department’s different activities so they cannot be used in an 
isolated way to carry out a correct IT Governance. 
A third generation of models and methodologies for the IT governance is brought by 
an evolution of different IT audit and control methods [10] among which we can find 
the well-known CobiT [5], Itil [11] and Coso [6] (the latter one with a general ap-
proach as for enterprise’s audits). These methods, due to their depth, give a great 
level of detail and have been completed until reaching high levels of rigor and have 
therefore evolved towards governance models with some peculiarities: Itil focused to 
the service, CobiT to the control in a more strategy level, ISO17799 if you are look-
ing for a complete security solution [4]. and Coso to the internal business control. 
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Only taking into account each one’s complexity taken separately in addition to the 
necessity of having the best of each of them leads inexorably to the impossibility of 
its use bearing in mind the busy agenda of a CIO. Due to the important investments 
that require software’s developments and the application’s implementation, the phi-
losophy of the CMMI maturity models must be integrated in the IT governance mod-
els [1]. Based on the CMMI philosophy, a very useful tool that complements the 
governance models are the maturity processes, as they include the time variable and 
the routes needed to allow a better approach to the benchmarking techniques as it is 
the appropriate way of weighing up the results without forgetting that the better prac-
tices’ tools and the standards must be designed in a way that the mere comparison 
with the best practices does not get to stop the real innovation.  
This IG4 method means a new advance to the IT governance by means of a tool that 
integrates in a forced way the necessary requirements of planning/ simulation/ audit/ 
control, better practices / added value and alignment. Another aspect that distin-
guishes the present approach is the existence of an added value module that works 
like a value calculator of all the modules.  

3 General Description of the Model 

As it has been mentioned in the previous sections, this IG4 model is a model that 
pretends to provide solution to the problems of enterprises in the IT field without 
gathering lots of methodologies or spending a lot of time adapting them. Due to the 
importance the systems’ area has achieved in the enterprise as essential part of sur-
vival or as part that sets the difference in the business, the fact of controlling the IT 
area is not an easy task and it requires the following model described (it is described 
the three main layers by size reasons): 

3.1 Level of IT Strategy Planning  

It is in this level where the system’s planning to five years is carried out. It is a criti-
cal module if considered that the decisions in IT involve important investments to be 
recouped in large periods of time. Also the IT require simulation tools that allow to 
analyze different alternatives to determine how current decisions influence (for ex-
ample selecting a COTS or a CASE tool) in a future costs’ decrease (or value genera-
tion) in the medium and long term [9][20]. This module is supported by a dynamic 
system’s planning and simulation tool like Vensim or Stella. As the level of detail is 
to five years, it is lower than that one of modules that supports monthly control in-
formation (coverage modules). In this planning and simulation module the informa-
tion is, because of the tool’s needs, of a monthly regularity, whilst in the activities’ 
maps where the planning/real situation/deviation control is carried out in a detailed 
way the information’s level of detail is: in the first future year it is month to month 
whereas the information’s detail in the following four years is four-monthly to four-
monthly [21]. 
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The way of feeding this planning and simulation tool is by the coverage modules 
although only in those concepts that have enough level of detail to boast planning 
information. The way of calculating the value and costs like the rest of the IG4 model 
is carried out according to the scheme followed in the value calculating module (sec-
tion 3.4.). This module sends information to the calculating module and receives the 
value and costs (as the breakdown that will be indicated) of the calculating module. 

 
Fig. 2. Balanced Scorecards with active alignment between business and IT. 

3.2 Level of Management and Analysis for IT 

The Scorecards’ module for IT main task is to help defining the strategy, ensure the 
strategy’s fulfilling, ensure the alignment between the business needs and the sys-
tems’ coverage and analyze the suitability and improvement points of each of the 
systems and enterprise’s applications. In order to achieve these objectives there are 
two modules: applications portfolio and director scorecards for IT. 
1. Applications Portfolio (AP): Both the corporate systems (COTS and legacy) and 
the systems based on Internet technology are analyzed in this applications portfolio in 
a level of detail of systems/ modules and sub module (only the main sub modules). 
The information with a higher lever of detail of the business’ processes and its cover-
age by IT is bore in the processes’ coverage modules by IT (it is the module that 
feeds the applications portfolio). 
2. Director Scorecards (DSC): They work similarly to the Balanced Scorecards (BSC) 
developed by Kaplan and Norton as for causal diagrams but they differ from the latter 
ones on the fact that they follow a cyclic supply and demand structure that starts with 
the market’s understanding, continues with the innovation followed by the operation 
and ends as supply in the market again. The IG4 model bears similar treatments at a 
business and IT level. Taking into account all of what has been said and due to the 
fact that it is considered more suitable, the financial view of Kaplan and Norton’s 
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BSC is extracted in a calculating module that deals with all the IG4 model. Also as 
this view depends on the supply/demand, it facilitates a parallelism with the planning 
simulation that follows a complete model of supply and demand too as it is shown in 
figure IV for business processes. Just as it has been mentioned the planning view 
follows a high level of detail but considers all of the business processes and IT proc-
esses. On the contrary the BSC specialize in the strategic objectives and all of the 
steps required in order to define the strategy and ensure the strategy’s alignment be-
tween businesses and IT. 
In the IG4 model the adjustment of the businesses coverage’s views by IT and of the 
IT activities’ coverage is innovative. Currently the businesses and systems of infor-
mation’s adjustment is carried out by means of the systems’ alignment with busi-
nesses in a unique direction that goes form businesses to systems. But this approach 
implies three problems: 
1. A first problem is that in the current enterprises and in sectors such as the bank, a 
great number of functions and activities totally depend on the information systems: 
there is no business without IT that bear the business’ processes [15]. Any BSC that 
do not include a complete integration with the IT balanced scorecards are wrong. 
2. The second point to take into account is that many business models base their in-
novation on the technological tools’ functionalities so in this case a business align-
ment is produced simultaneous with the steps indicated by the IT’s strategy [8]. The 
Internet channel in most of the sectors (for example an on-line newspaper or CRM 
model) are good examples of this tendency in which the technological tools’ strategy 
marks the step of the business’ strategy. 
3. The client’s perspective is not enough and it disintegrates in two scorecards: mar-
ket analysis (start of the demand) and penetration in the market (end of the supply), 
which include the key macroeconomic variables of the sector and IT there are at that 
point of time. 

The alignment is carried out by means of BSC cascades following the businesses’ 
logic and the interrelation with technologies, being possible three routes: 
1. When it is about aspects not influenced by the IT and that lead to innovation, the 
BSC’s cascade is the following: markets understanding, businesses innovation, busi-
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nesses operation and market penetration. In this case only the monitoring level and 
the management and analysis level are affected. 
2. When it is about aspects not affected by the IT and with no innovation, the BSC’s 
cascade is the following: markets understanding, businesses operation and market 
penetration. 
3. When it is about aspects affected by the IT the DSC’s cascade is the following: 
Markets understanding, businesses / IT innovation (simultaneous), development and 
IT acquisitions, business / IT operations (simultaneous) and market diffusion. 
The third important difference provided by the IG4 model is that the scorecards’ 
financial view has been extracted in a calculating module for several reasons: 
1. The calculating formula is fixed and identical, it is required in all of the IG4 
model’s modules and is not subjected to variations. This calculating formula is based 
on the strategy innovation concepts, operational efficiency, and some variants of the 
“Total Cost of Ownership” and “Total Economic Impacts” [23] methods. 
2. In this IG4 model, as it has been previously mentioned, the value’s management is 
critical in all the modules as is it the only way of objectifying the IT’s improvement 
points in the organizations that would otherwise remain very subjective. This calcu-
lating way is used in the four levels and in the six modules of this IG4 module. 

3.3 Level of Processes: Maps and Coverage 

This IT governance model has its limits in the Systems of Information’s fields. So it 
is not the IT’s governance objective to analyze the business strategy, but, on the con-
trary, it is this model’s objective to analyze the way the information systems give 
coverage to the business needs detected. Because of this the IG4 model bears two big 
groups of processes maps: business processes to analyze its coverage by IT and typi-
cal processes of the IT departments. 
The IG4 model would not be useful to give a complete support of the Computing 
Field of an organization didn’t it support a level of detail enough to justify the deci-
sions and to analyze the source of the inefficiencies. On the contrary, taking into 
account the IG4 model, the best solution is to reduce the analysis detail because this is 
an integrated tool with clear executive orientation. For example, reaching a level of 
detail as exhaustive as the one ITIL can have in the monitoring of the service’s man-
agement has tried to be avoided (more in the field of daily operation control). 
The two large groups of processes and activities bore by the IG4 model are: 
1. Coverage map of the business processes by the IT: It follows a supply and demand 
approach just like BSC (balanced scorecards) and the planning module. The classifi-
cation followed in order to classify the processes, define their activities and determine 
the best CSF and metrics (KGI and KPI) has been starting from the main modern 
theories about businesses. This view also takes for base information an analysis of the 
magnificent application maps that SAP [19], Navision and Oracle bear distinguishing 
between basic processes common to the generality of the business sectors and func-
tionality / processes that are particular of specific sectors. The IT portfolio reads this 
process coverage to group the information according to applications. Besides the 
most modern theories that manage innovation and operations, in the current decade a 
good management tool of the IT can’t be understood without taking into account the 
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internal practices of a good finance and social governance (Sarbanes-Oxley [10]) that 
are also represented within the IG4 model’s processes (only to analyze the IT cover-
age). To allow the testing, each of the processes is analyzed in accordance with the 
maturity they include: maturity in the operational efficiency, maturity in the strategy 
innovation, maturity in the risk treatment and maturity in the flexibility treatment. The 
maturity in the operational efficiency and in the strategy innovation regards the deliv-
ery (lead time analysis), the functionality’s grade of coverage and the service’s qual-
ity (confidentiality, integrity, availability, compliance and reliability). As control of 
the monthly operation this module registers in detail the processes, the critical points 
of this process, the real data (metrics) and the planning and deviation from the plan-
ning for each process. Because of the load of work the control of planning and devia-
tions leads to, this control task is only carried out for the main processes (to make up 
by the user). 
2. Coverage map of the IT processes: Following the same supply/demand scheme 
used for the business processes, the IG4 model proceeds to analyze the processes and 
activities of the IT field. Those processes that require so have a detail of system to 
system. In this module all the information needed for the monthly control and the 
costs calculation is bore: critical success factors, key performance indicators, key goal 
indicators and maturity grades. All the costs are accurately allocated to the business 
processes coverage map. 

4 Aspects of the Proposed Model that Make the Difference 

As it has been shown throughout this paper, the IG4 model gathers the best of the 
theories and standards in existence proceeding to include, among others, the follow-
ing improvements: 
1. Integrated and pragmatic approach of the best practices nowadays about IT Gov-
ernance and Management. Complete and integrated approach that provides solution to 
the IT governance needs in the organizations of any size by means of a four-level 
structure: monitoring, strategy planning, management and process coverage. Without 
a model of IT Governance oriented to services (Service Oriented Enterprise) is im-
possible to reach high levels of maturity of SOA and SOC (top-down approach). 
2. Integration of all the requirements to be regarded in a model of IT Management 
and Governance by means of six modules: monitoring, planning & simulation, appli-
cations portfolio, director scorecards, value calculator and processes coverage. The 
second forced integration is the integration between the business coverage by IT and 
the IT activities. This second integration allows defining a Governance of the IT that 
leads to the investments in IT as springboard for success among organizations. 
3. Balanced Scorecards where the finance view, last step in the causal diagram, is 
replaced by a complete and detailed method of added value that provides service to 
all of the system’s modules at the same time. This added value calculation includes as 
valuable concepts as benchmarking, metrics, maturity models, Total Economic Im-
pact and Total Cost of Ownership in a tidy way. Also these Balanced Scorecards 
include alignment routes between business and the closest IT to what really happens 
in the organizations (for example they start and end in the market). 
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4. Detailed analysis of the business coverage by the IT with and innovative view of 
the processes following the supply/demand cycle, what also facilitates a complete 
parallelism with the strategy planning module. The functionality of strategy planning 
is totally integrated in the model and it includes a simulation tool too. 
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Abstract. Telecommunication companies are struggling to provide their users 
with value-added services. These services are expected to be context-aware, at-
tentive and personalized. Since it is not economically feasible to build services 
separately by hand for each individual user, service providers are searching for 
alternatives to automate service creation. The IST-SPICE project aims at devel-
oping a platform for the development and deployment of innovative value-
added services. In this paper we introduce our algorithm to cope with the task 
of automatic composition of services. The algorithm considers that every avail-
able service is semantically annotated. Based on a user/developer service re-
quest a matching service is composed in terms of component services. The 
composition follows a semantic graph-based approach, on which atomic ser-
vices are iteratively composed based on services' functional and non-functional 
properties. 

1 Introduction 

Advances in mobile communications and devices triggered a multitude of new and 
innovative services and business areas. For example, value-added services are being 
proposed by telecommunication companies and service providers, aiming to provide 
personalized, context-aware and attentive services to end-users. The IST-SPICE (Ser-
vice Platform for Innovative Communication Environment) project [1] aims at devel-
oping a platform to be used by end-users and application developers for the develop-
ment and deployment of innovative services. SPICE services are composed based on 
a collection of components, whose services can be published and used in service 
compositions by end-users and application developers. This is made possible by ap-
plying Web Services technology [2] and the Service-Oriented Architecture (SOA) 
principles [3]. 

Since it is not economically feasible to build services separately by hand for each 
individual user, and furthermore, it is hard to predict at design time what personalised 
services the user may wish, a lot of attention has been given lately to the (semi-) 
automatic composition of services [9, 10]. Automatic service composition starts with 
a service request describing the service desired by an end-user or service developer. If 
there is no service already available that matches the request, a composition of other 
available services that match the request is constructed. These available services are 
denoted here as atomic services. In the SPICE project these services are specified in a 



language called SPATEL (SPice Advanced service description language for TELe-
communication services) [4]. This language allows the specification of services in a 
platform independent manner, including annotations concerning semantic and non-
functional properties. Such annotations are imperative in the context of automatic 
service composition. 

One of the activities of the SPICE project is the development of an Automatic 
Composition Engine (ACE), which should support end-users and application design-
ers on the development of service compositions. The ACE is expected to receive 
either service requests from end-users in natural language, or from the application 
designers in some well-defined notation, and deliver a service composition or a list of 
alternative compositions, respectively. This paper discusses our ideas concerning the 
automatic service composition algorithm. Our approach relies on the use of semantic 
annotations on the atomic services, and on service requests, to perform the service 
discovery, matching and composition. We define our approach as a semantic graph-
based automatic composition, where discovered services are represented in a graph, 
which is used to optimize the search of component services and their composition. 

The paper is further organized as follows: section 2 provides some motivation for 
our work, including a motivating example of application of automatic service compo-
sition; section 3 gives an overview of the SPICE Automatic Composition Engine; 
section 4 presents our initial approach towards the algorithm for automatic service 
composition; section 5 compares our approach with some related work; and section 6 
presents our conclusions and depicts directions for future work. 

2 Automatic Service Composition 

Automatic service composition aims at automatically composing services that satisfy 
a given service request from an end-user or service developer. Services are composed 
in terms of already available atomic services, which are orchestrated in the service 
composition.  

Service requests are used for service discovery, matching and composition. Service 
requests allow end-users or service developers to specify what they want the service 
to do for them, abstracting from the way this service is implemented, possibly in 
terms of a composition of atomic services. In SPICE we are developing the Service 
Creation Environment, which should create service compositions that support the 
service requested by an end-user. In order to obtain these compositions automatically, 
the service request and service descriptions of atomic and composite services need to 
be annotated with semantics, by using ontologies. Web services [2] are basic building 
blocks for the realization of services, but they lack semantics. Semantic Web [5] is an 
effort that provides service descriptions with semantics, which enables automatic 
reasoning on these descriptions. OWL-S [6] and SPATEL [4] allow the definition and 
creation of semantic annotated (web) services, using ontologies. These technologies 
are expected to enable automatic service composition. 

A scenario to illustrate automatic service composition is the following: Bob wants 
to send a happy birthday message in Italian to Monica by SMS. He does not speak 
Italian so he has to use a dictionary in order to be able to write the message. Imagin-
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ing that Bob has access to the SPICE platform or another platform that supports auto-
matic service composition, he may issue to the platform the command send “Happy 
Birthday my dear!” translated in Italian to +393123456789. In this case it is highly 
probable that there is no single service to accomplish this task, so the platform at-
tempts to find an appropriate service composition for that. Two services may have to 
be used, namely a translator and an SMS messaging service. This process relieves 
Bob from the hassle of manually discovering each required service and invoking 
these services. 

3 SPICE Automatic Service Composition Engine 

The SPICE Automatic Service Composition Engine (ACE) contains four basic com-
ponents: Semantic Analyzer, Composition Factory, Property Aggregator and 
Matcher. Fig. 1 depicts the ACE architecture. 

Fig. 1. SPICE ACE architecture. 

Fig. 1 represents the two basic ACE usage scenarios: an end-user issues a service 
request in natural language, and a service developer issues a service request in some 
well defined formalism. The end-user is shielded from the system's complexity by 
requesting services in natural language. These requests are processed by the Semantic 
Analyzer, which constructs a formal service request according to the ACE's service 
request formalism, which is the same formalism used by the service developer. 

When a service request is defined, the Composition Factory queries the service re-
pository for a service that matches this service request. If such a match exists, the 
matching service is returned. In case no match is found, the Composition Factory 
creates a composite service that resolves the request. In general the Composition 
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Factory may generate multiple alternative compositions that match the service re-
quest. 

Factory may generate multiple alternative compositions that match the service re-
quest. 

Services and service requests are characterized by their functional and non-
functional properties. Functional properties are the services' goals, inputs, outputs, 
preconditions and effects. These properties are used to perform the service discovery, 
matching and composition. Examples of non-functional properties are cost, security, 
performance, reliability, etc. Non-functional properties are used to limit the space of 
compositions that fulfil the service request, and to rank the generated set of composi-
tions. Service and service request descriptions contain the functional and non-
functional properties and the ontologies used to define these properties. 

The compositions produced by the Composition Factory are passed to the Property 
Aggregator component, which computes the non-functional properties of the resulting 
compositions, by aggregating the non-functional properties of the atomic component 
services. 

The set of generated composite services is then passed to the Matcher component. 
This component performs a matching between the composed and requested services, 
using their non-functional properties. In the end-user's use case, the best matching is 
returned to the end-user. This matching is obtained by taking the user profile and 
context information into consideration, which are managed by the SPICE platform. 
For a developer's request, several compositions may be returned. The developer can 
select the one that best fits his needs, possibly adapting it to fit more specific needs. 

4 Semantic Graph-Based Composition of Web Services 

The Composition Factory takes a formal request from an end-user or a service devel-
oper, and tries to find a service composition that matches the service request. In case 
a single service that matches the service request already exists, this service is returned 
as result. 

4.1 Algorithm  

In ACE, a formal service request contains the following elements: inputs, outputs, 
preconditions, effects, goals, non-functional properties and a list of domain ontolo-
gies. These elements are defined in OWL [15], and are used to discover, match and 
compose services. Available services are specified in SPATEL, and provided with 
semantic annotations similar to the elements above. This allows these services to be 
discovered through the goals of a service request, and then composed with other ser-
vices by matching their interfaces in terms of inputs, outputs, preconditions and ef-
fects. In this paper we omit preconditions and effects in order to simplify the presen-
tation of the algorithm. We expect that the addition of these elements to the algorithm 
is straightforward, since they can be seen as special cases of inputs and outputs, re-
spectively. 
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The Composition Factory obtains service compositions by composing services ac-
cording to a graph-based algorithm. The composition is created using an approach 
that starts with the outputs and possibly effects, and works backwards in the direction 
of the inputs and possibly preconditions. This implies that semantic descriptions of 
goals, inputs and outputs are compulsory for the ACE otherwise service discovery, 
matching and composition is not possible.  

The algorithm holds a set of nodes N to be processed. Each element of N repre-
sents a set outputs o and goals g that do not match the inputs of the service request. 
The algorithm starts with a node n0 representing the outputs and goals of the original 
service request o0 and g0, and issues a query for all the services that provide outputs 
o0, support goals g0 and requires the same inputs as the service request (i0). In case a 
service that matches this query is found, the set of nodes N becomes empty and the 
algorithm can stop. In case the query returns a service s1 that supports part of the 
goals g0, delivers outputs o0 but does not match the inputs i0, the remaining goals g1 
are stored in the set of nodes N with the remaining inputs i1 of the found service with 
respect to i0 indicated as outputs. The algorithm then processes each node ni by query-
ing the service repository for services that match the goal gi and the outputs oi, and 
either decides to stop on this branch, or add more nodes to N, depending on the result 
of the query. 

Fig. 2 shows the steps of our composition algorithm. 

 
Fig. 2. Service composition algorithm. 

The algorithm delivers a composition graph as result, with possibly several 
branches representing alternative service compositions going from the requested 
inputs i0 to the requested outputs o0 and covering the requested goals g0. The algo-
rithm can execute indefinitely if matches are not found, or may result in compositions 
of too many component services. This implies that some heuristics must be defined to 
limit the algorithm execution and yet deliver useful results. Some possibilities are: 
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− stop at some graph depth, i.e., when the branches reach a certain number of 
edges. Since branches represent compositions, these heuristics limit the number 
of services in a composition; 

− use non-functional properties of the composed service to select compositions 
that comply to the service request. This requires the calculation of the non-
functional properties of the composed services, which can be done by aggregat-
ing the non-functional properties of the component services. By selecting only 
compositions that comply with non-functional properties, again the number of 
services in a composition is limited. 

A measure of semantic similarity [7, 8] can also be used to determine the semantic 
distance between the query and the resulting services. This allows the algorithm to 
generate composition graphs with alternative semantically close branches, which can 
be useful in case no perfect match is found. 

4.2 Example 

We present an example to illustrate our automatic service composition algorithm. 
Considering the example in which Bob wants to send an SMS message in Italian to 
Monica (see section 2). Bob specifies its request in natural language as: send “Happy 
Birthday my dear!” translated in Italian to +393123456789. Since Bob is using the 
SPICE platform, a concrete service composition is going to be constructed at runtime, 
in order to cope with Bob’s natural language service request. The ACE’s Semantic 
Analyser extracts the desired service properties, creates a formal service request and 
passes it to the Composition Factory component. The formal service request can be 
represented as: 

 
<Input>  

<”Translation:Language” name=”sourceLanguage”> 
<”Translation:Language” name=”targetLanguage”> 
<”Translation:Text” name=”textToTranslate”>  
<”Mobile:Telephone” name=”destNumber”>  

</Input> 
<Output/> 
<Goal> 

<”Goal:translate”> 
<”Goal:sendSMS”>  

</Goal> 
<Non-functional> 

<”Latency:Response” value=5>  
</Non-functional> 
<Ontologies> 

<Goal Mobile Latency Translation IOTypes> 
</Ontologies> 

Fig.3 shows part of the Translation ontology that we assume in this example.  
The Composition Factory takes this request and queries for a service that matches 

the inputs, outputs and goals. Suppose no service matches these elements, but the 
query returns the service with a sendSMS goal, matching Goal:sendSMS and no out-
puts, matching the outputs of the original service request. The sendSMS service is 
added to the composition graph, and a node representing the inputs of this service and 
the remaining (unsolved) goal is added to the set of nodes N. The inputs of the 
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sendSMS service are destNumber and the text message to be sent. destNumber is of type 
Mobile:Telephone and corresponds to the telephone number given in the natural lan-
guage request. The text message does not match the original input text of the service 
request since it is not in Italian. This means that a service with goal Goal:translate 
is necessary to provide an output of the type Translation:Text that is in Italian. Fig. 3, 
shows an excerpt of a Translation ontology that can be defined for this example. This 
ontology relates Text to the Language in which it is written. The translation service 
(not explicitly specified here) can translate text in one (source) language to text writ-
ten in another (target) language. In this concrete example the translation is from Eng-
lish to Italian, which corresponds to the sourceLanguage and targetLanguage, respec-
tively. 

 

 
Fig. 3. Excerpt of the Translation ontology for our example. 

We assume that the Translation service is found as a result of querying for a service 
that supports the Goal:translate goal and supports English and Italian as inputs for 
sourceLanguage and targetLanguage (the current node ni). In this way the inputs of the 
original service request are completely resolved, and the composition process can 
stop, resulting on a composition of the services Translation and sendSMS. 

 
Fig. 4. Service composition example. 
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Fig. 4 depicts the composition process in terms of the services obtained throughout 
the process. Fig. 4 (c) shows the resulting composition. In SPICE, compositions are 
represented as SPATEL specifications, which could be translated to BPEL or exe-
cuted directly by a SPATEL engine (currently being developed). 

5 Related Work 

In this section we present a brief overview of some techniques that cope with auto-
matic service composition. For a detailed survey we refer to [9, 10]. We consider two 
techniques, namely graph-based and interface-matching automatic composition. 

In [11], the authors propose a graph-based approach that constructs a composite 
service out of atomic services in case no single atomic service can satisfy a request. 
OWL-S [6] is used to describe the web services, in terms of inputs, outputs and exe-
cution workflow. A formalism and modelling tool called “interface automata” [12] is 
used to represent web services’ information and perform compositions. Atomic ser-
vices are stored in the repository as a graph, where nodes represent input and output 
parameters and edges represent web services. Each web service contains a description 
of its inputs, outputs and a dependency set of other web services. Given the graph, the 
previous information is used to discover the compositions that satisfy the request. The 
compositions can be constructed using four basic operations, namely concatenation, 
conditional structure, parallel structure and loop structure. When the compositions 
that match the request are discovered on the graph, they are passed to the interface 
automata tool, which performs the composition of the service based on the defined 
operation structures. If several alternative compositions are found, no mechanism for 
optimal selection is provided. There are no stop conditions either, which may compli-
cate the search when several compositions do match the request. 

The Interface-Matching Automatic (IMA) composition [13] aims at the generation 
of composite services by capturing expected service outcomes when a set of inputs is 
provided by the user. The result is a sequence of atomic services, whose combined 
execution achieves the user goals. Semantic web techniques are used to specify ser-
vice semantics. Terms and concepts such as inputs, outputs and goals are described 
using the DAML-S service ontology [14]. Having this representation it is possible to 
proceed to the construction of composite services. The IMA service composition 
technique extracts inputs, outputs and constraints from the user request and navigates 
through the ontology to find the service sequences that match the user’s input. After 
that, it chains services until they deliver the expected output. The goal is to find a 
composition that produces the best match within the shortest path in the graph, by 
using the notion of semantic similarity as matching metrics. Our proposed algorithm 
can be considered as an extension of this algorithm for what concerns the use of the 
non-functional constraints to select compositions.  
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6 Conclusions and Future Work 

In this paper we present our initial proposal for the automatic service composition 
algorithm of the SPICE project. Fully automated composition is still an open research 
issue, and not many concrete results have been achieved in this area yet. By assigning 
semantic annotations to services, reasoners can be applied to automate the composi-
tion process to some extent. The application of these techniques to solve realistic 
service composition problems is yet to be assessed. 

Our approach is based on semantic graph composition, and considers that service 
requests and service descriptions define functional and non-functional properties of 
required and offered services, respectively. We propose an algorithm for the Compo-
sition Factory that uses service goals and input/output matching to perform service 
composition. We assume the availability of a repository, organized according to do-
main ontologies. The Composition Factory is in principle capable of creating different 
alternative compositions that match the service request. The algorithm has been ex-
plained and a simple example has been used to illustrate its basic operation. 

Our algorithm is still under development, and some improvements are expected to 
take place. Once we have a prototype, we expect to explore and improve several 
points of our algorithm, namely: the optimization of the composition process, the use 
of similarity measures in case no composition fulfils completely a service request; 
and the possible storage of service compositions created before for using in new 
compositions. 
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Abstract. Context-Aware applications adapt their behaviour to the current 
situation of the user. This information, for instance user location and user avail-
ability, is called context information. Context is delivered by distributed con-
text sources that need to be discovered before they can be used to retrieve con-
text. Currently, multiple context discovery mechanisms exist, exhibiting het-
erogeneous capabilities (e.g. communication mechanisms, and data formats), 
which can be available to context-aware applications at arbitrary moments dur-
ing the application’s lifespan. In this paper, we discuss a middleware mecha-
nism that enables a (mobile) context-aware application to interoperate transpar-
ently with different context discovery mechanisms available at run-time. The 
goal of the proposed mechanism is to hide the heterogeneity and availability of 
context discovery mechanisms for context-aware applications, thereby facilitat-
ing their development. 

1 Introduction 

The Service-Oriented Architecture (SOA) paradigm provides a promising approach to 
develop distributed applications. In this paper, we are concerned with (distributed) 
context-aware applications, which are applications that use the current situation, 
called context, to adapt their behaviour [1]. There are numerous examples of possible 
types of context, depending on the goal of the application. Examples of context are 
user location and availability, room temperature, and available bandwidth on a com-
munication link. Context-aware applications use information on the context to adapt 
their functionality with the aim of improving the quality of the service offered to the 
user. For example, a context-aware ’buddy navigation application’ that can offer 
quick and personalized navigation to available buddies, based on the location of the 
user and his buddies, correlated with the availability of the buddies. Context is usu-
ally provided by various distributed context sources (e.g. GPS sensors for location 
information, calendar for scheduling or availability information, MSN messenger for 
buddy information, weather stations for current weather conditions). The application 
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environment may contain several useful context sources at any point in time, how-
ever, due to for example the mobility of the application or the context sources, the 
number and identity of context sources may change over time. This requires mecha-
nisms to discover context sources before an application can retrieve context informa-
tion. Currently there is a trend towards middleware mechanisms that facilitate the 
development of context-aware applications [2]. Major contributions in this area are 
context management systems that facilitate the context exchange process, including, 
amongst others, the discovery of context sources. Consequently a vast amount of 
context discovery mechanisms exist, which have different capabilities and scope [2-
5]. We believe it is unlikely that there will be one future commonly adopted context 
discovery mechanism. As implied by the diversity of currently available context dis-
covery mechanisms, different application environments (e.g. ad-hoc environments, 
telco environments) require different mechanisms to exchange their context informa-
tion. Therefore, the mechanisms, which context-aware applications have to use to 
discover context sources from these environments, will be diverse. Consequently, 
(mobile) context-aware applications are likely to be exposed to multiple and changing 
context discovery mechanisms during their lifespan. Without supporting mechanisms 
to cope with this aspect, developers have to design and incorporate interoperability 
mechanisms or consider every possible mechanism statically in their application. 
Besides the required, substantial, programming effort, this also distracts from the 
primary task of developing context-aware applications. 

In our view, there are three approaches to interoperate context discovery mecha-
nisms: 

� Standardisation: every environment that wants to offer context discovery uses 
one standard context discovery mechanism. However, as already indicated, due 
to the heterogeneity and different requirements of the application environ-
ments, this is not feasible or likely. 

� Bridging: every environment has a different discovery mechanism that is inter-
nally bridged to other discovery mechanisms by bridging components or code. 

� Homogenising: every environment has different discovery mechanisms that are 
homogenized by a generic middleware layer, optionally co-located with the ap-
plication (see Figure 1 for a comparison of the bridging and homogenising ap-
proach).  

 
 

Fig. 1. Comparison of the bridging and homogenising approach. 
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In this paper, we explore the homogenising approach and propose a middleware 
mechanism that enables a context-aware application to interoperate transparently with 
different context discovery mechanisms that are available at run-time. The goal of the 
proposed mechanism is to hide the heterogeneity and availability of context discovery 
mechanisms for context-aware applications, thereby facilitating their development. 
We envision the proposed homogenising approach as part of a comprehensive SOA 
infrastructure to support composable context-aware services. The AWARENESS 
project (http://awareness.freeband.nl) also explores the bridging approach which is 
discussed in [3, 6]. The remainder of this paper is structured as follows: section 2 
discusses a motivating scenario of a context-aware application that uses multiple 
context discovery mechanisms. Section 3 presents an analysis of current context dis-
covery mechanisms. This analysis is used to derive requirements for our interopera-
bility mechanism. Section 4 discusses our contribution towards interoperability of 
context discovery mechanisms. Section 5 presents our proof-of-concept prototype and 
gives an initial qualitative evaluation. Finally, in section 6, we will end with some 
conclusions. 

2 Scenario 

In this section, we reconsider the context-aware ‘buddy navigation application’ and 
use it to identify key difficulties that application developers face when developing 
context-aware applications. 

Dennis is a young adult, always wanting to be in contact with his friends. He 
has a mobile device running the ‘buddy navigation application’. This application 
is able to navigate to available buddies by using location and availability context 
information of him and his friends. Dennis notices that Monica is in the mall and 
available for a cup of coffee. He decides to visit her. He instructs the ‘buddy navi-
gation application’ to help him find her. Inside Dennis’ home, a RFID based loca-
tion context source, found by his home context discovery mechanism, provides 
accurate location of Dennis. From Monica no precise location source is available 
in Denis’s home, it is only known that she is somewhere in the mall. The ‘buddy 
navigation application’ instructs Dennis to take the car to the mall. When Dennis 
leaves his home, to go on his way to Monica, his home discovery mechanism be-
comes unavailable. The application switches to a cell based location context 
source found by the context discovery mechanism of his telecommunication pro-
vider. On entering the mall Monica is in, accurate context information on 
Monica’s location becomes available, offered by a Bluetooth beacon context 
source found by the context discovery mechanisms of the mall. The buddy naviga-
tion application pops up a map of the mall, to instruct Dennis how to walk to the 
book store where Monica is currently shopping. 
From the scenario, we can identify the following difficulties, related to context dis-

covery that application developers face when developing context-aware applications: 
� Finding of context sources through different context discovery mechanisms 

(e.g. ‘home’, ‘telecommunication’, and ‘mall’ context discovery mechanisms). 
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� Fluctuating availability of context discovery mechanisms (e.g. when Dennis 
leaves his home his home context discovery mechanism is not available any 
more). 

In this paper, we propose a middleware mechanism that has the goal to support con-
text-aware applications to interoperate with multiple heterogeneous context discovery 
mechanisms, considering their availability during the lifetime of the application. 

3 Analysis of Current Context Discovery Mechanisms 

As indicated, many context discovery mechanisms exist. We analysed a subset of 
these mechanisms consisting of four approaches developed in the AWARENESS 
project (CMF, CCS, CDF, JEXCI)[3], and one approach developed in the AMIGO 
project (CMS)[7] and four external approaches (Context Toolkit [5], PACE [2], Solar 
[8], and JCAF[4]). The result of our analysis is presented in Table 1. The analysis 
consisted of reviewing the following aspects of the different discovery mechanisms: 

� Interaction mechanism: what interaction mechanisms do the analyzed discov-
ery mechanisms support? 

� Interaction syntax: what information is expressed in the context discovery re-
quest? 

� Interaction format: what is the data format of the request and response? 

Table 1. Context discovery mechanisms analysis results. 

Interaction format
Frameworks Req-Resp Sub-Not Entity Type QoC
CMF v v v v v RDF
CCS v v v v v SQL/PIDF
CDF v v v v v RDF/PIDF
Jexci v v v v v Negotiable (PIDF/java objects)
CMS v v v v v RDF
Context Toolkit v v v v - XML
Pace v v v v v Context Modelling Language
Solar v v v v - ?
JCAF v v v v - Java objects

Interaction syntaxInteraction mechansism

 
We distinguished the following common aspects in the analysed approaches, 

which pose requirements on the capabilities our interoperability mechanism should 
offer to context-aware applications it supports: 

� The ‘request-response’ and ‘subscribe-notify’ interaction mechanisms are of-
fered. 

� Requests for context minimally specify an entity and context type (e.g. ‘Loca-
tion’ of ‘Tom’). 

� Requests for context may contain Quality of Context [9, 10] criteria. 
We distinguished the following uncommon aspects in the analysed approaches, 

which pose requirements on the heterogeneity our interoperability mechanisms 
should have to overcome: 

� Data models (syntax and semantics) of the request and response (ontology, 
simple strings, binary). 

� Communication technologies (e.g. web services, jini). 
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� Intelligence inside the context discovery mechanism (e.g. reasoning, selec-
tion). 

4 Context Discovery Interoperability Mechanism 

The scenario in section 2 and the analysis in section 3 indicate the type of difficulties 
a context-aware application may typically encounter. A viable context discovery 
interoperability mechanism will have to hide these difficulties or, at least, diminish 
the burden placed on the context aware application and its developer to overcome 
these difficulties.  

Summarizing, the problems such an interoperability mechanism has to solve can 
roughly be divided into the following categories: 

� (Un)availability of context discovery mechanisms.  
� Heterogeneous interaction behaviour and communication mechanisms. 
� Heterogeneous data syntax and semantics. 

In this paper, we mainly focus on the first two aspects and syntactic interoperability. 
We acknowledge the importance of having both syntactic and semantic interoperabil-
ity; however, this is out of the scope of this paper and we consider this future work. 

The pivotal requirement is the ability for a context discovery interoperability 
mechanism to dynamically adapt to different context discovery mechanisms appear-
ing and disappearing. Based on the knowledge of which context discovery mecha-
nisms are currently available, the interoperability mechanism should then change the 
way it discovers and retrieves context information on behalf of the applications it 
supports. By concentrating the specific functionality of the specific discovery mecha-
nism in individual components that can be loaded and unloaded dynamically, the 
interoperability mechanism does not need to support all separate discovery mecha-
nism simultaneously, and at the same time it is able to abstract from the specifics of 
individual discovery mechanisms, since this is hidden in the components itself. We 
call these environment specific components context discovery adapters (see Figure 
2). For storing and retrieving these adapters at run-time, an adapter supplier is de-
fined, which is a repository for discovery adapters. By allowing multiple adapter 
suppliers to co-exist (e.g. multiple environments), and not prescribing where these 
suppliers should be located (i.e. not restrict a repository to be co-located on the same 
host running the context-aware application), specific context discovery environments 
may provide their own adapter supplier, without losing the ability to use preferred 
adapters present in the co-located repository. The remaining item to be addressed is 
the monitoring of the availability of known context discovery mechanisms. Analo-
gous to environment specific adapters, environment specific monitors are defined, 
which are responsible for detecting whether a particular context discovery mechanism 
is currently (still) available. Adapter suppliers present in a context discovery envi-
ronment also provide these monitors; next to the discovery adapters mentioned ear-
lier. The adapter supplier co-located on the same host as the context aware applica-
tion also provides monitors for a set of predefined context discovery mechanisms. 

An adapter supplier thus has the following responsibilities: 
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� Provide adapters for the specific context discovery mechanism within its envi-
ronment. 

� Provide monitors for the same specific context discovery mechanism, which 
allow the context discovery interoperability mechanism to detect its availabil-
ity. 

The latter responsibility of the adapter supplier also implies that for the first detection 
of context discovery mechanisms that can be used with the interoperability mecha-
nism, it is sufficient to detect the presence of an adapter supplier. In order to leverage 
this approach, rather than creating a new discovery problem, the method to discover 
such a supplier should be standardised.Next to the different components, additional 
logic is necessary for the orchestration of the different adapters, monitors, and suppli-
ers. This logic is provided by the Discovery Coordinator. 

 
Fig. 2. High-level design of the proposed Context Discovery Interoperability mechanism. 

The proposed discovery interoperability mechanism is part of a more comprehen-
sive effort towards a context binding transparency [11]. This transparency hides the 
complexity from the application developer of discovering, selecting, and binding to 
context sources, which he requires for his context-aware application. Furthermore, it 
maintains the binding with a context source, thereby coping with their dynamic avail-
ability. All these responsibilities are shifted to a middleware layer, coined CACI, 
which is co-located with the application. For more information on CACI see [12, 13]. 
Therefore, we integrated the presented interoperability mechanism with the CACI 
middleware. A typical scenario of the use of the discovery interoperability mecha-
nism is as follows (see Figure 2 and 3): on start-up of the application and CACI, the 
Discovery Coordinator initiates a discovery of available adapter suppliers (1); this is 
done continuously e.g. by passive service discovery. When a supplier is found its 
available adapter/monitor combinations are downloaded (2). The monitor is started 
(3) to check the availability of the discovery mechanism (4). If it is indeed available, 
then the corresponding adapter is registered to the Discovery Coordinator, and passed 
on to CACI, which in turn will use the adapter to discover context sources (5 & 6). 
The monitor is continuously keeping track of the availability of the discovery mecha-
nism it supports (7). If discovery mechanisms become unavailable, their adapters are 
deregistered with the coordinator, and indirectly with CACI. Although the figures 
suggest that only one monitor and adapter is active, multiple monitors and adapters 
can co-exist at the same time and can become active or inactive during the lifespan of 
the application. 
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5 Implementation 

Summarising, the architecture contains the following components with their respec-
tive responsibilities: 

� Context Discovery Adapter: component that translates between a specific con-
text discovery framework and a context-aware application in the form of the 
CACI layer. 

� Monitor: component that keeps track of the availability of a specific context 
discovery mechanism. 

� Adapter Supplier: component that provides the Context Discovery Adapter 
and the Monitor to the Discovery Coordinator. 

� Discovery Coordinator: component that orchestrates the interactions between 
the different components. 

We made a proof-of-concept implementation of the discovery interoperability mecha-
nism using an implementation of the OSGi component framework specification. 
OSGi implementations offer ‘a service-oriented, component-based environment for 
developers and offers standardized ways to manage the software lifecycle’ (see 
http://www.osgi.org). The open source OSGi implementation ‘Oscar’ was used as the 
basic implementation platform (http://oscar.objectweb.org). However, the prototype 
is also tested on the Knopflerfish OSGi (http://www.knopflerfish.org) implementa-
tion. For communication and discovery mechanisms the middleware of the IST 
Amigo project (http://www.amigo-project.org) was used, which amongst other things, 
provides components for easy Web Service communication (for both server and client 
side) and Web Services Dynamic Discovery (WS-Discovery), which uses multicast to 
discover web services of specific type and scope in the network. More specifically, 
the WS-Discovery mechanism, available from the Amigo project, was used as the 
‘standard’ discovery mechanism for finding adapter suppliers. Every component in 
the architecture was implemented as a separate OSGi bundle (the OSGi name for a 
component), which has the added benefit that the bundle id can be used for identify-
ing component instances. The OSGi framework is service-oriented and also deploys 
the concept of service listeners, which means that components can register themselves 
as being interested in services of a specific type. If a component that offers a specific 
type of service is installed and activated, all interested service listeners will be in-
formed of that event. In the prototype implementation the service listener pattern is 
used by CACI to get notified whenever new Context Discovery Adapters become 
active after being downloaded by the discovery coordinator. A sequence diagram (see 
Figure 3) will help to derive the detailed functions of the different components and 
their respective interfaces. In the text below, italic text in brackets will indicate the 
interface name that is relevant for the mentioned interaction. In order to be discover-
able by a Discovery Coordinator, an Adapter Supplier registers itself with a scope of 
‘urn:CADC’ and a service type of ‘IAdapterSupplier’. After an adapter supplier is 
discovered, the Discovery Coordinator needs to retrieve the list of components pro-
vided by the adapter supplier (IAdapterSupplier), typically consisting of one Monitor 
and one or more Context Discovery Adapters. The Discovery Coordinator will 
download (using OSGi’s component downloading capabilities via http or file system) 
the components returned by the Adapter Supplier and start the Monitor by activating 
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the Monitor component. If the Monitor successfully detects the context discovery 
mechanism supported by the adapters, it will start the adapter(s) and indicate the 
availability of the context discovery mechanism to the Discovery Coordinator (IDis-
coveryCoordinator). The CACI framework will be notified of this since the started 
adapters provide a specific service, for which CACI has registered as a service lis-
tener. CACI will call the Context Discovery Adapters for performing Context Source 
Discovery (IDicoveryAdapter). The Monitor will keep checking the availability of its 
Context Discovery Mechanism. If it becomes unavailable, the Monitor will inform 
the Discovery Coordinator (IDiscoveryCoordinator) by deregistering and stopping 
the relevant adapters. Since stopping the adapters automatically means that the OSGi 
service they are offering disappears, CACI (as a service listener) will be notified of 
this event by the OSGi framework. Next to the Monitor, the Discovery Coordinator 
will continuously check for the availability of the Adapter Supplier via a straightfor-
ward heartbeat mechanism; essentially a dummy method call on the Adapter Supplier 
(IAdapterSupplier). If the supplier becomes unavailable, the coordinator will respond 
by stopping the Monitor belonging to the supplier that disappeared (IMonitor). 

 
Fig. 3. Time-sequence of a scenario of loading and unloading of a context discovery adapter. 

The following code snippets give interface definitions in pseudo-code of the 
different described components. These where already referred to in the text above. 
IAdapterSupplier 
String heartBeat(void) 
Adapter[] listAdapters(void) 
URL getAdapterReference(adapterID) 
 
IDiscoveryAdapter 
String getFriendlyName(void) 
[] discoverContextProducers(request) 
 
IMonitor 
String getFriendlyName(void) 
Long getComponentID(void) 
IDiscoveryCoordinator 
newMonitor(IMonitor) 
monitorGone(IMonitor) 
frameworkAvailable(IMonitor) 
frameworkGone(IMonitor) 
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Implementations of the Adapter and Monitor components were made for the CCS, 
CMS, [3], and SimuContext [14] context management frameworks. They are cur-
rently being evaluated. For supporting other discovery mechanisms than the ones 
already implemented for the prototype, new Monitors and Adapters have to be devel-
oped. Since a large part of the functionality of the Monitor is equal for every type of 
context discovery mechanism, a new one can be implemented by deriving from the 
reference monitor component and implementing the template parts for the specific 
needs of the targeted context discovery mechanism. The specific Context Discovery 
Adapters are less generic than the Monitor, and should at least implement the IDis-
coveryAdapter interface. The Discovery Coordinator and Adapter Supplier are ge-
neric and do not have to be (re-) implemented for new context discovery mechanisms, 
although the Adapter Supplier will have to be configured with the appropriate infor-
mation for the context discovery mechanism it has to support (i.e. URLs of monitor 
and adapters). 

6 Conclusions 

This paper discusses work in progress towards a context discovery and delivery inter-
operability mechanism. In this paper, we focus mainly on the interoperability of con-
text discovery mechanisms. By using the context discovery interoperability mecha-
nism, application developers are relieved from programming mechanisms in their 
application to interoperate with different context discovery mechanisms that can ap-
pear and disappear at arbitrary moments during the life-span of the application. The 
mechanism actively searches for context discovery mechanisms and when found adds 
them to the scope of the interoperability mechanism by downloading discovery adapt-
ers made available by the discovery mechanisms. Furthermore, it continuously moni-
tors the availability of discovery mechanisms and if one disappears, it removes the 
adapter from the interoperability mechanism. However, we acknowledge some as-
pects that are not addressed in this paper and which we consider possible future re-
search: 

� Interoperable context delivery: this paper focuses on the first step of the con-
text discovery and delivery process, namely context (source) discovery. After 
context discovery, the actual context has to be transferred from the context 
source to the application, which poses a similar interoperability issue. The 
chosen dynamic adapter-based approach is designed for both discovery and 
delivery of context. However, in this paper the approach is only detailed for 
interoperating context discovery mechanisms. Therefore, we plan to further 
extend this mechanism with context delivery interoperability. 

� Security: downloading ‘unknown’ code is considered a security risk. How-
ever, mechanisms exist to overcome this issue, such as code signing and fire-
walling [15]. 

� Semantic interoperability: in this paper, we focus on functional interoperabil-
ity. However, interoperating the different data models used by the context dis-
covery mechanisms is similarly important. Mechanisms exist to get semantic 
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interoperability, which could be used to extend the current mechanism (e.g. 
ontologies [16]). 
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Abstract. Based on our previous work on the conformance verification of ser-
vice compositions, in this paper we present a framework and associated tech-
niques to generate the process models of a service composition from a set of 
temporal business rules. Dedicated techniques including path-finding, branch 
structure introduction, and parallel structure introduction are used to semi-
automatically synthesize the process models from the semantics-equivalent Fi-
nite State Automata of the rules. These process models naturally satisfy the pre-
scribed behavioral constraints of the rules. With the domain knowledge en-
coded in the temporal business rules, an executable service composition pro-
gram, e.g. a BPEL program, can be further generated from the process models. 

1 Introduction 

The service-oriented computing paradigm, which is currently highlighted by Web 
services technologies and standards, provides an effective means of application ab-
straction, integration and reuse with its loosely-coupled architecture [1]. It prompts 
the use of self-describing and platform-independent services as the fundamental com-
putational elements to compose cross organizational business processes. Executable 
Service composition languages including BPEL [2] and BPMN [3] have been created 
as effective tools for developing applications in this paradigm. 

In the process of developing service-oriented applications, it is essential to ensure 
that the service composition being developed possesses the desired behavioral proper-
ties specified in the requirements. Unexpected application behaviors may not only 
lead to mission failure, but also may bring negative impact on all the participants of 
this process.  

One of the typical solutions to this problem is through verification: by formally 
specifying the behavioral properties and then applying the model checking technique 
to ensure the conformance of the application to these properties. A bunch of research 
works have been published on the verification of service compositions in BPEL 
BPEL [4, 5, 6]. We also have proposed a pattern based specification language 
PROPOLS and used it on verifying BPEL programs [7]. One of the significant fea-



tures of our approach is that PROPOLS is an intuitive, software practitioner accessi-
ble language that can be used by business experts to express temporal business rules. 

Synthesis is the process of generating one specification from another at an appro-
priate level of abstraction, while some properties of the source specification are kept 
in the target one. Comparing with verification, the synthesis approach gives further 
benefits to the developers: Except for ensuring the property conformance, part of the 
application design and programming work is done automatically. 

In this paper, we propose a synthesis framework and associated techniques to gen-
erate service composition process models from a set of PROPOLS temporal business 
rules. The PROPOLS rules prescribe the occurrences or sequence patterns of business 
activities in a business domain. The behavioral model of a set of rules can be 
achieved by translating each rule in the set into a semantics-equivalent Finite State 
Automaton and then composing them into another FSA with the logical operators 
defined upon FSA. A set of process models of the targeting service composition can 
be synthesized by analyzing the acyclic acceptable paths of the resulting FSA. Dedi-
cated techniques include path-finding, branch structure introduction, and parallel 
structure introduction. Because of the “looseness” of the temporal business rules 
specification, which means the specification is incomplete, some of the generated 
process models are either trivial or meaningless to the developer. At this time, the 
developer can introduce new pertinent business rules to get a more precise result of 
the process models. When a satisfactory process model is generated, it can be further 
transformed into a BPEL program by discovering reusable Web services based on the 
ontology information encoded in the business activities. In a word, our synthesis 
framework offers an “intuitive specification” and then “correct by auto-construction” 
solution bring benefits to either a novice or an expert software developers.  

The rest of the paper is organized as follows. Section 2 presents an overview of 
our synthesis framework. Section 3 explains the synthesis process and techniques in 
detail by an example from the e-business domain. Section 4 discusses the related 
work and we conclude the paper in Section 5. 

2 Overview of the Synthesis Framework 

Fig. 1 summarizes the main components of our synthesis framework. The shadowed 
ovals indicate the three major phases, specification, synthesis, and transformation, 
where iterations between specification and synthesis are usually necessary to get a 
precise process model.  

Ontology of 
Business 
Activities

1. Specification Temporal 
Business Rules

2. SynthesisProcess 
Models3.TransformationBPEL Program

Business 
Requirements/

Policies

 
Fig. 1. Overview of the Synthesis Framework. 
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The focus of this paper is on the synthesis phase. 

Specification 

Temporal business rules state the occurrence or sequencing orders between business 
activities prescribed by some business requirements or policies. Business activities 
represent reusable services in a business domain, either coarse-grain services exposed 
beyond organization boundary or fine-grain services extracted from function libraries. 
A taxonomy or ontology can be used to organize business activities for effective 
browsing and searching.  

We use PROPOLS [7] to specify temporal business rules. PROPOLS is a high-
level temporal constraints specification language. The main constructs of PROPOLS 
are property patterns [8, 9] abstracted from frequently used temporal logic formulas. 
A logical composition mechanism allows the combination of patterns to express com-
plex requirements. Below we briefly describe the key constructs and semantics of 
PROPOLS. 

PROPOLS has two main constructs: basic patterns and composite patterns. Fig. 2 
shows the form of basic patterns. The constructs on the left are temporal patterns and 
those on the right are scopes. A temporal pattern specifies what must occur and a 
scope specifies when the pattern must hold. The P, Q, R, and S in the figure denote 
events parameters (or business activities in this work) and n is a natural number.  

Every temporal pattern has the intuitive meaning by its name, e.g. “precedes” 
means precondition relationship, “leads to” means cause-effect relationship, “p is 
absent” means p can not occur, “p is universal” means only p can occur, and “exists” 
defines the occurrence time of an event. Scope “globally” refers to the whole execu-
tion period of an application. Scope “before S” refers to the portion before the first 
occurrence of S, and so on. 

Temporal Patterns    Scopes 
P precedes Q 
P leads to Q 
P is absent 
P is universal 

P exists[  n times] ⎥
⎦

⎤
⎢
⎣

⎡
leastat 
mostat 

 
⎪
⎭

⎪
⎬

⎫

 

×  ⎪

⎪
⎨

⎧

⎩
 

globally 
before S 
after R 
between R and S 
after R until S 

Fig. 2. Basic Patterns. 

Every basic pattern has a one-to-one relationship with a predefined FSA which 
precisely expresses its semantics. E.g. Fig. 3 illustrated the corresponding FSA of 
basic patterns “precedes”, “leads to”, and “exists” with “globally” scope, where the 
symbol O denotes any other events than the named events. Fig. 3(a) says that before P 
occurs, an occurrence of Q is not accepted. Fig. 3(b) says that if P has occurred, an 
occurrence of Q is necessary to drive the FSA to a final state. And Fig. 3(c) says that 
only the occurrence of P can make the FSA reach a final state. 
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(a) P precedes Q globally (b) P leads to Q globally (c) P exists globally 

Fig. 3. FSA Semantics of Basic Patterns. 

Composite patterns are constructed by the logical composition of basic patterns. 
The syntax of composite patterns in BNF is: 

 Pattern = basic pattern | composite pattern 
 Composite pattern = not Pattern | Pattern and Pattern | Pattern or Pattern | Pattern xor Pattern 

The semantics of composite patterns can be expressed by the logical composition 
defined upon FSA [10]. E.g. Fig 4 describes the logical composition between two 
basic patterns: “P1 exists globally” and “P2 exists globally”. The states are the Carte-
sian production of the two FSA and the final states are determined by the logical 
operator used. 

 
Fig. 4. FSA Semantics of Basic Patterns. 

Synthesis 
Fig. 5 describes the steps of synthesis. 

Temporal 
Business Rules

Temporal 
Business Rules

(group1)

Temporal 
Business Rules

(group2)

FSA
(group1)

FSA
(group2)

Acyclic 
Accepting Paths

(group1)

Process Model
grouping

Composition

Composition Acyclic 
Accepting Paths

(group2)

Pathfinding

Pathfinding

synthesis

adjusting

adjusting  
Fig. 5. Synthesis Process. 

The main purpose of grouping is to separate concerns. One grouping strategy is by 
the goals/sub-goals of the business activities involved. E.g. if a set of business activi-
ties is classified under “ProcessOrder” goal, then all the temporal rules defined upon 
these business activities are in one group. Grouping can reduce the number of tempo-
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ral rules that should be considered at a time, which reduces the complexity of the total 
synthesis process. 

Based on a group of temporal rules, we get the corresponding semantic-equivalent 
FSA of each rule and then compose them into one FSA based on the logical composi-
tion operators defined upon FSA [10]. Usually, the “and” operator is used because we 
want all the rules be satisfied, in this situation, the resulting FSA precisely describe 
the all-satisfying semantics of this group of rules. Every string in the accepting lan-
guage of the resulting FSA is a justified execution path of the related business activi-
ties, which conforms to all the rules in the group (Yu et al., 2006b). 

In fact Many accepting paths are infinite because of the loop in the resulting FSA. 
We just find all the acyclic accepting paths (AAPs in short), because a loop can’t 
introduce new final state to the path. 

Every AAP is a sequence of business activities satisfying the group of rules. If the 
generated AAPs can’t satisfy the user’s expectation, e.g. the number is too big or only 
contains trivial solutions, the user can refine his requirements by introducing addi-
tional temporal rules between business activities to get more precise AAPs. 

The last step is to synthesis all the generated AAPs into a process model. First the 
user should pick one AAP from each group and connect them manually. Then tech-
niques that automatically introduce branch and parallel structures will be used to 
generate a process model. Temporal rules defined between groups also will be used to 
check the validity of the process model. 
Transformation 
The resulting process model is transformed into the control flow constructs, e.g. “se-
quence”, “switch”, and “flow”, in BPEL. The ontology of business activities will be 
used to discover reusable Web services and transformed into the “invoke” action in 
BPEL. 

3 The Synthesis Process 

In this section we describe our synthesis method and techniques in detail by an exam-
ple. This example is adapted from a frequently appeared online purchasing scenario 
in the e-business domain. Our scenario accepts online orders and then processes them 
by the “Hard-Credit” business rule. To accept an order, this order must be checked 
for validity, the customer who places the order will receive either a confirmation or 
cancellation of the order based on the checking result. The purpose of the “Hard-
Credit” rule is to protect the benefits of both the customer and the business provider. 
This rule states that the customer MUST pay when the order is fulfilled, and the pay-
ment is made only after the customer has received the goods and invoice. A third-
party trustee, e.g. a bank, is necessary to implement this rule, first the customer de-
posit the payment to the bank, then the payment is transferred to the provider if the 
customer received the desired goods. 

Specification 
Fig. 6 shows the business activities solicited from the above-stated scenario and the 
temporal business rules defined upon them. Business activities and temporal rules are 
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classified by two sub-goals: “AcceptOrder” and “HardCreditRule”. Note that there is 
also one temporal rule, AH.1, defined between groups. 

OnlinePurchasing
AcceptOrder

PlaceOrder
CheckOrder
ConfirmOrder
CancelOrder

HardCreditRule
ConfirmDeposit
FulfilOrder

ConfirmPayment
IssueInvoice

A.1 PlaceOrder leadsto CheckOrder globally
A.2 CheckOrder precedes ConfirmOrder globally
A.3 CheckOrder precedes CancelOrder globally
A.4 (ConfirmOrder exists Globally) xor
       (CancelOrder exists Globally)

H.1 ConfirmDeposit precedes FulfilOrder globally
H.2 FulfilOrder precedes IssueInvoice globally
H.3 IssueInvoice precedes ConfirmPayment globally

AH.1 ConfirmOrder precedes FulfilOrder globally
 

Fig. 6. Business Activities of the Online Purchase Example. 

Fig. 7 shows the FSA generated by the and-composition of A.1~A.4 using the 
verification tool introduced in [7]. Every path from the initial state (0) to the final 
states (12 and 15) is a valid run that satisfies rule A.1 to rule A.4. 

 

0:CheckOrder 
1:CancelOrder 
2:ConfirmOrder 
3:ReceiveConfirm 
Deposit 
4:FulfilOrder 
5:ConfirmPayment 
6:IssueInvoice 
7:PlaceOrder 

Fig. 7. FSA Composed from A.1~A.4. 

Path-Finding 
The algorithm of finding all the acyclic paths in a FSA is described in Fig. 8. This is a 
variation of the Depth-First-Search algorithm [11]. The most significant modification 
is that a state can be visited N times if it has N non-loop input edges (is on N different 
non-loop paths starting with the initial state). For example, state 9 in Fig. 7 has 2 non-
loop input edges, so it will be visited 2 times when searching. 

  Global var: int counter, int[] order; 
  Procedure fsaAcyclicPath(FSA G) { 
     counter = 0; 
     order = new int[G.numberOfStates]; 
     for (int t = 0; t < G.numberOfStates; t++){ 
        order[t] = NotVisited;}          
  //search all the paths start with the initial state 
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        searchC(0); 
  } 
  Procedure searchC(int v) { 
     order[v] = Visited; 
     AdjacentList A = G.getAdjacentList(v); 
     for (Node t = A.begin(); !A.end(); t = A.next()){ 
         if (order[t.v] == NotVisited){ 
             addEdge2Tree(v,t); 
             searchC(t.v); 
  //mark the state as not-visited when move to a new path  
             order[t.v] = NotVisited;}}} 

Fig. 8. Algorithm for FSA Acyclic Path-Finding. 

Using the above path-finding algorithm to the FSA in Fig. 7, we can get all the 
acyclic paths starting from the initial state. Fig. 9 is an excerpt of the path-tree where 
the concentric circles are the final states. 

From the generated path-tree, we can totally get 8 AAPs: 1.(Place, Check, Can-
cel)1 , 2.(Place, Check, Confirm), 3.(Place, Check, Place, Cancel, Check), 4.(Place, 
Check, Place, Confirm, Check), 5.(Check, Place, Cancel, Check) , 6.(Check, Place, 
Confirm, Check) , 7.(Check, Cancel), 8.(Check, Confirm). Clearly not every AAP fits 
the user’s need. At this time, the user can add rules to get more precise AAPs. E.g. if 
one extra rule, “A.5 PlaceOrder precedes CheckOrder globally”, is introduced, the 
number of the above AAPs will be reduced to 4, only 1~4 are left. 

 

Fig. 9. Excerpt of the Path-Tree. 

Synthesis 
After all the satisfying AAPs are generated, the user can pick one AAP from each 
group and connect them manually to build the initial process model which only con-

                                                           
1 “PlaceOrder” is shorten as “Place” if no ambiguity is introduced. The same rule applied to 

other business activities. 
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tains sequence structures. Temporal rules defined between groups will be used to 
check the validity of such connections. 

A heuristic method is used to introduce branch structures into the initial process 
model: If a rule has the form like “P exists globally xor Q exist globally”, e.g. rule 
A.4, we introduce a branch between P and Q. The justification of this method is that 
the process model with the branch will be verified correct against the temporal rule. 

The introduction of parallel structures is based on interleaving assumption, which 
states that two events are concurrent if their occurring order does not change the con-
sequence (Milner, 1989). Based on this assumption, if we have two business activities 
P and Q, P next to Q in one AAP and Q next to P in another AAP, which means the 
occurring order of P and Q has nothing to do with the execution consequence, we are 
sure that P and Q can be put in a parallel structure. E.g. if we compose all the rules in 
Fig. 6, we can find that “ConfirmOrder” and ConfirmDeposit” can go in parallel. 

Using the above-stated methods and techniques, a possible synthesized process 
model is shown in Fig. 10. 

PlaceOrder CheckOrder ConfirmOrder

CancelOrder

ConfirmDeposit

FulfilOrder ConfirPaymentIssueInvoice

 

Fig. 10. A Possible Synthesized Process Model. 

4 Related Work 

A body of work has been reported on generating process models in the area of service 
oriented computing. Berardi et. al. use situation calculus to model the actions of Web 
services, and generate a tree of execution paths [13], they also use FSA to model the 
actions of individual services and then synthesis the service composition FSA [14]. In 
[15], Wu et. al. discuss how to synthesis Web service compositions based on DAML-
S using an AI planning system SHOP2. Duan et. al. synthesis a BPEL abstract proc-
ess from the precondition and post-condition of individual tasks [16]. Most of the 
above works are based on AI planning. One problem with AI planning synthesis is 
that planning focuses on generating a sequential path for conjunctive goals and does 
not consider generating process constructs like conditional branching and parallel 
execution. 

More generally, there are also some approaches on generating formal behavioral 
models from another formalism. E.g. Beeck et. al. use Semantic Linear-time Tempo-
ral Logic to synthesis state charts [17]. Uchitel et. al. use Message Sequence Charts to 
synthesis Finite Sequential Processes[18]. The most significant difference between 
our approach and theirs is that our process model is more close to the final program, 
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while their models are more abstract and suitable for reasoning the general properties 
of the system. 

5 Conclusion 

In this paper, we have presented a framework and associated techniques to semi-
automatically synthesis service composition process models from temporal business 
rules. This framework is supposed to give much help to common software practitio-
ners, the rule specification language PROPOLS is intuitive and works at the business 
level, a “correct” process model can be generated semi-automatically, which facili-
tates daily programming work and finally brings benefits to both the novice and the 
expert software developers. 

Currently, we are working on the transformation phase of the framework. In the 
future, we plan to integrate this framework with some graphical service composition 
editors, e.g. ActiveBPEL Designer [19]. 
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