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Foreword 

Enterprise Information Systems (EIS) like ERP-, CRM- and SCM-systems 
are pervasive in today’s organizations. EIS implementation projects ask 
for major financial investments of organizations. They impact many 
processes and employees of an organization and require significant 
organizational change. EIS are not only a pervasive phenomenon from a 
financial point of view, but they also embed a high level of complexity 
from a technical, an organizational and from a business perspective. As a 
consequence many heterogeneous managerial competences are required. 

The MEIS workshop addresses the approaches, methods and 
techniques applied in order to analyze and manage Enterprise Information 
System. Areas of interest to this workshop included: Governance of EIS, 
Project management, Human and organizational factors, Critical success 
factors (CSF) and critical failure factors (CFF), Change management, 
Implementation characteristics in SMEs, Implementation scenarios; Risk 
analysis and management, IT service specification, ITIL applications, 
Service level agreements, Power and politics in EIS implementations, 
Maturity levels of EIS implementation, EIS maintenance and post-
implementation issues, Case studies on successful & failed 
implementations, Role of the IS function during implementation, Business 
process management, Methodological aspects of EIS research, Innovative 
approaches to EIS management. 

Collaborative business processes play a dominant role in enterprise 
information systems. In general process enforcement technologies are 
considered as one of the key success stories in providing process control 
and monitoring functions, and addressing complex integration 
requirements in enterprise systems. However, in current practice, process 
management often spans organizational and infrastructure boundaries. 
This is typically the outcome of business activity sharing, outsourcing, and 
trading partner collaborations. The resultant collaborative business 
processes pose a new set of challenges and warrant targeted attention 
from research and industry.  

The intention of this workshop was to provide a forum wherein 
challenges in modeling and deployment of collaborative business 
processes can be debated. Areas of interest to this workshop included: 
Technologies for modeling and analysis of collaborative processes, E-
service coordination and composition models, Cross-organizational 
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process management, Event driven process management, Adaptive 
process management 

Context-aware collaborative processes, Ontological aspects of 
collaborative processes, Knowledge management in collaborative 
processes, Middleware for collaborative process management, 
Architectures and implementations for collaborative processes, EAI and 
B2B technologies, Usability and technology adoption of BPM solutions, 
Business Process Scenarios: Description, Analysis, Classification. 

We would like to acknowledge the support of the respective workshop 
program committees in the paper review process. We also thank Olivier 
Camp and Slimane Hammoudi as general workshops chairs. Finally, we 
would like to acknowledge the support of the ICEIS organization, in 
particular Vitor Pedrosa for the help in workshop organization and 
preparation of the workshop proceedings. We hope you will find the 
papers in this volume interesting and stimulating.  
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Binary Collaboration Models related to Manual Activities 

Giorgio Bruno 

Dip. Automatica e Informatica, Politecnico di Torino, Torino, Italy  
giorgio.bruno@polito.it 

Abstract. The operational implications of manual activities in business proc-
esses lead to an interesting case study on binary collaborations in which situa-
tions of clashing interactions appear. This paper analyzes three situations in-
volving manual activities and proposes three collaboration patterns to deal with 
them. These patterns are presented by means of a notation based on colored 
Petri nets in which most transitions are related to interactions. A solution to the 
problem of clashing interactions is illustrated as well. 

1 Introduction 

Collaboration models are meant to specify how a number of participants have to in-
teract in order to achieve a common goal. Binary collaboration models are concerned 
with the interactions taking place between two participants and they can be the start-
ing point for building multi-party collaboration models, as discussed in [1].  

Various approaches and notations have been proposed, but they basically fall into 
two categories: 1) a collaboration model can be presented from the point of view of 
one participant (the point of view of the other participant being complementary), and 
hence it is made up of communication actions (i.e. sending actions and receiving 
ones); 2) or it can be formalized from a neutral perspective based on interactions. An 
interaction is a kind of abstract entity as in reality it encompasses a sending action on 
one side and a receiving action on the other side. Behavioral interfaces [2] belong to 
the first category, while UMM [3] and WS-CDL [4] fall in the second one. 

In both cases a collaboration models consists of a number of communication enti-
ties (communication actions or interactions) placed in a suitable control structure. For 
this reason, in principle, the structure of collaboration models is similar to that of 
business processes and the results, such as the workflow patterns [5], obtained from 
the study of the latter can be applied to the former as well.  

This paper analyzes the collaboration taking place between two major components 
of a process-driven information system, i.e. the Process Manager (PM) and the Task 
Manager (TM). A process-driven information system, also referred to as a PAIS 
(Process-Aware Information System [6]), is basically an information system equipped 
with business processes, which specify the order in which manual activities and auto-
matic ones have to be performed. Business processes are formal descriptions to be 
interpreted by PM which, in fact, orchestrates their execution by calling the services 
of the underlying information system (for the automatic activities) and by interacting 
with TM for the manual activities. TM is in charge of mapping the manual activities, 



 

as seen by PM, to actual tasks, as seen by the users, and of notifying PM of the results 
provided by such tasks.  

This paper analyzes three situations involving manual activities, from the point of 
view of the collaboration between PM and TM, and proposes three collaboration 
patterns addressing these situations. Such patterns are presented by means of a nota-
tion based on colored Petri nets [7], in which most transitions are related to interac-
tions.  

These patterns show circumstances in which two or more transitions are enabled 
and they refer to interactions in opposite directions; this means that the participants 
may take different paths and, as a consequence, they will produce clashing interac-
tions. This paper presents an approach, based on priorities, which enables the partici-
pants to reconcile. 

The organization of this paper is as follows: section 2 introduces the notation used 
for collaboration models and explains how to deal with clashing interactions; section 
3 presents the collaboration patterns between PM and TM; section 4 makes a com-
parison with related work; section 5 presents the conclusion. 

2 Modeling Binary Collaborations 

This section introduces the notation used in this paper to represent binary collabora-
tions. 

A binary collaboration takes place between two participants (i.e. two business 
processes), which are abstractly referred to as the left participant (LP) and the right 
one (RP). The reason for these terms is that binary collaborations are usually exempli-
fied by means of UML sequence diagrams having exactly two roles, one on the left 
and the other on the right.  

The notation is based on a special kind of colored Petri nets [7], called i-nets, as 
shown in the examples presented in Figure 1. Transitions fall into two categories: 
regular transitions and interaction-oriented ones. In Figure 1, only interaction-
oriented transitions appear. Interactions can be one-way or two-ways, although only 
the first category appears in this paper. A one-way interaction indicates the name of 
the message and its direction. For example, transition t1 contains interaction a fol-
lowed by a right arrow ( ): this indicates that the interaction is initiated by LP, 
which sends message a to RP. The left arrow ( ) indicates that the interaction is 
initiated by RP. The description of messages is omitted for the sake of simplicity. The 
initial node is connected to the first transition.  

Binary collaboration models can be interpreted as abstract behavioral models of 
the participants as far as the interactions are concerned. In fact, in the model shown in 
Figure 1.a, LP is assumed to send a and then wait for either b or c, while RP is as-
sumed to receive a and then send either b or c. Therefore LP makes the first move (by 
sending a) and RP makes the second one (by sending b or c). Both participants follow 
the same path in the net and take the lead in turn.  
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Fig. 1. Examples of collaboration models. 

There are situations, however, in which the participants may take different paths at a 
fork and, as a consequence, they will produce clashing interactions. 

A fork is a situation (more specifically, a marking in the net) in which two or 
more transitions are enabled. If they refer to interactions in the same direction (such 
as t2 and t3 in Figure 1.a), all of them are initiated by the same participant: this par-
ticipant makes the choice, and the other one follows. 

On the contrary, if there are two or more transitions enabled and they refer to in-
teractions in different directions (such as t2 and t3 in Figure 1.b), both participants 
may initiate an interaction at the same time, thus taking different paths.  

A way of reconciling the participants is needed; this is based on the priorities 
given to the clashing transitions, as discussed with the help of Figure 1.b. From place 
p1, the two participants may follow different paths: RP may decide to send b at the 
same time as LP is sending c.  

The clash can be detected in several ways: for example, if each message is fol-
lowed by an ack from the receiver, the clash is detected by RP, if it receives c instead 
of ack(b) after sending b, and by LP, if it receives b instead of ack(c) after sending c. 
If the priority is given to message b, as shown by means of annotation “t2 > t3”, the 
right path is the one taken by RP, so LP is to abandon its path and accept interaction 
b. In this example, RP turns out to be the winner, while LP is the loser.  

As to message c, which has actually been sent by LP and received by RP, there 
are two ways of handling it: it can be accepted anyway or it can be rejected. In the 
first case, RP is meant to process message c, while in the second case, RP will ignore 
message c and LP will undo the actions related to the production of c. The first be-
havior is the standard one; the second behavior is indicated by a “-” following the 
lower-priority transition. Therefore if the annotation in Figure 1.b were “t2 > t3-”, 
message c, in case of clash, would be completely ignored.  

The annotation must establish the priorities for all the clashing transitions in the 
net. 
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A particular function of colored tokens in i-nets is to manage the correlations 
among the messages, as follows. A collaboration model, such as the one in Figure 1.a, 
exists in several instances, in the sense that several collaborations of that kind can 
take place simultaneously between the same pair of parties. For example, at a given 
instant, party A has sent a number of messages a to party B, while no message b has 
been sent yet; this means that several transitions t1 have been performed and several 
tokens are in place p1. When party B replies with a message b, which a is this b a 
reply to? 

The solution adopted in i-nets is based on correlation values carried with the mes-
sages. When a transition receives a message, it reads the correlation value from the 
message and sets the correlation attributes in the outgoing tokens. Therefore, when 
transition t1 receives a message a, it delivers a token to place p1 having its correlation 
attribute equal to the value read from message a. When transition t2 receives a mes-
sage b, it matches the message with the proper input token on the basis of the correla-
tion value of b and the correlation attributes of the tokens in p1, and removes that 
token from p1. 

The standard color is called CC (correlation color): it has no additional attributes 
and is omitted from the models for the sake of simplicity. 

3 Collaboration Patterns 

A business process is a collection of interrelated activities which fall into three major 
categories: manual activities, automatic activities and control-flow ones.  

A manual activity is carried out by a specific (human) user with the help of a suit-
able GUI (graphical user interface). The “task” term is often used to denote a manual 
activity as perceived by the user in charge of it. A task encompasses all the low-level 
interactions a user has to carry out through the GUI (e.g. entering textual information, 
selecting items from lists, giving commands) in order to achieve a particular purpose, 
such as placing an order.  

Automatic activities are carried out without human intervention. Control-flow ac-
tivities are special automatic activities which control the flow of action; decision 
nodes, merge nodes, fork nodes and join ones are common examples. 

There are several notations and XML-based languages addressing business proc-
esses: the former include BPMN [8], while the latter include XPDL [9].  

In traditional information systems (i.e. those in which processes are not explicitly 
defined) a user can select the task to carry out through a menu showing all the possi-
ble tasks compatible with his/her role. In a process-driven information system, there 
is a new category of tasks, called process-driven tasks, corresponding to the manual 
activities defined in the business processes. Such tasks are usually presented to the 
user in a list, called to-do list showing the name of the task as well as some specific 
information.  

From a logical point of view, three major software components are involved in the 
operation of a process-driven information system: the Process Manager (PM), the 
Task Manager (TM) and the Enterprise Information System (EIS). PM interprets the 
business processes (e.g. their XML representations) and orchestrates them by interact-
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ing with TM and EIS. EIS is a conceptual entity encompassing all the software com-
ponents needed to operate on the underlying business objects. In order to perform an 
automatic activity, PM requests a service of EIS, since a business process has limited 
processing capabilities. When a manual activity has to be carried out, PM requires a 
service of TM, so as to include the task description in the performer’s to-do list.  

Manual activities indicate the rule for selecting the performer (i.e. the user ap-
pointed to fulfil the task). In most cases, the performer is selected among the users 
playing a certain role, often on the basis of a load-balancing criterion. However, there 
are situations in which the selection depends on the information flow: for example, 
the performer of task “accept order” is the account manager of the client organization 
that issued the order to be examined. The resource patterns presented in [10] provide 
a number of techniques for the selection of the performer. 

This section analyzes three situations involving manual activities, from the point 
of view of the collaboration between PM and TM, and proposes three collaboration 
patterns addressing these situations.   

In the models below, PM is the left participant and TM the right one. 

Pattern SASR (Single Activity – Single Result) 
This is the most frequent case, in which a manual activity corresponds to a single 
task. For example, activity “accept order” brings about a task for a single performer 
(i.e. the account manager of the client organization that issued the order).  
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Fig. 2. Collaboration pattern SASR. 

Two models are shown in Figure 2, the first is the basic one, and the second exhibits 
clashing transitions due to cancellation message c. 

In the first model, shown in Figure 2.a, PM starts the collaboration by sending 
message pa (perform activity), then waits for either message ap (activity performed) 
or message anp (activity not performed) to come.  

The parameters of message pa include: the name of the task, the performer, the 
business objects to be acted on, and the deadline. The parameters of the other mes-
sages are omitted for the sake of simplicity. The meaning of message ap is that the 
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activity required has been successfully performed and a result has been produced: the 
information on the result is returned in the message. Message anp returns the reason 
why the task has not been performed (e.g. deadline elapsed or user’s refusal). 

In the second model, shown in Figure 2.b, PM can send cancellation message c so 
as to make TM cancel the task, and TM replies with message cd (cancellation done). 
However TM may be sending message ap (or message anp) at the same time as PM is 
sending message c, so a clash may happen. In this case, as the annotation gives prior-
ity to messages ap and anp, the cancellation message is ignored and the collaboration 
ends normally. 

Pattern SAMR (Single Activity – Multiple Results) 
As an example, manual activity “review paper” is meant to make a conference paper 
reviewed by a number of reviewers (those associated with the paper). TM will pro-
duce several actual tasks, one for each reviewer involved, and will notify PM of each 
review produced. 
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t2 t3
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t1

t4
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Fig. 3. Collaboration pattern SAMR. 

The model presented in Figure 3 shows that the collaboration is started by message 
pa* (perform activity with multiple results) and is normally followed by a number of 
messages dr (deliver result) and one final message a*p (activity performed). How-
ever, at any time, PM can decide to cancel the whole activity or only the remaining 
tasks (if it does not want to receive any more results): in the first case it will send 
message c, in the second case message ta (terminate activity). On the basis of the 
priorities presented in Figure 3, if a clash occurs between message dr and messages c 
or ta, dr is accepted by PM, but TM follows the path chosen by PM and replies with 
message cd; on the other hand, if a clash occurs between message a*p and messages c 
or ta, message a*p prevails and the collaboration ends normally. 
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Pattern AASR (Alternative Activities – Single Result) 

This pattern addresses situations in which several activities are possible, but as soon 
as one is started, the others are disabled. For example, if the activity of charging an 
expense, such as a travel expense, to a project is being performed, the activity of 
closing the project has to be disabled and vice versa. Such situations are also known 
as deferred choices [5]. 
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Fig. 4. Collaboration pattern AASR. 

The collaboration is started by message paa (perform alternative activities) and is 
followed by a number of messages pa, one for each alternative activity. Places p1 and 
p2 are colored and color I includes an integer value counting the number of messages 
pa to be transmitted. Transitions t3 and t4 are regular transitions and the inscriptions 
on their arcs are omitted. The subnet originating from place p3 is similar to the one 
originating from place p1 in Figure 2 and therefore they have similar interpretations. 

4 Comparison with related Work 

Collaborations are based on interactions (either one-way interactions or two-way 
ones). The RosettaNet consortium [11] provides a rich catalog of (business) interac-
tions including the specification of the business documents to be exchanged and of 
the quality of service requirements. 

Collaboration models include control-flow elements, besides the interactions. The 
UMM [3] modeling methodology represent collaboration models, called business 
collaboration protocols, as UML activity diagrams and provides four control-flow 
elements: decision, merge, fork and join. Well known XML representations based on 
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interactions are the Business Process Specification Schema (BPSS) [12] and WS-
CDL [4]. 

A recent notation, “Let’s Dance” [13], proposes an original control-flow structure 
based on three binary relationships, called precedence, weak precedence and inhibi-
tion. 

None of the above mentioned notations and languages tackles the issue of clashing 
interactions. 

The Language Action perspective [14] criticizes the interactions, as conceived by 
the above mentioned notations and languages, for being too rigid and adds a conver-
sational structure enabling the parties to communicate in search of mutual agreement. 
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Fig.5. A conversational model based on i-nets. 

The “conversation for action” approach [15], based on speech act theory [16], repre-
sents a conversation as a state model between two roles, referred to as the requester 
and the provider.  

An example of conversational state model is shown in Figure 5 with i-nets.  
The requester initially sends a request for quote (rfq) and then the provider may 

decline, or reply with a quote or request a clarification (pc). In the last case, the re-
quester can provide a new rfq or terminate the conversation (cancel); the new rfq is 
assumed to contain the reply to the clarification request. After receiving a quote, the 
requester can acknowledge it (ack), or request a clarification (rc); in the latter case, 
the provider may send a new quote or decline; the new quote is assumed to contain 
the reply to the clarification request. Before receiving the first quote, the requester 
may terminate the conversation (cancel), and this implies a situation of clashing inter-
actions as shown in Figure 5.  

The annotation gives priority to message cancel which prevails over messages pc 
and decline in case of a clash. 
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5 Conclusion 

This paper has presented a notation (i-nets) based on colored Petri nets in order to 
cope with the collaboration needed between two major components of a process-
driven information system, i.e. the Process Manager (PM) and the Task Manager 
(TM).  

Three collaboration patterns, related to the implementation of manual activities, 
have been presented. These patterns show circumstances in which two or more transi-
tions are enabled and they refer to interactions in opposite directions; this means that 
the participants may take different paths and, as a consequence, they will produce 
clashing interactions. This paper has presented an approach, based on priorities, 
which enables the participants to reconcile. 

Current work is being devoted to taking advantage of the expressive power of i-
nets in order to extend the interactions presented in this paper with conversational 
features, on the basis of the Language Action perspective.  
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Abstract. Processes consist of actions, participants, object and rules, known as 
elements. In a process, these elements are inter-woven together to achieve de-
sired business goals. When managing process evolutions and changes, it is im-
perative to understand constraints, associations and dependencies (CAD) 
among process elements. Use of high-level graphical model that encapsulate 
CAD among process elements, as given in [1], is limited in practice. Therefore, 
here we present formalism, to model CAD among process elements. This for-
malism is based on constraint modeling algebra named Kleene Algebra with 
Tests (KAT) [2]. This paper gives a set of definitions to capture CAD among 
process elements based on KAT. These definitions are used to create a single 
compact KAT expression that captures all possible CAD among process ele-
ments. The holistic and cohesive nature in capturing CAD among process ele-
ments and deploying KAT to model them into a single expression are the 
unique contributions of this research. 

1 Introduction and Background 

Business processes evolve and change to cater diverse needs. When processes are 
automated, changes and evolutions need to be reflected in the automated systems 
(workflows [3]). Changing a process means changing process elements - actions, 
participants, object and rules. In a process, these elements do not exist in isolation. 
To satisfy various business goals, elements are inter-woven and linked. Thus, making 
a change (modifying, adding or removing) one element may result in propagating 
impact on other elements. Therefore, it is important to have a mechanism to capture 
various constraints, associations and dependencies (CAD) among process elements. 

In this research, the focus is on exploring a formalism to capture CAD among 
process elements. This work is presented as part of the solution of evolution meta-
model, which  support the effective management process evolution in web-based 
workflows systems (WWS) [4]. In this work, process evolution is discussed in rela-
tion to the framework of process automation [4]. Based on this framework, previously 
we developed a graphical CAD model among process elements [1]. The work pre-
sented in this paper, extends our previous work by proposing a formalism to capture 
CAD among process elements.  



The issue of reflecting process evolutions and changes in WWS is possibility of 
making errors and inconsistencies, in implemented systems. The reasons for this are 
twofold. First is the flexibility of the implementation of WWS. Second is the under-
stating and cohesive capturing CAD among process elements.  

There are various process modeling tools such as Petri-nets [6], UML activity dia-
grams [7] and Event-driven Process Chains (EPC) [8]. However, most of these mod-
eling tools are geared to capture process for automation. Thus fails to capture some of 
the CAD among process elements such as actions and data object [9, 10]. Apart form 
Petri-nets, other modeling tools are not equipped to model constraints adequately. 
Therefore, main purpose of this work is to find constraint modeling formalism, which 
facilitates encapsulating CAD among process elements. Most importantly, such 
mechanism should capture CAD among process elements, in a complete and cohesive 
manner. Further, the possibility of presenting the process and associated CAD into a 
single expression is preferred. Then this expression can be analyzed to understand the 
impact of one element change to the rest of the process. 

The rest of the paper is organized as follows. In section 2, we briefly recapture the 
CAD model of process elements previously presented in [1]. In section 3, formalisms 
are explored to find a suitable constraint modeling language, which leads to the intro-
duction Kleene Algebra (KA) and Kleene Algebra with Tests (KAT) [2]. Section 4 
introduces a series of definitions based on KAT, to model CAD among process ele-
ments. In section 5, the use of of KAT expressions to find impact of process evolu-
tions is discussed. The section 6 identifies the significance of the work compared to 
previous similar work. In conclusion, section 7 highlights possible future research 
directions, arising from this work. 

2 CAD Among Process Elements 

The CAD among process elements have two facets; i) types of associations and ii) 
constraints and conditions that affect the associations [1]. These are summarized 
below and drawn upon from previous landmark research such as [11-19].  

Types of Associations among Process elements are; i) among actions (A,A) –
sequential, parallel, conditional split, simple merge, multi merge, compensation and 
skip. ii) between actions and participants (A,P) –obligation, permission and forbid-
dance. iii) between actions and data object (A,D) –visibility, interaction and routing. 
iv) among data object elements (D,D) – integrity and computational relationships. 

Constraints and conditions imposed on the associations among process elements 
are; i) on the associations among actions C(A,A) –work item failures, deadline expiry,  
external trigger, constraints violation, time constraints and external events. ii) on the 
associations between actions and participants C(A,P)- location, experience, expertise 
or skills, availability, workload and level of the organization structure, same or dif-
ferent sub structure,  interpersonal relationships and reporting or delegation authori-
ties and history. and iii) on the associations between actions and data object C(A,D) - 
personalization or ownership of information and specialization or extensions. 
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3 Kleene Algebra with Tests (KAT) 

As mentioned previously the requirement is to find a formalism that allows capturing, 
CAD among elements into a single and analytical expression. Therefore, below we 
have analyzed to suitability of some of the prominent process modeling formalisms.  

There are various formal methods used for process modeling purposes, for exam-
ple Process Algebra [20, 21] and Petri-Nets[22, 6]. While, use of Petri-nets for proc-
ess modeling is advocated, the inability to link to or refer to process data is consid-
ered to be one of the disadvantages of Petri nets [9]. In addition, Petri-nets alone do 
not provide an algebraic structure that allows capturing CAD among process elements 
into a single and analytical expression. The combination of Petri Nets with Process 
Algebra, named to be Petri Nets Calculus (or Petri Box Calculus – PBC) attempts to 
bring together the advantages both of Petri Nets and Process Algebra [23, 24]. How-
ever, the PBC does not provide a mechanism to capture the negation of a constraint, 
which is applicable with the constraints identified above. On the other hand, the use 
of Kleene Algebra (KA) and Kleene Algebra with Tests (KAT) [2] is promoted for 
constraint based program modeling [25] and other application modeling purposes 
[26]. Thus, here we experiment the use of KAT to model CAD among process ele-
ments.  

The axioms KA and KAT as they are presented below. KA is an algebraic struc-
ture (K, +, · , * , 0 , 1) that satisfies the following axioms [2]; 

 + and · operators are associative  a + (b + c) = (a + b) + c and a(bc) = (ab)c 
for all a, b, c in K 

 + is commutative  a + b = b + a for all a, b in K 
 + and · are distributive  a(b + c) = (ab) + (ac) and (b + c)a = (ba) + (ca) for all 

a, b, c in K 
 for + and · there exists an element 0 in K such that for all a in K: a + 0 = 0 + a = 

a and a0 = 0a = 0  
 for + and · there exists an element 1 in K such that for all a in K: a1 = 1a = a 
 for * there exists an elements 1 and a in K such 1+aa* = a and 1+ a*a = a. In 

other words * behaves like the Kleene Star operator in formal language theory. 
KAT is a two-sorted algebraic structure (B, K, +, · , * , 0 , 1, ¬), where B is a sub-

set in K and ¬ is a unary operator, similar to negation, defined only on B such that (K, 
+, · , * , 0 , 1) is a Kleene algebra and (B, +, · , ¬, 0 , 1) is a Boolean algebra [2].  

Process actions are an integral part of a process. There are special characteristics 
associated with process actions. For example, actions cannot be negative as compared 
to conditions, in which the negation is valid. Also there is the possibility of certain 
actions to be repeated [14]. The Kleene star operator * allows this iteration to be 
modeled in combination with a guard condition to control the merging of parallel 
branches. In KA dot operator is not commutative (only + is), thus could be used to 
support two actions (say a1 and a2) in sequence. This is written as a1a2 since a1a2 ≠ 
a2a1 according to KA axioms. Usually ‘dot’ operator is omitted in KAT expressions. 

Looking at these characteristics, we define the following to present actions. 
Definition 1: Process actions A {a1, a2, …, ax} is a subset of K with an algebraic 

structure (K, A, +, · , * , 0 , 1) that satisfy the axioms of KA (defined above).  
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Usually a constraint is represented as a condition [26]. In conditions, it should be 
possible to represent the negation. Thus the subset B of K, which is a defined to be a 
Boolean algebra with the algebraic constructs (B, +, · , ¬, 0 , 1) can be utilized to 
define these different constraints on the association among process elements. There-
fore, the definition below presents a mechanism to indicate constraints;   

Definition 2: Constraints and conditions C {c1, c2, …, cy} is a subset of B with an 
algebraic structure (B, C, +, · , ¬, 0 , 1) that satisfy the axioms of KA (defined be-
fore).  

For this point onwards to denote actions and constraints, we use notations intro-
duced in definitions 1 and 2.  

Let us consider an example to demonstrate the use of KAT in representing process 
flow and various associations among process elements. Consider a typical course 
creation example in a university environment, in which a course is proposed to be 
offered (refer figure 1). In such a process, various academics would need to get in-
volved in filling in various types of data. This data would include basic course infor-
mation, information about subjects offered in this particular course, business case 
details (to assess the financial viability of the course) and marketing information (in 
order to publicize the course among potential students).  In addition, various types of 
checking, assessing and approval would be required. The figure 1 gives an illustration 
of the process described above. 

We have deliberately not used a specific standard modeling technique such as 
UML, Petri nets or EPC to represent the example process in figure 1. The rationale 
for this is to demonstrate the applicability of the KAT expressions to any process 
irrespective of the modeling technique used.  

 
Fig. 1. Example of a course creations and approval process. 

The notations are simple and denote the following; boxes represent actions, the 
role name below the box shows participants who perform the action. Arrow and dia-
mond shape respectively denote process flow and condition.  

Actions related to figure 1, are defined in table 1 according to our Definition 1. 

Table 1. Actions identified according to example in figure 2. 

a0  Initiate a course proposal 
a1  Appoint an academic as the project manager  
a2  Enter basic course details  
a3  Enter Subject details 
a4  Comment on Subject content  

a5  Create the full course proposal  
a6  Enter business case details 
a7   Enter course marketing details  
a8  Assess the full course proposal  
a9  Committee Approval for the course  
a10  College Approval for the Course 
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First, we show the method to embed elements from K and B in a single expres-
sion. The definition below represents performing an action under a guard condition.  

Definition 3: If ax represents an action and cm denotes a constraint the expression 
cmax indicates that ax can be performed iff the cm constraint is satisfied. 

Next, more definitions are built on the foundation of Definitions 1 to 3 above.  

4 KAT to Capture CAD among Process Elements 

The definitions 4-7 below, demonstrate mechanisms to capture, various types of asso-
ciations that exist among process actions, identified as (A, A) in section 2.  

The definition below represents the sequential representation between two actions 
Definition 4: The sequential association between two action ax follows ay is repre-
sented as axay ; denoting that action ay can take place after ax is completed. 

The following definition shows the conditional split between two actions. 
Definition 5: The conditional choice between two-action ax or ay is represented as ax + 
ay. This denotes either action ax OR ax can be performed 

The parallelism between two actions and multi merge is as follows.  
Definition 6: The parallelism between two action ax follows ay is represented as (cm 
(ax + ay))*. In this cm presents the merging condition.  

With the special element 1 є K skipping of a certain action is denoted as follows; 
Definition 7: The construct to denote that action ax can be performed optionally is 
written as; (ax + 1). This means that either action ax can be performed or skipped as 
required.   

Based on the definitions 4 to 7 we will write the basic process model in KAT of 
the above example in figure 1 (KAT expression 1).  Note in this, the composite con-
straints are denoted using C1 to C14. These guard conditions are progressively ex-
panded according to a new definitions introduced below. 

Due to space limitations the rest of the types of associations among process ele-
ments and constraints on these associations are presented in the definitions 8-20, in 
the table 2 below. The table also exemplifies the usage of this definition in relation to 
the example given in figure 1. 

 
The notations c1 to c32 captures CAD among process elements in relation to the ex-

ample in figure 1. In table 3, we demonstrate how these notations are used to create 
composite conditions C1 to C14, which were identified in the KAT Expression 1. 

 

KAT Expression 1 

(C1a0) (C2a1)(C3a2 ) C4(C5a3)*(C6(C7a4)*+1) (C8a5) (C9(C10a6 + C11a7)) * (C12a8) 
(C13a9 + C14a10) 
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Table 2. More KAT definitions for CAD of process elements and examples from figure 1. 
Type 

of 
CAD 

KAT based Definitions CAD among process elements identified in 
relation to example in figure 1 

(A, P) 

Definition 8: cn  P do (role, action)  
Definition 9: cn  O do (role, action)  
Definition 10: cn  F do (role, action)  
 

c1  P do (head of school, a0) 
c2  O do (head of school, a1) 
c3  O do (project manager, a2) 
c4  O do (expert academic, a3) 
c5  P do (academic, a4) 
c6  O do (project manager, a5) 
c7  O do (business case expert, a6) 
c8  O do (academic, a7) 
c9  O do (head of school, a8) 
c10  P do (dean, a9) 
c11  P do (course approval committee, a9) 

(A, D) 

Definition 11: cn  V ((data => {name 
=>(reference), location => (database.table.attribute  | 
folder.document | database.table | class.object), 
display=> (view| edit| hidden),  format => ( textf | 
texta| selection |check box |radio | label | report| 
default)}), action) 
Definition 12: cm I  ((data {reference1, reference2,  
…}), action x, action y) 
Definition 13: cm  RC (variable =>{reference}, 
operator =>{eq| gt| lt| el| eg},  value=> {any| 1|0| true| 
false| yes | no}) 

c12 V((data=>{name=>{basic course details}, location => 
{course_approval.basic_course}, display=> {view}, for-
mat=>{report }, name=>{ responsibility }, location=> 
{course_approval.staff_detail}, display=> {edit}, format 
=>{selection}), a1) 
Similar to above constraint notation c12, assume that there are 
constraints c13 to c2`, showing the visibility constraints for actions 
a2 to a9 respectively. 
c22  I((data{number of subjects, subject names=>{}, key 
area=>{}), a2 , a3 ) 
c23  I ((data{first offering year}), a1 , a2 ) 
c24  RC (condition (variable =>{offshore }, operator =>{eq},  
value=> {1})) 
c25  RC (condition (variable =>{ number of loops }, operator 
=>{eq},  value=> {number of subjects})) 

(D, D) Definition 14: cm  IC (subject component => 
{reference}, related components => { reference1, 
reference2 , ...}, connector => {reference, reference, 
..}, type of link => {foreign key | hyperlink | docu-
ment link })  
Definition 15: cm  CC (subject component => 
{reference}, related components => { reference1, 
reference2 , ...}, type of computation=> {summation | 
average | other formula })  

c26  IC (subject component => { basic course details }, related 
components => { subject information }, connector => 
{course_name, course_code}, type of link => { foreign key }) 
c27  CC (subject component => { basic course information 
.number of subjects }, related components => { subject informa-
tion }, type of computation=> {summation of number of sub-
jects}) 
c28  CC (subject component => { business case. Total cost }, 
related components => { staff costs, overheads, other costs, tax, 
levy  }, type of computation=> {summation }) 

C(A,A) Definition 16: cm  TC (time reference => {abso-
lute | relative}, start time => {seconds: minutes: 
hour: day: month: year| relative time}, end time  => { 
seconds: minutes: hour: day: month: year | time 
period}) 
Definition 17: cm  XC (entity => {reference}, 
trigger => {reference})  

This example does not contain any constraints under 
these definitions 

C(A,P) Definition 18: cm  PC (role, characteristic (factor 
=> {location| experience| expertise| skills| availabil-
ity| workload| level}, operator => {eq| gt| lt| el| eg | in 
| not in | yes | no | is | is not}, value =>{ figure}))  
Definition 19: cm  PC (role 1, role 2, (characteris-
tic (factor => {department| organizational unit| level | 
personal relationships| delegate | report}, correlation 
=> {same | different | yes | no | higher | lower}))  

c29 PC(academic, characteristic (factor => {skill}, operator=> 
{in}, value => {subject_details.key_area} ))  
c30 PC(academic, characteristic (factor => { experience }, 
operator=>{in},value=>{ business case }))  
c31  PC (academic, head of school, (characteristic (factor => 
{organizational unit }, correlation => {same})) 
c32  PC (academic, dean, (characteristic (factor => { organiza-
tional unit }, correlation => {same})) 

C(A,D) Definition 20: cm  OC (characteristic => 
{ownership | specialization}, (identification => 
(object  => {attribute reference}, specific value => 
{identification of the individual | specialization 
details })))  

This example does not contain any constraints under 
these definitions 

18



Table 3. Guard conditions of KAT Expression 1 according to the definitions given in Table 2. 

Composite 
guard element Description According to the Dependencies Related to Example in Figure 2. 

C1 = c1 Head of school is permitted to perform the subsequent action 

C2 = c2c12 
Head of school is obliged to perform the subsequent action AND use the action 
interface definition referred by c12 

C3 = (c23) 
(c3c31c13) 

Academic appointed as the project manager in the same school as the head of school 
is obliged perform the subsequent action AND use the interface definition defined by 
c13 

C4 = c22c25 
A looping condition-based on the number_of_subjects captured in a2, the subsequent 
action requires to be looped until data are filled for all subjects 

C5 = (c4c31) 
(c29) (c26 c14) 

An academic in the same school as head of school and has got the special expertise 
in the subject area can perform the subsequent action, using the interface definition 
in c14 

C6 = c22c25 
A looping condition  -  based on the number_of_subjects captured in a2, the subse-
quent action requires to be looped until data are filled for all subjects 

C7 = (c5c31) 
(c15) 

An academic who is in the same school as head of school and has the special exper-
tise in the subject area can perform the subsequent action using the interface defini-
tion c15. 

C8 = (c6c31) 
(c26c16)    

An academic appointed as project manager AND in the same school as head of 
school is allowed to perform the subsequent action, using the action interface defini-
tion c16 

C9 Internal merge condition that looks whether both parallel actions are completed 

C10 = (c7c31) 
(c30) (c26c29c17) 

An academic who is in the same school as the head of school AND has the expertise 
in the area of business cases is allowed to perform the subsequent action using data 
set defined by c27 and c28 using the interface definition c17 

C11 = (c8c31) 
(c26c18) 

An academic who is in the same school as the head of school allowed to perform the 
subsequent action using data set defined by c26 AND using the interface definition 
c18 

C12 = c9 c19 Head of school is obliged to perform the action using the interface definition c19 

C13 = (¬c24 (c10 
c32 ))(c21) 

If the course is NOT off-shore a dean is in the same college as head of school is 
allowed to perform the subsequent action using the interface definition c21 

C14 = (c24(c10) 
(c21)) 

If the course is offshore the chair of the courses approval committee is allowed to 
perform the subsequent action using the action definition c20 

Thus, we can write the complete expanded version of KAT expression as follows; 
(c1a0) (c2c12a1)((c23)(c3c31c13)a2 ) (c22c25)(((c4c31) (c29) (c26 c14))a3)*((c22c25)(( (c5c31) (c15)) 
a4)*+1) (((c6c31) (c26c16)) a5) (C9(((c7c31) (c30) (c26c29c17) )a6 + ((c8c31) (c26c18))a7)) * ((c9 

c19)a8) (((¬c24 (c10 c32 ))(c21))a9 + ((c24(c10) (c21)))a10) 

KAT Expression 2 

The KAT expression 2 represents a complete and cohesive set of dependencies 
identified related to process in figure 1. However, the usage of expression on paper 
for human is limited. In other words, it requires an data structure to capture above 
expressions. Such a representation should capture all the semantics involved in the 
structure of the expression and should be analytical. Space limitations in this paper do 
not provide us opportunity to explore into such a construct. 
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5 Using Kat Expression to Locate the Impact of Evolution 

Though it is not practical to analyze KAT expression 2 manually, here we conceptu-
ally demonstrate how it is done. Consider the change,“ It is no more required to cap-
ture the year of first offering in the course documents” due other business needs. 

Now it let us analyze impact of this change on the process. By analyzing the list of 
constraint definitions in table 3, we find that this data field is related to c23. Using this 
as the starting point, below we present four types of impacts that could have on the 
rest of the process; 
• Direct impact – Actions that are directly affected or cannot be executed because 

of the suggested change – highlighted in blue in the KAT expression 3. 
• Indirect impact – Actions that that has cannot be researched because of the 

direct impact – highlighted in yellow in KAT expression 3 (since action a2 is 
prior to other actions in a sequential ordering of actions) 

• Secondary impact – Actions that may be performed but unable to merge with 
the main flow due to the direct impact – These kind of impact are not present due 
this particular change 

• Cautionary impact – Actions that can be performed but requires checking to 
assure the accuracy – highlighted in green in the KAT expression 3. 

 
(c1a0) (c2c12a1) ((c23)(c3c31c13)a2 ) (c22c25)(((c4c31) (c29) (c26 c14))a3)*((c22c25)(( (c5c31) (c15)) 

a4)*+1) (((c6c31) (c26c16)) a5) (C9(((c7c31) (c30) (c26c29c17) )a6 + ((c8c31) (c26c18))a7)) * ((c9 c19)a8) 
(((¬c24 (c10 c32 ))(c21))a9 + ((c24(c10) (c21)))a10) 

KAT Expression 3 

6 Similar Work 

The similarity or difference of previous work against this research is hard to measure 
in one dimension. The main objective of this work is to support web-based workflow 
evolution, by means of capturing process element CAD among process elements into 
a single formal expression. The highlighted words are the key areas that this research 
is associated. 

There are number of research works, such as [17, 18, 27-29], that aim to support 
process evolution. In these researches, the term evolution is used synonym to dyna-
mism, flexibility, adaptability, etc. In addition, the approaches used for making work-
flows evolvable are different in each of these works. In particular, the works [17, 28] 
approaches are somewhat similar to our work, in which the constraints and dependen-
cies among process elements are considered in supporting process evolution. 

There are various researches aimed at capturing process elements associations, 
constraints and dependencies such as [12-19]. However in most of this works the 
objective for capturing process constraints is different from our main goal of support-
ing web based workflow evolution. Therefore, the identification of various con-
straints, associations and dependencies among process elements are presented in 
varying degrees in these researches. Nevertheless, Sadiq et al’s work on specification 
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and validation of process constraints for flexible workflows, bares certain similarities 
to our work, in identifying CAD among process elements [17]. However, the signifi-
cance of our work is using KAT for cohesive capturing of CAD among process ele-
ments. 

7 Conclusion and Future Research Directions 

This paper aims to support the issue of managing the process evolution in web-based 
workflows. In particular, here we introduce the importance of understanding various 
CAD among process elements, in order to locate the impact of one change to the rest 
of the process.  

The approach used here is to represent CAD among process elements using a set 
of KAT based definitions. The KAT based definitions allows capturing CAD among 
process elements into a single expression. Though a practical application was not 
presented in relation to impact resolution, the method of locating impact of one 
change to the rest of the process using KAT expressions was demonstrated in con-
cept.  

As the future research of this work, the foremost important one would be to im-
plement a system that allows creating and analyzing KAT expressions to find the 
process element changes to the rest of the workflow. Secondly, it would be advanta-
geous to validate the exhaustiveness of the dependencies identified in section 2, based 
on process examples of other domains.  
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Abstract. The size of an ERP project can be a useful measurement for 
predicting the effort needed to complete an ERP implementation project. 
Because this measurement does not exist, research is needed to find a set of 
variables which can define the size of an ERP implementation project. This 
paper shows 21 logical clusters of ERP implementation project activities as a 
result of a formal group session. The clusters are based on 405 ERP 
implementation project activities retrieved from literature. These clusters can be 
used in further research to find variables for defining the size of an ERP 
implementation project. 

1 Introduction 

Globalization has put pressure on organizations to perform as efficient and effective 
as possible in order to compete in the market. ERP is a key ingredient for gaining 
competitive advantage, streamlining operations, and having “lean” manufacturing [1].  
ERP projects are large and risky projects which affect large parts of the organization 
and lead to changes in the way the organization performs its tasks. The costs for 
implementation are usually very high and also very hard to estimate. Even cases exist 
where ERP implementation projects led to bankruptcy [2, 3]. Francalanci states that 
within the total cost of the implementation project, the software costs represent only a 
fraction of the overall cost of ERP projects, less than 10% over a 5-year period [4]. In 
addition Willis states that consultants alone can cost as much as or more than five 
times the cost of the software [5], this is confirmed by Von Arb who indicates that the 
consultancy costs can be 2 to 4 times the software license costs [6]. This indicates that 
the effort required for implementation of an ERP system consists mostly of effort 
costs.  Von Arb also argues that the license and hardware costs are fairly constant and 
predictable and that only a focus on a reduction of effort costs is realistic. The 
conclusion is legitimate that the total effort is the most important and difficult factor 
to estimate in an ERP implementation project. Therefore the main research of the 



authors focuses only on the estimation of the total effort needed for implementing an 
ERP system. 

This paper takes a first step in this research by answering which activities exist in 
ERP projects according to literature and how these can be clustered as a basis for 
defining the size of an ERP project. It will start with explaining the approach and goal 
of the research, followed by a literature review on ERP project activities. After that it 
will present the clustering approach and results followed by conclusions and 
discussion. 

2 Research Approach 

When examining more or less successful methods for predicting software 
development effort, it is to be expected that in the area of implementing ERP systems, 
measurements can also be found for predicting implementation efforts.  

However, Stensrud [7] already indicated that although many effort prediction 
systems exist, none unfortunately have been specifically devised for ERP projects. 
Heemstra and Kusters [8] collected candidate cost driver variables from literature and 
asked experts in two major companies for their opinion about the relevance of these 
variables. One of their conclusions was that the size of an ERP implementation is a 
major cost driver in ERP implementation projects. In software development the size 
of the software can be expressed in a single variable such as number of program lines 
or function points [7]. By using this variable in a formula with several parameters, 
useful predictions of the development effort can be made. Can similar variables be 
found for predicting the implementation effort in an ERP project? According to 
Stensrud several variables together should be used to express this size. Francalanci [4] 
used three variables for her size definition: organizational size, configuration size and 
technical size. Von Arb [6] used two variables for size definition in his dissertation: 
number of users and number of ERP (sub)modules. As far as the authors can conclude 
from studying available publications on this topic, no further research has been done 
in defining the size of an ERP implementation project. All the mentioned researchers 
concluded that size cannot be expressed as a single variable as in software 
development, but should be expressed as a multidimensional variable. ERP 
implementation projects are complex projects where successful organizational, 
technical and people strategies are critical factors for success [9]. Because an ERP 
implementation project is confronted with many different aspects, the authors 
postulate the hypothesis that an ERP implementation project consists of a collection 
of clusters of activities with their own focus on implementation costs and project size. 
Clusters of activities include: the preparation of the appropriate technical 
infrastructure, the business process redesign or the installation of the software. Of 
course these clusters of activities will be related to each other, but the authors expect 
them to influence the total cost of the implementation project fairly independently. If 
size variables can be found for these clusters and these variables could be used as an 
estimator for the prediction of the effort needed for these clusters, these variables 
could be the dimensions of the multidimensional variable which defines the size of an 
ERP implementation project. 
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In order to define these clusters, the activities in an ERP implementation project 
must be known. In methodologies for (regular) information systems development, all 
relevant activities are described and defined in terms of goals, results and necessary 
resources. During planning, activities relevant in a specific situation will be selected 
from this methodology. It goes without saying that not all activities are relevant in 
every project. There is no reason to expect that an ERP implementation project will be 
different in that matter. Therefore this research is based on the assumption that a 
range of activities exists which represents the most relevant activities in an ERP 
project. The relevant ERP implementation activities were retrieved from published 
research. Although several authors showed the phases in an ERP project and activities 
within [10], a complete list of all relevant activities in an ERP implementation project 
was not found unfortunately. Therefore papers were collected which listed activities 
within an ERP implementation project. By examining papers with different views the 
authors of this paper expect to have found the most relevant activities. 

This paper tries to lay a foundation for the definition of the size of an ERP project. 
Because it is expected that the costs for effort will constitute the greatest part of the 
total cost of an ERP implementation project, the first logical step is to define which 
activities that require human effort are important in an ERP project. Activities are 
always performed for a reason, i.e. to reach a certain goal and can be grouped into 
logical clusters which contribute to the same intermediary product or products. For 
instance, an intermediary product such as ‘trained users’ can be achieved by a cluster 
of activities like: ‘prepare training material’, ‘train the trainers’, ‘set up training 
infrastructure’, ‘train users’ etcetera. 

3 Objective of this Research 

The objective of this research is to define logical clusters of ERP project activities. 
This paper will show the method and results in retrieving important ERP activities 

and the results of this first formal attempt to cluster these activities into clusters which 
contribute to similar intermediate products. This paper aims at answering the next 
research questions: Which activities in general exist in ERP projects according to 
literature? What is a useful method to cluster these activities? What is the result of a 
first clustering of these activities? 

4 Literature Review on ERP Project Activities 

A literature search was performed aiming at finding papers in which activities within 
an ERP implementation project were listed. From these papers a collection of names 
and expressions of activities was retrieved. 

A paper was selected if it showed at least one list of activities performed in ERP 
selection, implementation or maintenance. A total of 23 papers were found with lists 
of ERP activities. These papers can be divided into three categories: 

1. Papers which relate risk factors and Critical Success Factors (CSF’s) to 
activities and/or project phases. 
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2. Papers about cases which describe the phases and activities of the actual 
projects. 
3. Papers which describe standard project phases and activities from consultancy 
firms or ERP software suppliers. 

It can be expected that these three types of papers will show the important project 
activities. 
The next section will discuss the retrieved papers grouped by the three categories. 

Although the authors aimed at activities that are part of the implementation 
project, activities were also recorded in this literature research that belong to the pre-
implementation phase and maintenance phase of an ERP system. 

4.1 Papers with Research based Phases and Activities 

These research studies relate risk factors, critical success factors or other influencing 
factors to activities and/or project phases. These authors based their framework of the 
standard activities and project phases on other scientific research and in some cases 
performed interviews with experts to enhance their framework. 

A first example of this type of research is by Parr and Shanks [11]. The purpose of 
their research was to create a project phase model (PPM) of ERP project 
implementation. They based their model on other process models of ERP 
implementation from other researchers and tried to synthesize these models into one 
model which also recognizes the importance of the planning and post-implementation 
stages. They used the model in 2 case studies to examine the relationship between the 
CSF’s from their earlier research and the phases to the PPM. Rajogopal [12] used a 
stage model to analyse six manufacturing firms that had one of the widely used ERP 
systems to retrieve factors of influence in the various stages of ERP implementation. 
He based his stage model on a six-stage model from Kwon and Xmud and other 
authors. Al-Mashari et al. [13] presented a novel taxonomy of the critical success 
factors in the ERP implementation process. They based their taxonomy on a 
comprehensive analysis of ERP literature combining research studies and 
organisational experiences. In their taxonomy they showed three major ERP phases. 
In these phases they also described project activities based on an analysis of ERP 
literature. 

Ehie and Madsen [14] studied 38 critical issues in ERP implementation to measure 
the critical factors of ERP implementation. They developed a questionnaire based on 
five stages of ERP implementation. Stages are based on reviews of literature and 
extensive personal interviews with ERP consultants. In their investigation on critical 
management issues in ERP implementation Kumar et al. [15] divided the project 
activities into 2 phases ‘dollars to assets’ and ‘assets to impacts’. They described the 
typical activities within these phases. They based their phase and activities on 
innovation process stage models from other authors. They used these activities in 
open-ended questions in a questionnaire for ERP project managers of 20 Canadian 
organizations. The aim of the questionnaire was to find critical management issues. 
Hallikainen et al. [16] developed and tested a model to support the decision which 
modules are implemented and in which order. They based their model on the phase 
model of Bancroft. In their paper in which they seek to provide a conceptual model 
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that explains the complexity of an ERP system to project managers in a non-technical 
manner, Marnewick and Labuschagne [17] also present an ERP implementation 
methodology, which consists of 5 steps. Somers and Nelson [18] examined the ERP 
project from different viewpoints: Players, ERP Project Life Cycle Stages and 
Activities. Their main purpose was to analyze the importance of key players and 
activities across the ERP life cycle by designing a questionnaire which 116 companies 
returned. They adopted the six-stage model from Rajagopal [12]. For every phase 
they derived the key activities from other research studies. The same six-stage model 
was used by Somers and Nelson [19]. They questioned 86 organizations for retrieving 
the impact of Critical Success Factors (CSF’s) across the stages of ERP 
implementations. The top CSF’s listed for every ERP implementation stage, largely 
consist of project activities. Umble et al. [20] identified CSF’s, software selection 
steps and implementation procedures critical to a successful implementation. Based 
on available resources and own experiences, including a case study they showed the 
most important activities for ERP system selection and implementation steps. The 
activities for selecting an ERP system were presented by Wei and Wang [21]. They 
constructed a comprehensive framework for selecting an ERP system and applied it to 
a case in Taiwan. Followed by a research paper in which they presented a 
comprehensive framework for selecting a suitable ERP system, based on the analytic 
hierarchy process (AHP) method from Saaty [22]. Wagner and Antonucci [23] 
studied whether there are different ERP implementation approaches and models for a 
large-scale integrated ERP system in the public sector as compared to the private 
sector. For their research they used a generalized structured implementation. Markus 
and Tanis [24] described various subjects of ERP systems for educational purposes. 
They based their phases on other models from other authors. For every phase they 
described typical activities, common errors or problems, typical performance metrics 
and possible outcomes. Latvanen and Ruusunen [25] used a socio-technical model of 
risk management of ERP projects. Mabert et al. [26] compared and evaluated the use 
of regression analysis, logistic (logit) models, discriminate analysis and data 
envelopment analysis (DEA), for empirical data from ad survey of ERP 
implementations in the US manufacturing sector. For this they used key planning, 
decision and implementation management variables for the implementation phases. 
They did not specify important activities within these phases. Sumner [27] identified 
risk factors unique to ERP projects by interviewing ERP project managers in 7 
companies. For this research she used five ERP project phases. 

4.2 Papers with Case-based Phases and Activities 

These research studies present case studies of ERP implementation projects. The 
purpose of these studies is to show in detail what happened in an actual case or to use 
a case to test a construct. 

Berchet and Habchi [28] studied an ERP implementation project at Alcatel. The 
project was carried out according to a five-stage model. They also described 
important activities for every phase. In describing the ERP implementation at Rolls-
Royce Yusuf et al. [29] carried out an in-depth study of the issues behind the process 
of implementation. The implementation plan at Rolls-Royces consisted of 4 main 
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phases. In their description of these phases the main activities were also described. 
Sarker and Lee [30] tested three critical success factors in a case. They concluded that 
only the CSF ‘strong and committed leadership’ could be empirically established as a 
necessary condition. The case company implemented ERP by three phases. 

4.3 Papers with Project Phases from Consultancy Firms and ERP Suppliers 

One paper specifically described ERP implementation methodologies used by 
consultancy firms or ERP suppliers. 

Bruges [31] showed the phases and main activities from three methodologies: 
AcceleratedSAP (ASAP), The Total Solution (Ernest & Young) and The Fast Track 
Workplan (Deloitte & Touche). 

4.4 Retrieved Activities 

From these three types of papers the list of activities was retrieved. Because the 
intention is to cluster these activities into logical units, no attention was paid to the 
phases mentioned in the papers. As shown above there is a variety of the numbers and 
names for project phases. Therefore only the activity names were retrieved. 

In total 402 activities were recorded. Of course the same activity was mentioned 
more than once. Double names, synonyms or homonyms were not filtered out for 
reasons as discussed below in the metaplan session. These activities should be 
categorized unbiased. A filtering of the activities before the session would result in 
activities selected and named by the personal preference of the researchers. 

5 Clustering Approach 

A grouping technique was needed in order to be able to categorize the retrieved 
activities into logical clusters of activities. As mentioned before the selection and 
testing of the technique was also a research goal. 

Except for its name and in most cases the project phase, no more properties of an 
activity were available. Therefore the clustering can only be done by human 
judgement. If this is done by one human individual, bias and limited knowledge will 
influence the result. However judgement by several individuals and group interaction 
will improve the quality of the results. Unfortunately members of freely interactive 
groups are often dissatisfied with group interaction [32]. The number of found 
activities (402) also implies the need for a formal technique. According to Howard a 
Nominal Group Technique (NGT) improves the output and satisfaction of the group 
members [32]. For this research a low-cost, fast and easy clustering technique was 
needed. Therefore the metaplan technique was chosen, which can be viewed as a 
Nominal Group Technique (NGT). 

The metaplan technique was developed by Wolfgang and Eberhard Schnelle and 
is a simple visual technique which can be used by groups to structure thinking 
processes within the context of group work. A moderator leads the group discussion. 
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Ideas are generated by group members and noted on cards. Finally, these cards are 
organized into categories and may show new results of which the single persons were 
not aware.  

This metaplan session was performed as a first step in categorizing i.e. clustering 
ERP activities in clusters which are logical groups of activities in an ERP 
implementation project which contribute to the production of the same intermediary 
products. Of course the activities found in the papers are not comprehensive. 
However, it is reasonable to expect that the activities mentioned in these papers are 
important activities in an ERP implementation project and will influence the total 
project effort. The goal of this first session was to find out whether activities can 
easily be clustered and if a technique like the metaplan technique can be used in 
future to improve the clustering by more experts. 

The first step in a regular metaplan session is a brainstorming part from which 
ideas are generated and noted on cards. In this case there was no brainstorming 
session for retrieving possible ERP activities. This was replaced by retrieving 
activities from relevant scientific papers in which phases and activities within these 
phases were described. The list retrieved from these activities is probably more 
complete and relevant than by brainstorming. Of course there are many synonyms and 
homonyms, but this also will be the case in an actual brainstorming session. Only the 
categorizing part of the metaplan technique was used. The names of the 402 activities 
where printed on 402 post-it notes. Of these activities the following data were printed: 
name, project phase if present and title of the paper.  

The metaplan session was performed by the authors of this paper in a 3-hour 
meeting. The session was prepared by the first author. The participants of this session 
were instructed to categorize these post-it notes into logical clusters by sticking them 
to a wall. The participants should categorize by bearing strongly in mind that clusters 
should not relate to project phases, but that activities within a cluster should strongly 
contribute to the same intermediate product or products of an ERP implementation. 
After assigning all relevant activities to a cluster, the clusters were studied by the 
group in detail, which resulted in some rearranging of activities and also in some 
subgroups within the main clusters. After this session the clusters and activities within 
the subgroups were recorded in a spreadsheet and obvious double activities and 
synonyms removed in a two-hour separate session by the first two of the authors. In 
this session the cluster names and logical sequence were also enhanced. 

6 Results 

From the outcomes of the session it can be concluded that the metaplan technique is a 
suitable technique for clustering ERP activities. 

Preparing the session was a labour-intensive process. The session itself took about 
3 hours, mainly caused by the large number of activities (402). The categorizing itself 
was not a difficult task. The method could also be useful in following research where 
more experts should perform the same exercise. Although for practical reasons it 
would be advisable to perform this session by applying a method and software to do 
the clustering independent from time and place. If experts could perform the 
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clustering whenever they want and wherever they want, the willingness to participate 
will be higher. As also shown by Howard, support of this process by a Group 
Decision Support System (GDSS), which can support clustering in different locations 
and/or at different times, leads to the same quality of the results [32]. 

Table 1 shows the found clusters and subclusters. Table 1 also shows that 208 
unique activities were assigned to the clusters and/of subclusters. In the second 
session the homonyms and synonyms from the 405 activities were removed, which 
led to 208 unique activities. The complete list of activities is available through the 
authors. 

Table. 1. Found clusters and sub clusters. 

Clusters Subclusters Number of unique activities 
Selection Vendor selection 4 

  Product selection 16 
Project configuration  19 
Project management Management 4 

  Communication to organization 4 
Organizational and system design Current state analysis 5 

  Organizational requirements 7 
  Requirements ERP system 8 
  High level Design 6 

Configuration and installation System configuration 17 
  Data conversion 4 
  System integration 9 
  ERP system testing 14 

Customizing  7 
Infrastructure  14 
Reorganization  11 
System implementation  21 
Training Training Implementation Staff 2 

  Training users 9 
  Training maintenance staff 2 

Set up maintenance  25 
TOTAL  208 

7 Conclusion and Discussion 

The results of the research described in this paper are clusters of activities. It forms a 
basis for further research on this subject. Because the clustering has been done by a 
group of three authors, future research should increase this group and further verify 
these activities and clusters. Future research should also check these activities against 
activities retrieved from real life projects. There should be a check whether activities 
from real-life projects can be categorized according to the found clusters of activities. 
It should of course also be checked whether the activities that can be found in real-life 
project documentation occur in the list of activities from the literature search. 
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As described before, the metaplan technique is a suitable technique for clustering 
activities. The use of a Group Decision Support System (GDSS) can facilitate the use 
of this technique. The same exercise can easily be performed by other researchers. 

The results of this paper will also be used to perform a first exploration into the 
practical use of the clusters for defining variables which could be used to define the 
size of an ERP implementation project. As discussed in the research approach, the 
size of an ERP implementation project should be expressed in a multidimensional 
variable. At this point in time the authors assume that the clusters can serve as the 
dimensions by which an ERP implementation project can be viewed. 

The first impression of the authors is that the sub clusters and not the clusters 
should be the starting point for the definition of variables, because the level of detail 
of the clusters seems to be too low to be able to easily find variables. However, this 
has to be verified in further research. For the subclusters the most important objects 
(for instance: user, trainer etcetera) should be found, followed by variables by which 
these objects can be measured (for instance: number of users). 
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Abstract. The concept of power is inherent in human organizations of any 
type. As power relations have important consequences for organizational vi-
ability and productivity, they should be explicitly represented in enterprise in-
formation systems (EISs). Although organization theory provides a rich and 
very diverse theoretical basis on organizational power, still most of the defini-
tions for power-related concepts are too abstract, often vague and ambiguous to 
be directly implemented in EISs. To create a bridge between informal organiza-
tion theories and automated EISs, this paper proposes a formal logic-based 
specification language for representing power- (in particular authority) rela-
tions. The use of the language is illustrated by considering authority structures 
of organizations of different types. Moreover, the paper demonstrates how the 
formalized authority relations can be integrated into an EIS. 

1 Introduction 

The concept of power is inherent in human organizations of any type. Power relations 
that exist in an organization have a significant impact on its viability and productivity. 
Although the notion of power is often discussed in the literature in social studies [1, 
2, 4, 5, 6, 7, 12, 13], it is only rarely defined precisely. In particular, power-related 
terms (e.g., control, authority, influence) are often used interchangeably in this litera-
ture. Furthermore, the treatment of power in different streams of sociology differs 
significantly. One of the first definitions for power in the modern sociology was 
given by Max Weber [20]: Power is the probability that a person can carry out his or 
her own will despite resistance. Weber and his followers (Dahl, Polsby) considered 
power as an inherently coercive force that implied involuntary submission and ig-
nored the relational aspect of power. Other sociologists (Bierstedt, Blau) considered 
power as a force or the ability to apply sanctions [2]. Such view was also criticized as 
restrictive, as it did not pay attention to indirect sources and implications of power 
(e.g., informal influence in decision making) and subordinate’s acceptance of power. 
Parsons [12] considered power as “a specific mechanism to bring about changes in 
the action of organizational actors in the process of social interaction”.  

Most contemporary organization theories explore both formal (normative, pre-
scribed) and informal (subjective, human-oriented) aspects of power [4, 13, 17]. For-
mal power relations are documented in many modern organizations and, therefore, 
can be explicitly represented in models on which enterprise information systems 



(EISs) are based. The representation of formal power in EISs has a number of advan-
tages. First, it allows a clear definition of rights and responsibilities for organizational 
roles (actors) and a power structure. Second, based on the role specifications, corre-
sponding permissions for information, resources and actions can be specified for each 
role. Third, explicitly defined rules on power enable the identification of violations of 
organizational policies and regulations. Fourth, data about power-related actions (e.g., 
empowerment, authorization) can be stored in an EIS for the subsequent analysis. 

For modeling of power relations the rich theoretical basis from social science can 
be used. Notably many modern EISs implement no or very simplified representations 
of power relations and mechanisms [3, 16]. One of the reasons is that concepts and 
definitions provided in social theories are often not operational and, therefore, cannot 
be directly used in automated information systems (EISs). To make use of these theo-
retical findings in EISs, power-related concepts should be formally grounded.  

The first step to make the concept of power operational is to provide a clear and 
unambiguous meaning for it (or for its specific aspects). In this paper this is done by 
identifying the most essential characteristics and mechanisms of power described in 
different approaches and by integrating them into two broad categories: formal power 
(or authority) and informal power (or influence), which are described in Section 2. 
Further this paper focuses on the formal representation of authority, for which a for-
mal language is described in Section 3. Moreover, Section 3 illustrates how the intro-
duced formal language can be used to model authority systems of different types of 
organizations. Section 4 discusses the integration of formal authority relations into an 
automated EIS. Finally, the paper concludes with a discussion in Section 5. 

2 Power, Authority and Influence 

As in many contemporary social theories [4, 13], we assume that power can be prac-
ticed in an organization either through (formal) authority or through (informal) influ-
ence relations. Authority represents formal, legitimate organizational power by means 
of which a regulated normative relationship between a superior and a subordinate is 
established. Usually authority is attached to positions in organizations. For example, 
authority of some managerial positions provides power to hire or to fire; to promote 
or to demote; to grant incentive rewards or to impose sanctions. In many approaches 
it is assumed that authority implies involuntary obedience from subordinates. Indeed, 
as authority has a normative basis that comprises formal, explicitly documented rules, 
it is expected that subordinates, hired by the organization, should be aware of and 
respect these rules, which implies the voluntary acceptance of authority.  

All manifestations of power that cannot be explained from the position of author-
ity fall into the category of influence. In contrast to authority, influence does not have 
a formal basis. It is often persuasive and implies voluntary submission. Some of the 
bases of influence are technical knowledge, skills, competences and other characteris-
tics of particular individuals. Influence is often exercised through mechanisms of 
leadership; however, possession of certain knowledge or access to some resources, as 
well as different types of manipulation may also create influence. Influence may be 
realized in efforts to affect organizational decisions indirectly.  
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Although authority and influence often stem from different sources, they are often 
interrelated in organizations. For example, the probability of the successful satisfac-
tion of organizational goals increases, when a strong leader (meaning a leader that has 
a great value of influence) occupies a superior position of authority. Furthermore, 
sometimes patterns of influence that frequently occur in an organization may become 
institutionalized (i.e., may become authority relations).  

Modeling methods for authority and influence are essentially different. While au-
thority relations are often prescriptive and explicitly defined, influence relations are 
not strictly specified and may vary to a great extent. Therefore, whereas authority 
relations can be generally represented in EISs, the specification of influence relations 
is dependant on particular (cognitive) models of agents that represent organizational 
actors. Relations between authority and influence can be studied by performing simu-
lation with different types of agents situated in different organizational environments. 
The focus of this paper is on modeling of formal authority relations. Influence rela-
tions and relations between authority and influence will be considered elsewhere. 

3 Authority: A Formal Approach 

First, in Section 3.1 a formal language for specifying authority-related concepts and 
relations is introduced. Then, Section 3.2 discusses how the introduced language can 
be used for representing authority structures of organizations of different types.  

3.1 A Formal Language 

Simon [19] describes three contributions of authority for an organization: (1) the 
enforcement of responsibility, (2) the specialization of decision-making, and (3) the 
coordination of activity. Based on this and other theoretical findings that describe 
power, duties and responsibilities of organizational positions [11], a number of rela-
tions for the specification of formal authority can be identified. These relations are 
defined on positions (or roles), without considering particular agents (individuals). 
The relations are formalized using the order sorted-predicate language [10]. 

We represent all activities of an organization (including decision making and per-
sonnel-related activities) by tasks. Each organizational role is associated with one or 
more tasks. Roles may have different rights and responsibilities with respect to differ-
ent aspects of the task execution. Furthermore, often several roles may potentially 
execute or manage certain tasks. This is represented by the relation 

is_authorized_for: r:ROLE x aspect: ASPECT x a:TASK, where aspect has one of the values 
{execution, monitoring, consulting, tech_des (making technological decisions), manage_des 
(making managerial decisions), user_defined_aspect}.  

All types of decisions with respect to a particular task can be divided into two 
broad groups: technological and managerial decisions (inspired by [1]). Technologi-
cal decisions concern technical questions related to the task content and are usually 
made by technical professionals. Managerial decisions concern general organizational 
issues related to the task (e.g., the allocation of employees, task scheduling, the estab-
lishment of performance standards, provision of resources, presenting incentives and 
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sanctions). Managers of different levels (i.e., from the lowest level line managers to 
strategic apex (top) managers) may be authorized for making different types of mana-
gerial decisions varying from in scope, significance and detail. A particular decision 
type is specified as an aspect in the is_authorized_for relation. The same holds for tech-
nological decisions. Whereas consulting has a form of recommendation and implies 
voluntary acceptance of advices, decisions imposed on a role(s) that execute(s) the 
task are considered as imperatives with corresponding implications.  

Authorization for execution implies that a role is allowed to execute the task ac-
cording to existing standards and guidelines. Whenever a problem, a question or a 
deviation from the standard procedures occurs, the role must report about it to the 
role(s) authorized for making technological/managerial (depending on the problem 
type) decisions and must execute the decision(s) that will follow. 

Monitoring implies passive observation of (certain aspects of) task execution, 
without intervention.  

Notice that other aspects of task execution described in the managerial literature 
(e.g., control, supervision) can be represented as a combination of already introduced 
aspects. In particular, control can be seen as the conjunction of monitoring and mak-
ing technological and/or managerial decisions aspects; supervision can be defined as 
the combination of consulting and control. Furthermore, the designer is given the 
possibility to define his/her own aspects and to provide an interpretation to them.  

Although several roles in an organization may be authorized for a certain aspect 
related to some task, only one (or some) of them will be eventually (or are) responsi-
ble for this aspect. For example, the responsibility of a certain role with respect to the 
task execution means that the role is actually the one who will be performing the task 
and who holds accountability of the task execution. Furthermore, responsibility for 
the task execution implies allowance to use resources required for the task perform-
ance. The responsibility relation is specified as:  

is_responsible_for: r:ROLE x aspect:ASPECT x a:TASK: task a is under responsibility of role r 
with respect to aspect (defined as for authorized_for) 

Some roles are authorized to make managerial decisions for authoriz-
ing/disallowing other roles for certain aspects with respect to task execution. The 
authorization/ disallowance actions are specified by the following relations:  

authorizes_for: r1:ROLE x r2:ROLE x aspect: ASPECT x a:TASK: role r1 gives the author-
ity for aspect of task a to role r2. 
disallows: r1:ROLE x r2:ROLE x aspect: ASPECT x a:TASK: role r1 denies the authority 
for aspect of task a for role r2. 

However, to make a role actually responsible for a certain aspect of the task, an-
other role besides the authority to make managerial decisions should also be the supe-
rior of the role with respect to the task. Superior-subordinate relations with respect to 
organizational tasks are specified by:  

is_subordinate_of_for: r1: ROLE x r2: ROLE x a:TASK. Then, responsibility is assigned/retracted 
using the following relations:  
assigns_responsibility_to_for: r1: ROLE x r2:ROLE x aspect: ASPECT x a:TASK: role r1 assigns 
the responsibility for aspect of task a to role r2. 
retracts_responsibility_from_for: r1: ROLE x r2:ROLE x aspect: ASPECT x a:TASK: role r1 re-
tracts responsibility from role r2 for aspect of task a. 
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Using these relations superiors may delegate/retract (their) responsibilities for cer-
tain aspects of tasks execution to/from their subordinates, and may restrict themselves 
only to control and making decisions in exceptional situations.  

In [7] control over resources is identified as an important source of power. There-
fore, it is useful to identify explicitly which roles control resources by means of the 
relation has_control_over: r1: ROLE x res:RESOURCE. In the proposed modeling frame-
work the notion of resource includes both tangible (e.g., materials, tools, products) 
and abstract (information, data) entities.  

In many modern organizations rewards and sanctions form a part of authority rela-
tion, thus, are explicitly defined:  

grants_reward_to_for: r1: ROLE x r: REWARD x r2: ROLE x reason: STRING: role r1 grants re-
ward r to role r2 for reason 
imposes_saction_on_for:  r1: ROLE x s: SANCTION x r2: ROLE x reason: STRING: role r1 im-
poses sanction s to role r2 for reason 

Specific conditions (e.g., temporal, situational) under which authority relations 
may be created/maintained/dissolved are defined by executable rules expressed by 
logical formulae. The format and specification of these rules will be discussed in 
Section 4. 

3.2 Modeling Authority Relations in Different Types of Organizations 

Authority is enforced through the organizational structure and norms (or rules) that 
govern the organizational behavior. In general, no single authority system can be 
equally effective for all types of organizations in all times. An organizational author-
ity system is contingent upon many organizational factors, among which organiza-
tional goals; the level of cohesiveness between different parts of an organization, the 
levels of complexity and of specialization of jobs, the level of formalization of organ-
izational behavior, management style (a reward system, decision making and coordi-
nation mechanisms), the size of an organization and its units. Furthermore, the envi-
ronment type (its uncertainty and dynamism; the amount of competitors), as well as 
the frequency and the type of interactions between an organization and the environ-
ment exert a significant influence upon an organizational authority structure. 

In the following it will be discussed how authority is realized in some types of 
(mostly industrial) organizations and how it can be modeled using relations intro-
duced in the previous Section 3.1. Due to the space limitations only informal presen-
tation of relations is provided. 

Authority in small firms of the early industrial era was completely exercised by 
their owners through mechanisms of direct personal control. Firm owners were man-
agers and technical professionals at the same time, and, therefore, had authority and 
responsibility for all aspects related to tasks, except for their execution, responsibility 
for which was assigned to hired workers. The owners controlled all resources. Cur-
rently similar types of organizations can be found in family business and small firms. 

With the growth of industry, which caused joining of small firms into larger en-
terprises, owners were forced to hire subcontractors, who took over some of their 
managerial functions. This can be modeled as assigning responsibility to subcontrac-
tors by the owner for some managerial and technological decisions, as well as moni-
toring and consulting of workers with respect to some tasks execution. The owner 
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reserved often the right to control for himself, which included granting rewards and 
imposing sanctions to/on subcontractors and workers, realized through superior-
subordinate relations. Organizational resources were usually controlled by the owner.  

Large industrial enterprises of XX century are characterized by further increase in 
number of managerial positions structured hierarchically by superior-subordinate 
relations. Such organizations are often defined as mechanistic [17] and have the fol-
lowing typical characteristics: strong functional specialization, a high level of task 
formalization, a hierarchical structure reinforced by a flow of information to the top 
of the hierarchy and by a flow of decisions/orders from the top. Responsibilities were 
clearly defined for every position in a hierarchy. In most organizations of this type 
responsibility for execution was separated from responsibilities to make decisions. 
Managerial positions differed in power to make decisions depending on the level in 
the hierarchy. Often, technological decisions were made by managers of lower levels 
(or even by dedicated positions to which also execution responsibilities were as-
signed), whereas managerial decisions were made by managers at the apex. In many 
of such organizations managers at the apex shared responsibility for making (some) 
decisions with lower-level managers. Therefore, decisions that were usually proposed 
by lower level managers had to be approved by the apex managers. Initially such 
enterprises operated in relatively stable (however, sometimes complex) environmental 
conditions that reinforced their structure. However, later in the second half of XX 
century to survive and to achieve goals in the changed environmental conditions (e.g., 
a decreased amount of external resources; increased competition; diversification of 
markets) enterprises and firms were forced to change their organizational structure 
and behavior. In response to the increased diversity of markets, within some enter-
prises specialized, market-oriented departments were formed. Such departments had 
much of autonomy within organizations. It was achieved by assigning to them the 
responsibility for most aspects related to tasks, which created products/services de-
manded by the market. Although department heads still were subordinates of (apex) 
manager(s) of the organization, in most cases the latter one(s) were restricted only to 
general performance control over departments. Often departments controlled organ-
izational resources necessary for the production and had the structure of hierarchical 
mechanistic type.  

Although a hierarchical structure proved to be useful for coordination of activities 
of organizations situated in stable environments, it could cause significant inefficien-
cies and delays in organizations situated in dynamic, unpredictable environmental 
conditions. Furthermore, the formalization and excessive control over some (e.g., 
creative and innovative) organizational activities often can have negative effects on 
productivity. Nowadays, large enterprises often create project teams or task forces 
that are given complex, usually innovative and creative tasks without detailed de-
scriptions/prescriptions. As in the case with departments, teams are often assigned the 
responsibility to make technological and (some) managerial decisions and are given 
necessary resources to perform their tasks. Usually teams have highly cohesive plain 
structures with participants selected from different organizational departments based 
on knowledge, skills and experience required for the tasks assigned to these teams. 
Although many teams implement informal communication and participative decision 
making principles [9], also formal authority relations can be found in teams. In par-
ticular, in some project teams superior-subordinate relations exist between the team 
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manager and team members. In this case, whereas responsibility for making techno-
logical decisions is given to team members, the responsibility for most managerial 
decisions is assigned to the team manager. Then, the members of such teams, being 
also members of some functional departments or groups, have at least two superiors. 
In other teams the team manager plays the integrator role and does not have formal 
authority over team members. In this case the responsibility for decisions made by a 
team lies on all members of the team. Sometimes to strengthen the position of a team 
manager, s/he is given control over some resources (e.g., budgets) that can be used, 
for example, to provide material incentives to the team members. 

The principles on which teams are built come close to the characteristics of the 
organic organizational form [17]. Some of such organizations do not have any formal 
authority structure, other allow much flexibility in defining authority relations be-
tween roles. In the former case formal authority is replaced by socially created infor-
mal rules. In the latter case, authority may be temporally provided to the role that has 
the most relevant knowledge and experience for current organizational tasks. In many 
organic organizations formal control and monitoring are replaced by informal mutual 
control and audit. For the investigation of dynamics of organic organization, informal 
aspects such as influence, leaderships, mental models of employees are highly rele-
vant, which will be discussed elsewhere. Often interactions between organic organi-
zations (e.g., of network type) are regulated by contracts. Usually contracts specify 
legal relationships between parties that explicitly define their rights and responsibili-
ties with respect to some tasks (e.g., production, supply services). Several organiza-
tions may be involved in the tasks execution (e.g., supply chains for product deliv-
ery); therefore, it is needed to identify particular aspects of responsibility in contracts 
for such tasks. The introduced language may be used for specifying such responsibili-
ties and their legal consequences through reward/sanctions mechanisms. 

4 Integration of Authority Relations into an EIS 

In our previous work a general framework for formal organizational modeling and 
analysis is introduced [15]. It comprises several perspectives (or views) on organiza-
tions. In particular, the performance-oriented view [15] describes organizational goal 
structures, performance indicators structures, and relations between them. The proc-
ess-oriented view [14] describes task and resource structures, and dynamic flows of 
control. In the agent-oriented view different types of agents with their capabilities are 
identified and principles for allocating agents to roles are formulated. Concepts and 
relations within every view are formally described using dedicated formal predicate-
based languages. The views are related to each other by means of sets of common 
concepts. The developed framework constitutes a formal basis for an automated EIS. 

To incorporate the authority relations introduced in this paper into this framework, 
both syntactic and semantic integration should be performed. The syntactic integra-
tion is straightforward as the authority relations are expressed using the same formal 
basis (sorted predicate logic) as the framework. Furthermore, the authority relations 
are specified on the concepts defined in the framework (e.g., tasks, resources, per-
formance indicators). For the semantic integration rules (or axioms) that attach mean-
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ing, define integrity and other types of organization constraints on the authority rela-
tions should be specified. A language for these rules is required to be (1) based on the 
sorted predicate logic; (2) expressive enough to represent all aspects of the authority 
relations; (3) executable, to make constraints (axioms) operational. Furthermore, as 
authority relations are closely related to dynamic flows of control that describe a 
temporal ordering of processes (tasks), a temporal allocation of resources etc., a lan-
guage should be temporally expressive. A language that satisfies all these require-
ments is the Temporal Trace Language (TTL) [8]. In [18] it is shown that any TTL 
formula can be automatically translated into executable format that can be imple-
mented in most commonly used programming languages.  

TTL allows specifying a temporal development of an organization by a trace. A 
trace is defined as a temporally ordered sequence of states. Each state corresponds to 
a particular time point and is characterized by a set of state properties that hold in this 
state. State properties are formalized in a standard predicate logic way [10] using state 
ontologies. A state ontology defines a set of sorts or types (e.g., ROLE, RESOURCE), 
sorted constants, functions and predicates.  

States are related to state properties via the formally defined satisfaction relation 
|=: state(γ, t) |= p, which denotes that state property p holds in trace γ at time t. Dynamic 
properties are specified in TTL by relations between state properties. For example, 
the first axiom on the authority relations expresses that roles that are responsible for a 
certain aspect related to some task should be necessarily authorized for this: 

∀r ROLE ∀a:TASK ∀aspect:ASPECT ∀γ:TRACE ∀t:TIME  state(γ, t) |= [ responsible_for(r, as-
pect, a)   ⇒  authorized_for(r, aspect, a) ] 
Another axiom expresses the transitivity of the is_subordinate_of_for relation: r1: ROLE x r2: 
ROLE x a:TASK. Due to the space limitation other axioms are not considered. 

In general, rules that describe processes of authorization, assigning/retracting of 
responsibilities may have many specific conditions. However, to assign responsibility 
for some aspect of a task a role should necessarily have at least the responsibility to 
make managerial decisions and be the superior (with respect to this task) of a role, to 
which the responsibility is assigned. All other conditions may be optionally specified 
by the designer. Responsibility may be assigned on a temporal basis. To specify that a 
responsibility relation holds in all states that correspond to time points in the time 
interval limit, a responsibility persistency rule should be defined: 

∀asp: ASPECT ∀r1,r2:ROLE ∀a:TASK ∀γ, ∀t1, t2:TIME state(γ, t1) |= is_responsible_for(r1, 
asp, a) & state(γ, t2) |= assigns_responsibility_to_for(r1, r2, asp, a) & (t1-t2) < limit ⇒ state(γ, 
t1+1) |= is_responsible_for(r1, asp, a) 

Using concepts and relations from other organizational views, more complex con-
straints related to formal authority can be described. For example, “the total amount 
of working hours for role r1 should be less than a certain limit”. This property can be 
automatically verified every time when roles are assigned additional responsibilities 
for some tasks. This is particularly useful in matrix organizations [17], in which roles 
often combine functions related to different organizational formations (departments, 
teams), and, as a result, their actual workload may not be directly visible. 

Another example is related to rewards/sanctions imposed on a role depending on 
the task execution results. As shown in [15], performance indicators (PIs) may be 
associated with organizational tasks that represent performance measures of some 
aspects of the tasks execution. Depending on the PIs values, a company may have 

40



regulations to provide/impose some rewards/sanctions for roles (agents) responsible 
for the corresponding tasks. Although such rules are rarely completely automated, 
still an EIS may signal to managers about situations, in which some rewards/sanctions 
can be applied. For example, the system may detect and propose a reward granting 
action to the manager, when a role has been keeping the values of some PI(s) related 
to its task above a certain threshold for some time period [period_start, period_end]. In 
TTL:  

∀γ, t1 t1 ≥ perod_start & t1 ≤ perod_end & state(γ, t1) |= [ is_responsible_for(r2, execution, a1) 
∧ measures(PI1, a1) ∧ is_subordinate_of_for(r2, r1, a1) ∧ PI1.value > limit ] ⇒ state(γ, pe-
riod_end+1) |= grants_reward_to_for(r1, bonus_5_procent, r2, excellent_performance_of_a1) 

Based on these rules each EIS user (a role) receives only relevant to him/her informa-
tion and is allowed to perform actions that are in line with his/her (current) responsi-
bilities defined in the system. Furthermore, (possible) outcomes of each action of the 
user are evaluated on a set of (interdependent) authority-related and other organiza-
tional constraints, and based on this evaluation the action is either allowed or prohib-
ited. Moreover, some authority-related constraints may be defined and checked by 
managers to investigate certain aspects of organizational performance (e.g., efficiency 
and redundancy of authority structure). An automated method that enables such 
analysis is described in [14]. 

5 Discussion 

This paper makes the first step towards defining the formal operational semantics for 
power-related concepts (such as authority, influence, control), which are usually 
vaguely described in organization theory. In particular, this paper addresses formal 
authority, different aspects of which are made operational by defining a dedicated 
predicate logic-based language. It is illustrated how the introduced relations can be 
used for representing authority structures of organizations of different types.  
Modern enterprises can be described along different dimensions/views: e.g., human-
oriented, process-oriented and technology-oriented. However, most of the existing 
EISs focus particularly on the process-oriented view. An extension of the models on 
which EISs are built with concepts and relations defined within the human-oriented 
view allows conceptualizing more static and dynamic aspects of organizational real-
ity, thus, resulting in more feasible enterprise models. Among the relations between 
human actors authority deserves a special attention, as it is formally regulated and 
may exert a (significant) influence on the execution of enterprise processes. This 
paper illustrates how the concepts and relations of authority can be formally related to 
other organizational views, thus resulting into an expressive and versatile enterprise 
model. 

In the future it will be investigated how the proposed authority modeling frame-
work can be applied for the development of automated support for a separation task 
(i.e., maintaining a safe distance between aircrafts in flight) in the area of air traffic 
control. Originally this task was managed by land controllers, who provided separa-
tion instructions for pilots. With the increase of air traffic, the workload of controllers 
rose also. To facilitate the controllers’s work, it was proposed to (partially) delegate 
the separation task to pilots. This proposal found supporters and opponents both 
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among controllers and pilots. The resistance to a large extent was (is) caused by am-
biguity and vagueness of issues related to power mechanisms. Such questions as 
“whom to blame when an incident/accident occurs?”, “which part of the task may be 
delegated?”, “under which environmental conditions the task can be delegated?” still 
remain open. By applying the framework proposed in this paper one can precisely 
define responsibilities of both controllers and pilots and conditions under which the 
responsibility can be assigned/retracted. Notice that these conditions may include 
relations from different views on organizations (e.g., “current workload is less than 
x”, “has ability a”), which allows a great expressive power in defining constraints.  
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Abstract. ERP systems are more and more adopted in large companies. It 
seems that this trend is followed by small and medium companies too. We have 
conducted a questionnaire based survey to identify how Swiss SMEs perceive 
this phenomenon. The sample size is 687 of which 125 have actually imple-
mented an ERP. Our main findings are twofold. First SMEs that have not im-
plemented ERP invoke concerns (e.g. costs), which are typically not perceived 
as major problems by SMEs that went through an ERP implementation. Indeed 
the latter companies generally acknowledge that ultimately benefits (e.g. im-
proved business information) significantly exceed costs and difficulties of im-
plementation. Second, this survey brings new empirical knowledge on the im-
plementation, utilization and benefits provided by ERP systems in Swiss SMEs. 
We primarily show that satisfaction provided by the use of the ERP system is 
not dependent on the size and sector of the SMEs. 

1 Introduction 

Since the late nineties, the vendors of integrated management tools also called ERP 
(Enterprise Resource Planning) are facing a saturation of their main market, which is 
essentially intended to large companies. To find new customers they are trying to sell 
their products to the “mid-market” (companies from 100 to 500 persons) represented 
partially by Small and Medium Enterprises (SMEs). However, it seems that few 
SMEs have actually implemented an ERP (which is confirmed by this present sur-
vey). 

We have conducted a survey research (questionnaire based) to study the level of 
implementation and of use of ERP systems in Swiss SMEs. To our knowledge this is 
the first study of this type ever conducted in Switzerland. The originality of this work 
also lies on the qualitative aspects addressed in the questionnaire like the value added 
provided by ERP systems in terms of satisfaction, as well as managerial difficulties 
encountered when implementing and using ERP systems. 

We learn for instance that the main difficulties encountered during the implemen-
tation phase correspond to the “complexity” of these systems. In terms of difficulty of 
use, companies cite on top of all the “resistance to change” as well as the “lack of 
training”. Satisfaction regarding expectations of benefits does not differ significantly 
between small and medium companies as well as types of industry. On the other hand 



if size does not affect satisfaction perceptions, companies belonging to a group have 
been in general forced by the headquarter to adopt the ERP.  

In this paper, we provide findings under the form of summarized descriptive sta-
tistics and hypothesis testing. For the hypothesis testing section, we solely focus on 
the satisfaction perceived by ERP users. All information gathered in the questionnaire 
related to cost is voluntary skipped because of the limited length of the paper. It is 
organized as follows. In Section 2, we present a literature review related to manage-
rial implications of ERP systems in companies. In Section 3, we briefly present the 
questionnaire and the sampling strategy. In Section 4, we present the main descriptive 
statistics obtained from the survey. In Section 5, we test a few hypotheses related to 
the theme retained for this paper: the satisfaction of the companies having imple-
mented an ERP. In conclusion, we indicate limitations of this study and directions for 
future research. 

2 Literature Review 

Authors of [1] present a consistent review of the research literature between 1990 and 
2003. First of all, they present an overview of ERP systems and of their evolution. 
Then they explain the nature of the ERP market. There are, in 2001, more than a 
hundred providers worldwide. However, only five ERP software vendors control 
about 70 per cent of the market share (SAP, Oracle, JD Edwards, Peoplesoft and 
Bann). These authors also do a comparison of papers in the field of ERP selection 
criteria.  

In [2], difficulties to come up with one definition of ERP are explained. Authors 
point out the diversity of perspectives of academic experts and outline that “ERP is 
not a term referring to a distinct object but rather a category (…) a range of similar 
products”. They show that ERP does not only focus on resources but, also on busi-
ness processes and they reveal terminology deficiencies. These authors finally con-
duct a historical analysis of MRPII and ERP. They conclude that ERP-related con-
cepts are complex and that we still need to provide a comprehensive definition. 

[3] identified ten critical factors to the successful outcome of acquiring an ERP 
system. The factors that stand out the most are as follows: “clear and unambiguous 
authority, a structured, rigorous and user-driven process, its planning, the establish-
ment of criteria and the sense of partnership that the team works to establish not only 
with various user commitments, but also with potential vendor.” They believe that the 
acquisition success depend on the combination of several critical factors. 

[4] presents a new and dynamic model of ERP success factors which should to 
improve implementation strategies. They point out the relationships between critical 
successes factors such as: organizational context, supporters, project organization and 
outcomes. 

[5] analyses software development failures that costs organizations billions of dol-
lars. The author reveals that one-third of all software developments fail. He points out 
that generally this is the biggest and the most complex projects which fail. Clear and 
realistic goal and team’s expertise are also crucial to the success of these projects. 
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[6] compares the perceptions of managers and end-users on selected implementa-
tion factors. He proposes, by understanding these differences of perception, interven-
tions such as training and communication that can help implementation success. 

[7] shows that expert groups seek to influence the ERP’s implementation and de-
velopment. Especially accountants use their position and their professional expertise 
to influence the introduction of ERP system. 

[8] studies informal control mechanisms on information system (IS) adoption. His 
study shows that informal controls should be applied to the ERP systems implementa-
tion in order to enhance tacit and social aspects of IS management. He points out that 
“uncertainty avoidance culture and intrinsic motivation of end users in ERP imple-
mentation influence individual user’s ease of use and usefulness of such systems”. 

[9] studies differences between ERP’s user expectations and managerial policy by 
a case study of SAP implementation. 

As per large companies, the literature about ERP and SMEs is rich and varied. 
Again critical success factors and ERP selection processes have the favor of the au-
thors. [10] adopts the case study research methodology to study the implementation 
activities in order to point out criteria which allow a successful installation. They 
indicate that “effective executive management commitment can help a project to 
achieve success” and that the choice of the “executive sponsor” is important. 

[11] studies critical success factors of ERP in order to propose a structured ap-
proach to help SMEs. Based on the literature, they consider five critical success fac-
tors (CSFs): management and organization, process, technology, data and people. 
They emphasize that some CSFs are more important than others. For instance, “peo-
ple” is the main CSF. 

[12] studies factors affecting ERP system adoption and compares SMEs to large 
companies. Their empirical research shows a strong correlation between company 
size and ERP adoption. In the opposite, the business complexity seems to be a “weak 
predictor of ERP adoption”.  

[13] studies differences in ERP system selection processes between SMEs and 
large sized organizations. The main differences are “a different approach to staffing 
the group performing the selection process”, for instance large organizations engage 
more persons in decision making processes than SMEs. SMEs also select ERP with 
less complex models and less expensive methods. 

In conclusion, we see that solely the paper [12] studies the criteria which affect 
the adoption of ERP but their research focus on the differences between SMEs and 
large companies. Research papers do not explore the situation of SMEs in relation to 
the adoption of ERP (rate of use), neither in Switzerland nor in any other country. 
Typically, the profile of SMEs which use ERP and their “perception” regarding the 
ERP implementation are unknown. For instance, data about cost, project length and 
number of employees involved in ERP implementation are rarely raised. Perceived 
rate of success and satisfaction are also not very much explored in the literature.  
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3 Questionnaire and Sampling Plan 

The methodology to address the research question is based on a questionnaire survey. 
In the first phase of the research project, we have conducted in-depth interviews with 
Swiss-French companies. This multiple cases study (see [14]) led to the development 
of a few research questions along with associated research hypotheses. We had then 
the material to design the questionnaire. The first version of the questionnaire was 
built with the help of Abacus (which is the leader of ERP vendors’ for SMEs in the 
German part of Switzerland), Microsoft, Oracle and SAP senior consultants. The final 
version of the questionnaire included 7 major parts: contact, activities and financial 
information about the enterprise, specificities of ERP implemented, implementation 
project description, project organization, benefits and outcomes related to the use of 
the ERP system, difficulties and troubles encountered.  

From November 2005 to April 2006 more than 4’000 Swiss SMEs (evenly spread 
in the Swiss territory, so this is actually a national survey) were contacted to take part 
to this study. The questionnaire was administered essentially by mail. An online ver-
sion of the questionnaire was also available. The questionnaire was declined in four 
versions: French, German, Italian and English. The French version is integrated in the 
appendix of the French technical report (see [15], for the other versions, please con-
tact the authors of this paper).  

Addresses of Swiss’ SMEs were received from the Swiss office of statistics (OFS) 
and the selection was made according to the main two following criteria: the size (in 
terms of numbers of employees only) as well as the linguistic area. 

The stratification of the sample was realized in such manner that 75% of the sam-
ple are companies of the German part of Switzerland, 20% are companies of the 
French part of Switzerland, and 5% are companies of the Italian part of Switzerland. 
Moreover, we took into account that 84% of companies employ 1 to 49 employees, 
and 16% of companies employ 50 to 249 employees. 

In order to increase the number of answers, a follow up was done by phone’s in-
terviews. We ultimately obtained a response rate of about 17, 2%. Finally, a total of 
687 Swiss SMEs have answered the questionnaire. Out of the 687 answers received 
only 18.2% of SMEs are indicating using an ERP (ERP users: 18.2% or 125, non 
ERP users: 81.5% or 560, no response: 0.3% or 2). This indicates a low level of pene-
tration in Swiss SMEs (less than 20%). Data have been analyzed with the STATA 
and SPSS statistical packages.  

4 Descriptive Statistics 

The main part of the questionnaire was dedicated to companies which use an ERP. 
However, companies that had not implemented an ERP were asked about their moti-
vation for not implementing an ERP. “High cost” (21%), “non necessity” (11%) and 
“lack of knowledge” (5%) are the main reasons invoked by Swiss SMEs. More than 
40% of the respondents gave no answer to this question, indicating that a large part of 
the respondents do not seem to be concerned by ERP systems. 
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As indicated in the literature review, [12] provided findings regarding the ERP 
system adoption based on a survey analysis by comparing a sample of large compa-
nies with a sample of SMEs. They rejected the hypothesis that, the reasons of not 
implementing an ERP in a SMEs is due to the business complexity. Indeed they 
showed that the main reason invoked is a perception of high cost related to the im-
plementation of an ERP system.  

It is relevant that, as we would see further, to emphasize that the reasons for not 
implementing an ERP in SMEs are not similar to the difficulties meet up by SMEs’ 
users of ERP.  SMEs that have implemented an ERP are frequently dissatisfied by the 
complexity of these tools. On the other hand, our study shows that cost is rarely an 
issue of dissatisfaction for ERP users. An explanation that could be added based on 
our study (i.e. 40% of respondents give no answer) is that this perception of high cost 
comes from the lack of knowledge about ERP systems. However this point should be 
investigated in a further research to validate this hypothesis.   

In this paper, we skip most of the detailed results related to the ERP software 
specificities (for more information, the reader can have a look at [15]). We just report 
the main figures. The following descriptive statistics are drawn from the sample of 
125 respondents corresponding to ERP users who had to fill in the detailed version of 
the questionnaire. 

The choice to implement or not an ERP is not related to the cultural and/or lin-
guistic characteristics of the companies. The language and canton (i.e. Swiss states) 
of residence, variables capturing this kind of cultural differences, confirm this state-
ment. 

The size of SMEs, in terms of number of employees, is an important factor ex-
plaining the adoption of ERP systems. Indeed, the comparison with the Swiss national 
average and our sample reveals that close to 86% of the Swiss companies have less 
than 50 employees. In our sample of ERP users, companies with less than 50 employ-
ees accounts for only 53% of them. In the same way, the Swiss economy counts only 
1% of SMEs of more than 100 employees, whereas our sample of ERP users is com-
pose with nearly 26% of companies of more than 100 employees. These descriptive 
statistics indicate that larger SMEs are more inclined to adopt an ERP system. 

Most of the respondents indicate that they are in a phase of growth. Only 7% of 
the ERP users sample acknowledges a reduction in their sales turnover. Among these 
companies in phase of recession, 75% installed their ERP more than 5 years ago, 
period during which their financial situation might have been different.  

Industry (or the secondary sector as opposed to the tertiary and primary sectors) is 
over-represented in the sample of ERP users regarding the actual importance of the 
tertiary sector in Switzerland. Is it due to the fact that ERP systems are built upon the 
Material Requirement Planning (MRP) structure and are thus naturally more em-
ployed in manufacturing plants (i.e. secondary sector)? The question remains open. 

Only 36% of the companies belonging to the ERP users sample have declared to 
be a subsidiary of a Swiss company and 19% a subsidiary of a foreign company. 
However, globaly, 44% of the companies declare to belong to a group. We can think 
that the group imposes the use of the ERP on the subsidiary company and that with-
out this obligation, the use ratio of ERP by SMEs could be even weaker. 
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A significant part of the companies does not turn to the most known vendors like 
SAP or ORACLE. Indeed, 50.4% of the respondents ticked the item titled “other” in 
the question related to the ERP system installed in the company. It is also notable that 
no particular program dominates in the category titled "other". This result is quite 
surprising, since we might have thought that to ensure business sustainability compa-
nies would relate to software well positioned in the market. 

Another astonishing point is that certain companies mention programs which do 
not have the characteristics of an ERP (e.g. AS400, Clipper). This confirms the lack 
of consensus regarding a clear definition of ERP systems. 

Regarding the choice of the ERP system, Swiss French and Swiss German com-
panies differs significantly. "Oracle" is the first choice of Swiss French companies. 
"Abacus" and "Microsoft" are the first choices of Swiss German companies. So it 
shows that the Swiss market for ERP systems is segmented in 2 distinct markets (the 
Italian part is insignificant).  

The installation of an ERP lasts in 80% of the cases less than 1 year (including, 
for 53% of the cases, less than 6 months). Nevertheless, in 4.6% of the cases, the 
installation seems problematic because it requires more than 1 year and half.  

The number of consultants (relative with the interns) also does not appear related 
to the duration of the installation of an ERP. The number of consultants required by 
the implementation of an ERP remains however important (one consultant for 1 em-
ployee involved in the implementation project). The companies evaluate in 71% of 
the cases a need for an external assistance. 

The more or less important implication of the direction in project ERP has also 
only a moderated impact on the duration of the installation even if a strong implica-
tion of the direction contributes to drastically reduce the probability of seeing the 
installation lasting more than a year and half. 

In terms of difficulties encountered during the implementation phase, we see that 
45% of the respondents indicated the “complexity” of these systems. It is followed by 
the “work overload” (38%) and the “difficulties adapting the ERP system to your 
process (customization)” (32%). In terms of difficulties encountered when using the 
ERP system, we see that 32% of the respondents indicated the “resistance to change”. 
It is followed by the “lack of training” (29%) and again the “complexity” of these 
systems (25%). We thus conclude that managerial issues are the prominent difficul-
ties associated with ERP systems. Indeed, all technical difficulties were always 
ranked at the bottom. 

We have skipped all the results related to the costs of implementation and use, 
since it appears to be a minor element regarding the overall satisfaction provided by 
the use of ERP systems (for more details see [15]).  

5 Hypotheses Testing 

The main research question developed in this paper is: “Is the satisfaction regarding 
the benefits provided by ERP systems evenly spread among Swiss SMEs”? We have 
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chosen to focus in this paper on one of the qualitative aspects developed in our sur-
vey. Indeed, we believe that the originality of this study lies on the measurement of 
qualitative variables such as the satisfaction of the use of ERP systems, and the diffi-
culties (e.g. resistance to change).   

To address this research question we propose first to test the following hypothesis 
scheme: 
H0: Satisfaction provided by the use of the ERP system is not dependent on the size 

and sector of the SME 
Ha: Satisfaction provided by the use of the ERP system is dependent on the size and 

sector of the SME 

The satisfaction variable corresponds to the average for all ERP modules (finance, 
SCM, HR, inventory, production …) employed by each given respondent. This vari-
able is expressed as a “likert” scale, with 1 being the weakest value and 5 being the 
strongest value. The size variable is expressed over 4 levels: between 10 and 49 em-
ployees, between 50 and 99 employees, between 100 and 199, and 200 and 249 em-
ployees. The sector variable is defined as either the secondary or the tertiary sector.  

Table 1. Satisfaction means and standard deviation regarding the size and sector. 

Size N Mean Standard Deviation 
10 to 49 64 3.76 0.83 
50 to 99 25 3.66 0.48 

100 to 199 22 4.02 0.57 
200 to 249 9 3.86 0.70 

Total 120 3.80 0.72 
 

Sector N Mean Standard Deviation 
Secondary 63 3.69 0.78 

Tertiary 57 3.91 0.63 
Total 120 3.80 0.72 

The statistical test we have employed to analyse this hypothesis is to compare 
means (of statisfaction) for every sample of size or sector involved (see Table 1). In a 
general manner, we notice that satisfaction is on average quite high. Practically, we 
have conducted an ANOVA (Analysis of Variance) for the size case, which is the 
method for comparing means of more than 2 independent samples. For the sector case 
it is just a t-test for 2 independent samples. We have retained a significance level of 
5% that is the first-type error (or the risk to reject the null hypothesis when it is actu-
ally correct). 

The p-value of 0.355 for the size case indicates that we cannot reject the null hy-
pothesis at the significance level of 5%. So we conclude that satisfaction is not af-
fected by size. The (2 tailed) p-value of 0.09 for the sector case indicates that we 
cannot reject the null hypothesis. However, this is not clear as it is for the size case. 
Nevertheless, we can conclude that the overall satisfaction related to the use of ERP 
systems is generally good in SMEs whatever their size or sector. 

Other statistical tests can be conducted, that are typically suited for dealing with 
variables defined upon nominal scales (e.g. “yes” or “no”, which is often the case 
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with qualitative variables). Still related to the notion of satisfaction, Table 2 presents 
descriptive statistics about value different “attributes” of value added provided by 
ERP systems. 

Table 2. Value-added by ERP Systems. 

 Yes No No response 
Improved Information 96% 3% 1% 
Cost savings 48% 38% 14% 
Time Saved 74% 20% 6% 
Improved quality of work 95% 5% 0% 

For instance, for the “Time saved” variable which was defined over the nominal 
scale “yes” or “no”, we could explore the relationship between this variable and again 
the size and sector variables (see [16]). We thus test the hypothesis whether there is 
really a relationship between the time saved and the SME size or sector of activity. 
This is done through a Chi-square test, which can treat nominal variables. Here a 
detailed analysis would show that there is unlikely a relationship between the time 
saved and the size and sector variables. This analysis shows that satisfaction is on 
average quite high and homogeneous among the population of Swiss SMEs (other 
aspects than size and sector such as language have also been tested). This is the same 
for the benefits provided by the use of the ERP system (except maybe for the cost 
savings with only 48% of yes). We can thus infer that vendors and consultants should 
specifically address the needs and expectations of Swiss SMEs. On the other hand, 
there is likely no necessity to segment the SMEs market due to its homogeneity.  

6 Conclusion 

In this paper, we have presented the first results of the national survey we conducted 
on the implementation and use of ERP systems in Swiss SMEs. We have tackled the 
population of Swiss SMEs, because they constitute in Switzerland the essential part 
of the economy. We unfortunately notice that the academic literature dedicated on 
ERP systems and SMEs essentially focuses on Critical Success Factor’s and not on 
satisfaction. Indeed the main contribution of this survey is to have included the per-
ception of SMEs regarding qualitative aspects of the implementation and use of ERP 
systems. An ERP system leads to important organizational changes in the company. 
We believe that qualitative variables studied through a questionnaire-based approach 
can bring value to the current knowledge on ERP systems. In particular, we have 
shown that satisfaction of Swiss SMEs ERP users is good and quite homogenous in 
terms of industry type and size. However, an empirical research that attempts to 
measure business perceptions, is also associated with limitations. Perceptions biases 
are inevitable. So findings should be taken with precautions. The study also brings 
managerial or practical implications. In particular, developers and consultants should 
put more emphasis on making these systems more accessible for SMEs. We also 
noticed that the knowledge regarding ERP systems is quite weak among SMEs. This 
point will be investigated in a further research to validate this hypothesis. Moreover, 
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the few SMEs that use an ERP systems seems to be satisfied and to acknowledge 
important benefits such as improved information and quality of work. Consequently, 
ERP systems for SMEs should become a growing and sustainable market if properly 
handled. 
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Abstract. Enterprise Resource Planning (ERP) systems are pervasive 
information systems that have been fundamental in organisations for the past 
two decades.  ERP systems may well count as the most important development 
in technology in the 1990s’. There are many ERP success stories; equally there 
are as many failure stories. This paper reviews current literature of the Critical 
Success Factors (CSF) of ERP implementations.  This review will be used in 
conjunction with the case of a UK furniture manufacturer’s (Company X) 
implementation of an ERP system.  This paper considers the factors that 
resulted in the failure of the ERP at Company X in the initial phase of the 
implementation. 

1 Introduction 

November 2005, the authors were brought into a UK furniture manufacturer 
(Company X) to implement an integrated financial, manufacturing and distribution 
package; an ERP system.  April 2006, Company X decided not to continue with the 
ERP adoption. The ERP system failed to be implemented. 

Company X’s case is not unusual; the Gartner Group (1998) reported that seventy 
percent of all ERP projects fail to be fully implemented, even after three years [16]. 
Soh et al [14] aid for support, they state that many companies that have installed an 
ERP system have had to abandon their efforts.   

ERP failures have received a great deal of attention in literature [7]. Buckhout et 
al [1] found that seventy percent of ERP implementation projects fail to achieve their 
corporate goals. Ross [13] later found that most ERP systems fail to deliver their 
anticipated benefits. This problem is still profound in recent years, Ho et al [4] 
reported that currently there are relatively few ERP success stories, Kansel [6] also 
stated that a large number of ERP implementations still fail to meet expectations.  

This paper addresses the issue of ERP failure. It considers nine critical success 
factors (CSFs) in the initial phase of ERP implementation.  The case of Company X is 
analysed with respect to the identified CSFs. The findings allow conclusions to be 
made as to why the implementation of the ERP system at Company X failed in its 
initial phase. 



 

2 What is an ERP System? 

An Enterprise Resource Planning (ERP) system is a commercial software package [2, 
10, 7] that promotes seamless integration of all the information flowing through a 
company [2].  Laudon et al [8] explain that an ERP system collects data from various 
key business processes, he states that the key business processes are: manufacturing 
and production, finance and accounting, sales and marketing, and human resources.  
The system then stores the data in a single comprehensive data repository where they 
can be used by other parts of the business.  Managers have precise and timely 
information for coordinating the daily operations of the business and a firm wide view 
of business processes and information flows. 
Davenport [2] explains how an ERP system can work, ‘A Paris-based sales 
representative for a U.S. computer manufacturer prepares a quote for a customer 
using an ERP system. The salesperson enters some basic information about the 
customer’s requirements into his laptop computer, and the ERP system automatically 
produces a formal contract, in French, specifying the products configuration, price 
and delivery date. When the customer accepts the quote the sales rep hits a key; the 
system after verifying the customer’s credit limit, records the order. The system 
schedules shipment; identifies the best routing; and then working backward from the 
delivery date, reserves the inventory; orders needed parts from suppliers; and 
schedules assembly in the company’s factory in Taiwan’. 

3 Why an ERP System? 

During the 1990’s, ERP systems became the de facto standard for the replacement of 
legacy systems1 [5]. Somers et al [15] claim there are numerous reasons for the 
increasing demand of ERP systems, for example, competitive pressures to become a 
low cost producer, expectations of revenue growth, ability to compete globally and 
the desire to re-engineer the business.  Markus et al [10] explains that ERP systems 
are rich in terms of functionality and potential benefits. She continues to explain that 
companies are implementing ERP systems for many different reasons, some 
companies have largely technical reasons for investing in ERP systems, other 
companies have mainly business reasons (Table 1). 

                                                 
1 Legacy systems are existing computer systems, often referred to in this way to refer to 
existing systems as ‘antiquated’.  
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Table 1. Reasons for Adopting Enterprise Systems, Markus et al [10]. 

Technical reasons Business reasons 
• Solve Y2K and similar problems   
• Integrate applications cross- functionally 
• Replace hard-to-maintain interfaces 
• Consolidate multiple different systems of the 

same type (e.g., general ledger packages) 
• Reduce software maintenance burden through 

outsourcing 
• Eliminate redundant data entry and 

concomitant errors and difficulty analyzing 
data 

• Improve IT architecture 
• Ease technology capacity constraints 
• Decrease computer operating costs 
 

• Accommodate business growth  
• Acquire multi language and multicurrency 

IT support  
• Provide integrated IT support 
• Standardize different numbering, naming, 

and coding schemes 
• Improve informal and/or inefficient 

business processes  
• Clean up data and records through 

standardization  
• Standardize procedures across different 

locations 
• Reduce business operating and 

administrative expenses  
• Present a single face to the customer 
• Reduce inventory carrying costs and 

stockouts  
• Acquire worldwide “available to promise” 

capability 
• Streamline financial consolidations 

4 Understanding Critical Success Factors and Failure Factors 

Gargeya et al [3] reported on the success and failure factors of adopting SAP, a 
popular ERP system.  Six factors that contributed to the success and failure of ERP 
implementation were identified in total. 

1. Working with SAP functionality/maintained scope 
2. Project team/management support/consultants 
3. Internal readiness/training 
4. Deal with organisational diversity 
5. Planning/development/budgeting 
6. Adequate testing 

 
They noted that the primary factors for success (Factor 1 and Factor 2), were 

different to the primary factors for failure (Factor 3 and Factor 5). Gargeya et al [3] 
noted the factors that contribute to the success of SAP implementation are not the 
same as the factors that contribute to the failure. This point states that this paper 
should be focusing on one set of factors to understand failure and another set of 
factors to understand success.   

Umble et al [17] claim there are nine CSFs, from these they proposed ten reasons 
why ERP implementations failed within a manufacturing environment (Table 2). This 
work contradicts the conclusions of Gargeya et al [3] because nine of the reasons for 
failure are the same as what they define to be CSF. They are in fact stating that the 
factors for success and failure are the same.  
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Table 2. CSFs and reasons for failure, Umble et al [17]. 

Critical Success Factors Reasons for Failure 
1. Clear understanding of strategic goals 1. Strategic goals are not clearly defined 
2. Commitment by top management 2. Top management not committed 
3. Excellent project management 3. Implementation project management is poor 
4. Organisational change management 4. The organisation is not committed to change 
5. A great implementation team 5. A great implementation team is not selected 
6. Data accuracy 6. Data accuracy is not ensured 
7. Extensive education and training 7. Inadequate education and training  

8. Focused performance measures 8. Performance measures are not adopted to 
ensure that the organisation changes 

9. Multi site issues 9. Multi site issues are not properly resolved 
 10. Technical difficulties 

Researchers have focused extensively on the CSF’s of ERP implementations. Loh 
et al [9] state that there is an increasing amount of research in this area. Somers et al 
[15] suggest that the failure of ERP implementations calls for a better understanding 
of CSFs. So indeed it has been a common trend in research, to understand and 
compile CSFs in order to help practitioners avoid failure.  

Although Gargeya et al’s [3] work states that different factors contribute to 
success and failure of ERP implementation. Umble et al’s [17] work contradicts this. 
In this vein, this paper believes it is logical to consider the CSFs of ERP 
implementations in terms of Company X in order to understand why the project 
failed.  

5 The Initial Phase of an ERP Implementation 

Somers et al [15] suggest that CSFs are much richer when viewed within the context 
of their importance in each stage of the implementation process.  This paper will 
concentrate on ERP CSFs at what it defines to be the ‘initial phase’ of 
implementation, as this is the relevant research in relation to the case study of 
Company X.  This paper defines the initial phase as a mixture of what Parr et al [12] 
consider to be called the ‘planning phase’ and Markus et al [10] label as the 
‘Chartering phase’.   

Table 3. The Planning Phase [12] and the Chartering Phase [10]. 

Parr et al (2000) Planning Phase Markus et al (2000) Chartering Phase 
• Assembly of a steering committee  • Building a business case 
• Determination of high level project scope and 

broad implementation approach • Selecting a software package 

• Selection of a project team manager • Identifying a project manager 

• Resource determination • Approving a budget and a schedule 

Table 3 outlines what Parr et al [12] and Markus et al [10] believe is involved in 
this phase. To clarify, the initial stage of ERP implementation in this paper is defined 
as involving; building a business case, the assembly of a steering committee and a 
project manager, approving a budget and a schedule and selecting a software package. 
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6 Critical Success Factors in the Initial Phase of an ERP 
Implementation 

Loh et al [9] considered twenty one CSFs in SMEs.  The CSFs were deduced to ten 
based on the grouping of similar factors together and the need for referral by five 
references.  These ten critical success factors were then linked to their particular phase 
of ERP implementation adapted from the phases of Markus et al [10].  Loh et al’s [9] 
CSFs for the chartering phase are:  

1.   Project Champion                    3.  Project Management 
2.   Business Plan and Vision         4.   Top Management Support 

Based on the work of earlier papers, Nah et al [11] identified eleven factors that were 
critical to ERP implementation success. They too classified their CSFs into Markus et 
al’s [10] phases of the ERP project lifecycle. In the chartering phase the factors noted 
by them are:  

1.   ERP Teamwork and Composition 5.   Project Management 
2.   Top Management Support 6.   Project Champion 
3.   Business Plan and Vision 7.   Appropriate Business and        
4.   Effective Communication       Legacy systems 

Parr et al [12] considered two organisations implementing an ERP system and what 
CSFs they used in each stage. The CSFs identified at the planning phase were:  

1.   Management Support 3.   A Champion for the Project 
2.   Commitment to the Change 4.   A Vanilla ERP Approach 

This paper intends to combine the work of Loh et al [9], Nah et al [11] and Parr et al 
[12] to obtain a unified framework of CSFs for the initial phase of an ERP 
implementation (Table 4).  

Table 4. Unified framework of CSFs at the initial phase of an ERP implementation. 

CSFs at the Initial Phase Loh et al (2004) Nah et al (2001) Parr et al (2000) 
Project Champion    
Project Management     
Business Plan and Vision     
Top Management Support     
ERP teamwork and 
Composition    

Effective Communication    
Appropriate Business & Legacy 
systems    

Commitment to the Change    
A Vanilla ERP Approach    
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6.1 Project Champion 

Parr et al [12], state that a project champion is an advocate for the system who is 
unswerving in promoting the benefits of the new system. The project champion 
should be a high-level executive sponsor who has the power to set goals and 
legitimise change [11]. It is a CSF that there is a project champion with these 
attributes is involved in an ERP implementation. 

6.2 Project Management 

According to Loh et al [9], good project management is vital and that the scope of the 
ERP implementation project should be established and controlled. This includes the 
system implemented, the involvement of business units and the amount of project 
reengineering needed. They continue to explain that the project should be defined in 
terms of milestones and critical paths. Deadlines should also be met to help stay 
within the schedule and budget and to maintain credibility [9]. 

6.3 Business Plan and Vision 

A clear business plan and vision to steer the direction of the project is needed 
throughout the ERP lifecycle [1]. There should be a clear business model, a 
justification of investment, a project mission and identified goals and benefits [11].   

6.4 Top Management Support 

Parr et al [12] describe top management support as top management advocacy, 
provision of adequate resources and commitment to the project. Top management 
need to publicly and explicitly identify the project as a top priority [11]. Senior 
management must be fully committed with its own involvement and have a 
willingness to allocate valuable resources to the implementation effort [5].  

6.5 ERP Teamwork and Composition 

The ERP team should consist of the best people in the organisation [1]. Building a 
cross functional team is also critical [11]. The team should have a mix of consultants 
and internal staff so the internal staff can develop the necessary technical skills for 
design and implementation. Both business and technical knowledge are essential for 
success [11]. Managers should be assigned full time to the implementation and 
partnerships should be managed with meetings scheduled regularly [9]. 

6.6 Effective Communication 

Effective communication is critical to the success of ERP implementations [9]. 
Communication includes the formal promotion of project teams and the advertisement 
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of project progress to the rest of the organisation [5]. Expectations at every level need 
to be communicated [11]. Nah et al [11] state that communication should penetrate all 
levels in the company, from upper managers to bottom operators, everyone should 
know what to expect in the business process change. They continue to explain that 
communication increases the willingness of people to change and take part. 

6.7 Appropriate Business and Legacy Systems 

Nah et al [11] believe that appropriate business and legacy systems are important in 
the initial phase of the project as a stable and successful business setting is essential. 
They continue to explain that business and IT systems involving existing business 
processes, organisational structure, culture, and information technology effect 
success. The existing business and legacy systems determine the IT and 
organisational change required for success [5]. 

6.8 Commitment to the Change 

Parr et al [12] define the commitment to the change as perseverance.  They state that a 
company should have determination in the face of inevitable problems with 
implementation. 

6.9 A Vanilla ERP Approach 

According to Parr et al [12], a company should have a vanilla ERP approach in order 
to be successful. Parr explains that essentially a vanilla approach involves a minimum 
customisation and an uncomplicated implementation strategy. Organisations should 
be willing to change the business to fit the software with minimal customisation [5]. 
Holland et al [5] state that an organisation should try to purchase the package that fits 
best into its business processes. 

7 Case Study: ERP Non-Implementation at Company X 

7.1 Project Champion 

The project management (the author) was mainly responsible for the role as the 
project champion. As a new employee solely employed to project manage the project, 
most questions and queries were directed towards her.  The product Company X had 
chosen to implement was a well known ERP system, implemented in many 
companies worldwide. The project manager was able to promote the product knowing 
the functionality and the quality of the ERP system. However, as the project 
progressed and the project managers confidence in the system dropped due to the 
mismatch of the system and the companies requirements, the project manager no 
longer felt the same way about the system and this fact was picked up on by other 
members of staff. 
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7.2 Project Management 

Project management at Company X could have been better. At the beginning of the 
project there was much uncertainty of the tasks that needed to be involved to 
complete the project. Communication errors had led the ERP vendors to believe they 
were implementing a smaller system than was required, for example, they had not 
been informed that any manufacturing modules were required. They were also not 
enlightened as to the timescales that the company wished to work to, so consequently 
their initial implementation dates and plans were effectively useless. The company 
created their own project plan including milestones. Again this suffered from being 
produced with communication errors as the ERP vendors input was not used. The 
plan was created not knowing any detail of the ERP system and how long the 
implementation of the software would actually take. Once the differing project plans 
were recognised, the problem was addressed. New plans were not drawn up however 
because the problem of the ERP system not fitting the company was highlighted, and 
this problem needed to be addressed before any further plans could be made. 

7.3 Business Plan and Vision 

Upon investigation it was evident Company X did not have a clear business plan and 
vision for the ERP system. Although some goals and benefits were identified, nothing 
was documented properly and defined in a united format. In November 2005, at the 
beginning of the project manager’s recruitment, there was no clear idea what the ERP 
systems intention was. The modules of the ERP system that were purchased 
contradicted the majority of senior managers’ ideas of what the system would do and 
what was actually required by the system. It was established that a project mission 
was non existent. The justification of investment was also a subject not approached in 
great detail. 

7.4 Top Management Support 

The senior management at Company X were committed to the project. Three of the 
four Directors were members of the steering committee, which meant they gave their 
input on the project on a regular basis. All of the steering committee members were 
encouraged to be committed to the project by the Directors. The budget for the ERP 
system had been approved and committed in the form of a contract between Company 
X and the ERP vendor. Overall time and money was allocated. The project however, 
may have benefited from top management publicly and explicitly identifying the 
project as their top priority. As the project progressed, the existing Managing Director 
left the company. A new Managing Director joined the company. The resources that 
had previously been allocated for the project were now in question. Especially as the 
project scope looked as if it was going to increase which of course meant the cost of 
the project would increase. The concerns from the new Managing Director made the 
commitment of the other Directors involved in the projects waver. This was portrayed 
in lack of attendance in meetings. 
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7.5 ERP Teamwork and Composition 

The steering committee was cross functional. It consisted of the senior manager of 
each department and all of the directors that were available. An ERP consultant was 
also involved at the initial phase of the project. The ERP consultant’s knowledge 
regarding the chosen ERP system was limited, although he still contributed well to the 
team. It would have been preferable to assign more than one person to the project full 
time, however because Company X is a SME this was simply not feasible. All the 
team were committed and meetings were scheduled regularly. Overall Company X 
achieved well in terms of teamwork and composition. 

7.6 Effective Communication 

Company X communicated well within the steering committee group. However, 
communication to outside of the steering committee was limited. Users could find out 
about the ERP project by asking questions of the steering committee, however no 
other formal way of communication was identified. In hind sight the project should 
have had newsletters or made use of notice boards and intranets.  

7.7 Appropriate Business and Legacy Systems 

Company X had its business faults prior to the ERP system implementation. Some 
business processes were duplicated or ineffective, especially processes that stretched 
over departments. Employees were allowed to carry out tasks in their own ways, 
which led to array of formats and systems. Business processes did not seem to be the 
businesses priority, rightly or wrongly the opinion seemed to be that as long as the job 
got done, it was ok. The organisational culture was not completely open to a new 
computer system either. Previous failed implementations of an ERP system had left 
the organisation guarded. Company X possibly was not the right company to adopt an 
ERP system, especially at that time.  

7.8 Commitment to the Change 

Company X was committed to the project. All the steering committee gave the project 
their full attention in terms of attending all the required meetings, doing all of the 
work required and being positive about the project. When problems occurred with the 
fit of the ERP system, the steering committee focused on all of options that were 
available at the time and came up with the most appropriate solution. The company 
can be seen as being committed to the change from this perspective. 

7.9 A Vanilla ERP Approach 

Company X had a vanilla ERP approach. They realised the time and cost implications 
of customising an ERP system extensively. They were extremely anti –customisation, 
this was made clear in all of the initial meetings.  
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Reviewing the business processes began shortly after the employment of the project 
manager. It immediately became apparent that the ERP system selected was a bad fit 
for Company X. Company X manufacture make to order furniture, they need the 
flexibility to make almost anything requested. This means that Company X needed an 
ERP system with a good product configurator. The ERP system selected did not have 
a product configurator. The vendors did not suggest using an external configurator or 
integrating the system with the existing bill of material system. It was later discovered 
that this may have been because the ERP vendor had never implemented the system 
in a similar manufacturer and the system was mainly marketed towards service 
organisations not manufacturing.  Although Company X had a vanilla ERP approach. 
This approach was distorted because of the current situation. Company X could not 
implement the chosen ERP system in a vanilla format because it was a bad fit for the 
company. 

Table 4: Summary of the extent Company X achieved each CSF. 

8 Discussion 

Company X’s ERP system failed to be implemented, it failed in the initial phase. 
What constitutes ERP failure can be questioned.  However it is almost irrefutable that 
the ERP system at Company X failed. 

So why did it fail? Company X successfully achieved the CSFs, teamwork and 
composition and commitment to the change. They had a cross functional steering 
committee who were committed to the project, attended scheduled meetings regularly 
and faced the problems with the ERP system with determination. However, Company 
X’s ERP implementation failed to be implemented; so it appears that achieving two 
CSFs, teamwork and commitment to change were not enough to make a successful 
ERP implementation in the initial phase. 

It can be said that Company X only partly achieved the CSFs, project champion, 
project management, top management support, effective communication and a vanilla 
ERP approach. There was a project champion, however as the project progressed, the 
project champions promotion for the project diminished. Project Management of the 
ERP implementation was not admirable; the project plans differed between the ERP 
vendor and Company X so the timescales were not defined. The project was clearly 
supported by three Directors, however top management support was hindered by the 

CSFs at the Initial Phase Company 
X achieved 

Company X 
partly achieved 

Company X 
did not achieve 

Project Champion    
Project Management     
Business Plan and Vision     
Top Management Support     
ERP Teamwork and Composition    
Effective Communication    
Appropriate Business & Legacy systems    
Commitment to the Change    
A Vanilla ERP Approach    
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existing Managing Director leaving the company. His replacement was a new 
Managing Director who did not support the project. Communication within the 
steering committee was good, however, communication outside of the steering 
committee outside of the project was limited. There was no formal way of 
communicating the project to users. Although the company had a vanilla ERP 
approach, the selected ERP system was not a good fit to the companies processes so 
the vanilla approach was distorted. Company X only partly achieved five CSFs. A 
partly achieved CSF could have been a reason for the ERP failure. For example, the 
Project Champion’s diminishing support for the project could have led to the rejection 
of the ERP system to the users which then progressed to the rejection of the system by 
the steering committee and a discontinuation of the whole project. Effectively, to only 
partly achieve can be said to fail in some way, and that partial failure could have led 
or contributed to the whole system failure.  

Company X did not achieve the CSFs, business plan and vision and appropriate 
business and legacy systems. Although some goals and benefits were identified, 
nothing was documented properly and defined in a unified format. The company did 
not have the appropriate business and legacy systems. The culture at Company X was 
guarded against a new IT system. Failing to achieve these CSFs could have been the 
reasons for the failure of the ERP in the initial phase. 

This research has distinguished that there is not one reason for the failure of 
Company X’s ERP system. This research has defined seven reasons (five partly 
achieved CSFs and two not achieved CSFs) out of nine reasons that may have caused 
failure. Gargeya [3] found that factors leading to success and failure are complex and 
do not occur alone. This research clearly supports this assumption. 

9 Conclusion 

Considering CSFs has allowed the authors to explore a wide variety of explanations 
for the ERP failure in the initial phase of implementation at Company X. Prior to this 
research, it was deemed by the authors that Company X’s ERP demise was simply 
due to lack of support of the project by the Managing Director. However, looking at 
the case in terms of CSFs, it was discovered that although lack of top management 
was a critical factor, it was not the only factor that led to the ERP failure. Company X 
only partly achieved and did not achieve in total seven CSFs. So in total, this paper 
has identified seven reasons for the failure of the ERP implementation at Company X.  
This research is extremely useful for Company X to understand when they undertake 
IT projects in the future. Recognising what the CSFs are and that they need to be 
achieved will encourage successful IT implementations. This research is also useful 
for researchers and practitioners who wish to implement ERP systems. They will 
know that nine factors need considering in the initial phase of ERP implementation, 
and failure to meet or to only partially meet seven of these factors results in failure.  

This paper is limited because it fails to identify the importance of each CSF in the 
initial phase of ERP implementation, for example whether the non achievement of 
one CSF is more critical to failure than others. This paper proves that the failure and 
the partial failure of seven out of nine CSFs cause ERP failure in Company X, 
however it does not recognise how many non achieved CSF were actually necessary 
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to cause failure. This paper also fails to recognise if a particular combination of 
factors led to the ERP failure, for example, if the non achievement of two CSFs 
together signifies failure. 

This research would be validated further if the same conclusions were made by 
considering the subject from a different perspective; possibly looking at the ERP 
implementation from a user perspective, the Managing Director’s perspective or the 
ERP vendor’s perspective.   
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Abstract. Assimilation of a standard ERP system to an organization is difficult. 
User involvement seems to be the crux of the matter. However, even the best 
intentions for user involvement may come to nothing. A case study of a five 
year ERP implementation process reveals that a main reason for this miss may 
be that the perception of usefulness in any given phase of the implementation is 
heavily dependant on preceding events – the process. A process model analysis 
identifies eight episodes and nine encounters in the case showing that users atti-
tude towards an ERP system change between acceptance, equivocation, resis-
tance and rejection depending on three things: (1) Dynamic between user and 
consultants, (2) Dynamic between different user groups, and (3) Understanding 
of technical, organizational and socio-technical options. 

1 Introduction 

Organizations may have very diverse technical and strategic reasons for adopting 
integrated Enterprise Information Systems [1], [2], and success is not a monolithic 
concept; rather it is multidimensional and relative [1]. However use is one of the most 
frequently reported measures of system implementation success [3]. We therefore 
assert that a successful implementation must be coupled with high quality of use in 
order to fully realize the benefit of the ERP system. Quality of use defined as “how 
well an end user understand a piece of software and how effectively the user can 
exploit the capabilities of the software” [4]. Although research shows that most or-
ganizations implementing ERP systems may expect difficulties using the system for a 
shorter period after go-live [2], some organizations continue to struggle with the use 
of the system for years after go-live[5]. The poor quality of use can be caused by: 
- The capabilities of the ERP Package being unable to meet the organizational re-

quirements[6], [7]. 
- Poor design decisions regarding configuration of the ERP Package, customiza-

tions and integration with other systems [1], [8]  
- Human factors: Unforeseen human enactment of the software [4] and resistance to 

change[9]. 
 

Having users participate and being involved in ERP implementations are considered 
essential for success ([10], [9], [8]and will result in a better fit of user requirements, 



achieving better system quality, use and acceptance [11]. “User participation” refers 
to the behaviours and activities that users perform in the system implementation proc-
ess. User involvement” refers to a psychological state of the individual, and is defined 
as the importance and personal relevance of a system to a user [12]. However we 
should not assume that having users participate will automatically result in personal 
involvement and commitment to the result. To better understand how user involve-
ment during an ERP experience is changing over time, and how it is affecting the 
attitude toward the new system, this paper uses a longitudinal case-study and a proc-
ess-oriented view inspired by Newman & Robey’s [13] model. The analysis show 
how the user involvement and perceived usefulness of the system change over time as 
the dynamic between the participating users and consultants changes and knowledge 
to re-design the system and the organizational work processes is generated.  

2 Research Question and Method 

A longitudinal case study within the interpretive tradition of information technology 
studies [14] is conducted. The aim of the research is to better understand how and 
why the user involvement and the perceived usefulness of the system change over 
time. Especially how the dynamic and the communication between the users and the 
developers are influencing the outcome. In line with the assumptions of interpretive 
research I focused on the participants’ subjective descriptions of the implementation 
process and their expressed feelings and thoughts about their involvement and the 
perceived usefulness of the ERP package. The first initial analysis of the interviews 
revealed that actions and events in the case were strongly influenced by prior events, 
and that user involvement and the perceived usefulness of the system had changed 
over time. Thus a process model inspired by Newman and Robey’s model [13] was 
used to guide the analysis to focus on the social dynamics between the users and the 
developers (consultants) during the implementation.  

The study was carried out in the Danish headquarter of an international engineer-
ing company called Alfa (pseudonym). In January 2001 Alfa started up the process of 
selecting and implementing a standard ERP system, and in October 2003 they went 
live. The case study covers a 5½ year period from January 2001 to summer 2006.   

Data collection was carried out through interviews with the ERP project program 
manager, users serving as team leaders during the implementation, managers and end-
users from all functional areas within project scope, a consultant participating in the 
project on the vendor side, and the vendor’s solution architect. All 16 interviews were 
semi-structured and lasted 1½ to 2 hours. The interviews were taped and transcribed. 
An initial interview with the project program manager were conducted in February 
2005 and the rest of the interviews from November 2005 to August 2006. It has not 
been possible to follow the project from the start although it had been preferable. 
Thus to cover the implementation from the beginning and up to date, the interviews 
have been conducted with a retrospective focus.  

One of the difficulties using the interview material is, that the interviewees’ inter-
pretations of the history as well as the immediate situation often is influenced by 
difficulties or conflicts taking place at the time of the interview. Written project 
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documentation has therefore been used to verify the interviews where possible. Alfa 
has provided elaborate documentation including detailed requirements specification, 
documented workshop evaluations of the candidate systems, business cases, gap 
analysis, issue-log and change requests.  

The data analysis were an iterative process going back and forth between coding 
and collecting data to allow gaps to be identified and addressed, and different inter-
viewees interpretations to be commented and reflected on by others. A hermeneutic 
interpretive approach [14] has been used going back and forth between the field mate-
rial and different interpretations. Going through the transcribed interviews the initial 
analysis made it clear, that end users and IT-experts had very different interpretations 
of the usefulness of the new systems, and that the end users perceived the usefulness 
of the system to have changed over time. Therefore another round of analysis was 
conducted using a process model inspired by [13].  

The process model focuses on sequences of events over time in order to explain 
how and why particular outcomes are reached. The constructs in the process model 
are antecedent conditions, episodes (a series of events that stand apart form each 
others), encounters (mark the beginning and end of an episode), and outcome over the 
course of time (see figure 1). The historic context of the ERP implementation is ex-
pressed through the antecedent conditions. During each episode the antecedent condi-
tions of the episode may be challenged and the users may choose to respond by 
changing their involvement and attitude toward the new system. In this paper the 
process model is used to analyse how and why user involvement and the user’s atti-
tude toward the ERP implementation is changing over time. I have adopted Newman 
and Robey’s four categories of episodes which are: (1) episodes led by the IT-expert 
– focus on the technology, (2) episodes led by the users - focus on the business, (3) 
episodes of joint development, and (4) “wait and see” episode when both party are 
uncommitted. As possible responses to each episode four categories of user attitude 
are used: (1) acceptance of the system, (2) equivocation, (3) resistance, and (4) rejec-
tion. Category 1, 2 and 4 are included in Newman and Robey’s original process 
model, however I found, that a fourth category were necessary; rejecting a system or 
parts of a system may not be an option for the users, but resisting or enacting the 
system in order to minimise the use or the consequences is a milder but still powerful 
way to express non-acceptance.  

3 Implementation of an ERP System at Alfa Engineering 

The case organization Alfa is an engineering company with more than 80 years of 
experience - a leading supplier of systems, consultancy and engineering services to 
the pharmaceutical and biotechnological industry. The organization has 1200 em-
ployees in Europe, China and USA. Employees typically have a degree from a tech-
nical university. Most of the work in Alfa is conducted in large projects lasting sev-
eral years and costing billions of US$. Thus Project Managers are quite powerful and 
influential.  

The ERP project started in January 2001 at Alfa’s headquarter in Denmark. A 
Project Manager with extensive ERP Project Management experience was hired to 
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manage the project. From the very beginning it was clear, that this was a common 
project for management and employees in Alfa. It was never questioned that users 
should participate throughout the project and in all aspects of the project. A project 
organisation was set up and user representatives from all functional areas included in 
the project scope were appointed. 

Alfas core business is project administration and project management on behalf of 
there customers, but they don’t do any production. Alfa was aware that ERP systems 
in general are not targeted at their line of business. Therefore a thorough evaluation 
and selection process was to be conducted to ensure that the standard system meet 
their needs. Alfa spend almost a year specifying requirements, evaluating candidate 
systems and finally selecting a system and 9-10 month configuration and customizing 
the system before going live in October 2003. 
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Equivocation

Acceptance

ep1

ep3

ep2

ep4

ep5

ep6

ep7

ep8

en2

en3

en1
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Time             1/2001        1/2002       1/2003       1/2004 1/2005 
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en6

en5

en7

en4
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Fig. 1. Alfa's process model adapted from Newman & Robey (1992). 

3.1 A Process Model for Alfa’s ERP Experience 

In this section Alfa’s ERP process model is described and a graphical representation 
is depicted in figure 1.  

Antecedent Conditions: Up until the decision to buy and implement the ERP sys-
tem Alfa had no experience with integrated systems, and very limited experience with 
standard systems. Historically software had been developed specifically for functional 
areas and allowed the users significant influence on the design of the software.  

Encounter 1 – project initiated: In order to improve the quality of services offered 
to the customers, improve resource management, and provide better financial control. 
Alfa as many companies before them had however come to the conclusion, that an 
integrated ERP Package providing real-time sharing of data were necessary Managers 
as well as users were aware that it would require the organization to adapt to the ERP 
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system, but at the same time they wanted to continue the tradition of user participa-
tion they had good experience with and therefore an approach involving the users 
from the very beginning and throughout the project were decided on.   

Users’ attitude toward the system: Users, the ERP Project Manager and top 
management at ALFA acknowledged the need for a new system and the intended 
approach, thus the project stated out with wide acceptance.  

Episode 1 - ALFA business processes and requirements specification: First all 
business processes that should be part of the new system were described including 
Finance, Purchase, Project Administration and Resource Management. A large num-
ber of users throughout the organisation were involved in the process, and a number 
of simple business process models on different levels were produced using Power 
Point as a tool. For each of the four areas knock-out criteria were defined. After the 
Business processes were defined, they served as a common reference for discussing 
the requirements focusing on input (data) triggering a process, steps within a process 
and output from a process. More detailed requirements for each area were defined in 
a dialogue between the Project Manager and the participating users. It was a long and 
difficult process especially because it involved a large number of users who had little 
or no experience defining requirements. The requirements should at the same time 
reflect existing processes and be open towards processes within a standard system. 
The users did not know what to expect from a standard system and to inspire them a 
couple of standard systems were demonstrated by different vendors. 

Alfa defined more than 800 detailed requirements which were simple and priori-
tised on a scale from 1-4. Finally all the requirements were included in a spreadsheet 
and mailed to the candidate vendors.  

Encounter 2: The requirement specification is finished; users from the four func-
tional areas were in charge of the requirement process and the users influence on the 
process has not been challenged.  There personal involvement is high and the expec-
tations to the new system high.  
Users’ attitude toward the system: Acceptance (no changes from the antecedent 
conditions). 

Episode 2 - Evaluating candidate ERP systems: The vendors performed a written 
reply and for each requirement they defined too what degree the system could meet 
the requirement, they used 4 categories: ‘Fully as standard’, ‘Customisation included 
in future upgrades’, ‘Customisation not included in future upgrades’, ‘Not at all’. 

Parallel with the requirements definition a set of criteria for evaluating the vendor 
were defined, and knowledge about the industry and the vendors desire to understand 
Alfas situation were among the more important criteria.  

The three pre-qualified vendors were invited to demonstrate there system in an 
all-day workshop using scenarios defined by Alfa. 10-15 users participated in the 
workshops evaluating the system and vendor performance using an evaluation frame-
work. Finally 1-2 reference customers for each vendor were visited. An evaluation 
report comparing the three candidate systems and the tenders from the vendors were 
composed. The results from the evaluation process were summarized and presented as 
quantitative and qualitative scores in a number of different areas.  
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Encounter 3 - Evaluation: Alfas board of directors decided to follow the recom-
mendation given by the project group and Oracle were chosen as Alfas new ERP 
system.  
Users attitude toward the system: The attitudes toward the systems are somewhat 
mixed. Some users developed an equivocate attitude but acceptance is still the domi-
nation attitude. The users were in charge of the evaluation and the analysts in charge 
of the demo. Some users, especially form project management, realise that the sys-
tems may not fulfil there needs. They have started to realise, that the approach for this 
implementation; minimise customization and require the organization to adapt to the 
ERP Package, will challenge there historical influence on the systems design, and 
therefore there anticipated usefulness of the system.    

Episode 3- Re-scoping: Due to financial difficulties the ERP project were asked to 
cut the project cost by 5 million DKK before even starting. To re-scope the project 
Alfas ERP project manager and user representatives from the four functional areas 
together with consultants from Oracle implemented a ‘Conference Room Pilot’ a 
quick examination of the original requirements and scope. For each requirement, the 
implementation consultants would show the solution in Oracle, and the possibility of 
cutting something was discussed. This process very quickly made it visible that it 
would be necessary to add as well as cut requirements and scope. In the original re-
quirement specification process the users had relied on assumptions about what a 
standard system would provide. Therefore the requirements now appeared to be in-
complete. At the end of the two weeks the 5 millions were found and a contract were 
signed defining scope, price etc.  

Encounter 4: A fixed price contract is signed with the vendor based on the origi-
nal requirement specification with adjustments decided on during episode 3.  
Users’ attitude toward the system: Equivocation and some resistance, most users 
have started to feel that the historic situation has changed. The users got to make the 
re-scoping decisions, but the final result has to be approved by the steering commit-
tee. The project manager is driving the process very strictly to cut project cost and the 
users have to rely on the consultants’ knowledge and judgment about the ERP sys-
tem. Most users have now realized, that the requirement specifications not necessarily 
will help them achieving significant influence on the system’s capability, and a feel-
ing that the system will not provide what they asked for is developing. The process is 
now challenging the users’ historic position of having significant influence.    

Episode 4 – Configuration: In the following nine month three Conference Room 
Pilots were conducted. In each pilot the system “to-be” was (re-)scoped at a more 
detailed level and the configuration decisions were documented. The work was con-
ducted in small workshops where user representatives and consultants worked to-
gether; the users provided knowledge about the existing work practice (requirements) 
and the consultants their knowledge about the standard system. The processes in the 
ERP Package were guiding the work and Oracle’s process tool was used. The re-
quirement specification was used as a checklist.  
Encounter 5: The first version of the new ERP system is finished. 
Users’ attitude toward the system: Resistance and some rejection. Most of the user 
representatives are disappointed with the results and know it will be difficult to “sell” 
it to the users in there department. The functionality within resource management is 
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considered so poor, that the users have started rejecting the functionality. The con-
sultants were in charge of the implementation process, the capability of the ERP 
Package is constraining the design and the requirement specification is used to evalu-
ate the progress of the work. The users lack experience in the configuration process 
and knowledge about the capabilities of ERP Package, they are totally depended on 
the consultants. They have all realized, that the new system will not meet the expecta-
tions of there peers and some of them feel much stressed reporting back to the peers. 
Conflicting interests among the users is also influencing the process, most of the user 
representatives feel, that the financial department is too dominant. 

Episode 5 -Training and testing: The project is under an extreme time pressure. In 
the Alfa concern it is not allowed to implement a new financial system the last quarter 
of a financial year, therefore the system have to go-live at the beginning of October. 
Thus the training of the users takes place alongside the final testing and data conver-
sion.   

Encounter 6: 8th of October 2003 Alfa’s Oracle solution went live. 
Users’ attitude toward the system: A lot of resistance toward the system is building 
up in the organization during episode 6. The users succeed at this late stage having 
the resource management module taken out of the implementation because the func-
tionality in there opinion is to poor.  The consultants were in charge of the configura-
tion of the system and the modifications to the system. However the user representa-
tives have taken over responsibility regarding training and testing, and the overall 
responsibility for the socio-technical design.  

Episode 6 – Go-live and stabilizing the system: Because of the time pressure many 
reports were still outstanding and a lot of promising and nice functionality were left 
to be implemented in a later phase. During the next months the users struggled with 
the system. Some parts of the system they learnt to manage but others they refused to 
use or used incorrectly thereby causing data quality problems as well as system mal-
function in other areas. After a very turbulent period the system were stabilized and 
the most important reports were developed.  

Encounter 7: An internal IT-competence centre was formed consisting of the pro-
ject manager and some of the user representatives, and a former Oracle consultant, 
and a new project is decided on to improve the usefulness of the system. 
Users’ attitude toward the system: Resistance/rejection. As the users became more 
experienced using the system, they also became convinced that parts of it had to be 
redesigned thus using there political influence to have the design of the system sup-
port there daily work. No significant pattern in some areas the users is in charge of 
the process in others the members of the competence centre is in charge.  

Episode 7 - The follow up project: Some of the consultants participating in the 
configuration had moved on to new project and some were still helping out correcting 
errors. Members of the new internal Oracle competence centre were assigned the 
roles of technology experts. The fit of the system were in some areas more problem-
atic then in others. Meetings were set up where people from the competence centre 
met all user groups within Alfa. The analysts met the users with an open mind and all 
issues reported were noted without considering the relevance or the reason; resulting 
in a list of more than 500 issues. Afterwards the reasons for the issues were discussed 
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and the appropriate action decided. Some issues were met with end user education 
and some with reconfiguration or customizations of the system; some were researched 
thoroughly, but could not be solved due to the design of standard system.  

Encounter 8: At the end of 2004 the follow-up project was completed.  
Users’ attitude toward the system: More functionality is accepted. In general the 
perceived usefulness of the system increased and some of the rejected functionality 
were re-designed or just re-introduced and now accepted. The users in general gained 
more self-confidence and they started to fight to get more influence on the socio-
technical design of the new system. Project managers are still fighting what they 
perceive as very poor system design refusing to use some functionalities and have 
project assistances and secretaries use the system on there behalf.  

Episode 8 - Continuous improvement: Users throughout Alfa and members of the 
competence centre are working to increase the quality of use. To do so they are cus-
tomizing the software to change the original capabilities of the ERP Package, recon-
figuring the system and enacting the software. The relationship between the users and 
the competence centre is in some areas problematic, but in other areas the relation is 
very good and fruitful based on a more joint development approach.  
 
Outcome: The project is being considered a success from a project management point 
of view. Cost and time estimates (episode 3-5) were met, the functionality promised 
were delivered and after a chaotic go-live the system is now used throughout the 
organization and more functionality are implemented as an ongoing process. The 
selection and implementation process was relatively participatory, users were in-
volved in the selection process, the scoping of the system, the configuration and im-
plementation, and last but not least the user’s issues that remained after the go-live 
phase were collected and seriously addressed. Participation was encouraged and or-
ganised for. However the quality of use can be questioned, many users are still com-
plaining, that they lack knowledge to use the system correct, more powerful users 
resist using functionality with what they consider poor user interface. Users partici-
pating in the ongoing implementation of new functionality are complaining about not 
being able to understand the capabilities of the software and the consequences of 
different design possibilities. Episode 3 and 4 left the organization with a lot of inter-
nal conflicts and frustration, influencing the users’ behaviour in the following epi-
sodes, and causing a lot of re-design and customizations years after the project offi-
cially finished in encounter 7.  

3.2 Discussion  

The purpose of this paper is to understand what made the users attitude toward the 
system change over time. As we can see from the process model, the users were en-
thusiastic and actively involved in the first episodes, during episode 3 and 4 a dra-
matic change happened, that culminated during episode 5 and 6 having users reject 
functionality and resist using the system. During episode 7 and 8 a more positive 
attitude to the system was developed although the quality of use is still low in many 
areas.   
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In the process model the outcome of an episode implies the preceding events [13] 
therefore to understand what led up to the rejection and resistance in episode 5 and 6 
the preceding episodes are examined. In episode 3 and 4 the user representatives 
found them selves in a situation, where the consultants had taken over the design 
process of the new system and the users had realised that the result would constrain 
the organizational processes in ways the end users would properly not accept. How-
ever there was not much they could do to change the situation. Most of them had 
themselves been involved in defining the requirement specification and choosing the 
system, and a fixed prise contract had been signed with the vendor using the require-
ment specification as a basis for setting up the new system. At the same time, the 
users had very limited knowledge about the ERP Package and its capabilities and 
design options, and therefore there ability to influence the design was rather limited. 
Furthermore interest conflicts between users from different functional areas were 
causing sub optimization, having the overall perceived usefulness of the new system 
deceased. Some of the user participants expressed frustration having to report back to 
their peers about the progress of the project because they thought they had nothing 
but bad news.  

During episode 3 and 4 the user representatives were providing the consultants 
with enough knowledge about Alfa’s organization to set up business processes within 
the scope of the project. Instinctive many of the user representatives know the useful-
ness of the business processes were doubtful, however the design process did not 
included activities evaluating the usefulness of the business processes giving them 
arguments to reject the design.        

In episode 5 and 6 the new system was presented to the end users. Most of them 
had either been involved or had only very limited involvement in the previous epi-
sodes; therefore they had no loyalty conflict rejecting the new system. 

Historically users in Alfa had had significant influence on the design and use of 
software, and probably for a good reason. Most of the employees have a university 
degree, there work are not easily automated, and they are knowledge workers being 
expected to take responsibility for the result of there work. They are not easily told 
just to do something. In episode 5 and 6 they were introduced to a new system that 
did not successfully meet there needs, they had no part in the design and were given 
very limited help to assimilate the new system. In response they were sending a very 
strong signal; large part of the systems functionality were rejected completely or 
enacted in ways that would cause no or very little change to the existing work prac-
tise. The user groups that during episode 3 and 4 had felt dominated by another user 
group chiefly resisted and rejected the system.   

In episode 7 and 8 the attitude toward the system is changing direction becoming 
more positive. As a reaction to the resistance of the new system and the rejection of 
functionality in episode 5 and 6 the competence centre in episode 7 goes into a dia-
logue with the end users, where the user organization’s perspective is in focus. The 
users are now in a situation where they are being heard and have an opportunity to 
influence the re-design of the new system although there understanding of the ERP 
software’s capabilities and design options are still causing difficulties. In episode 8 
the users influence on the re-design of the new system is continued. As users gain 
more experience with the system, they help each others within departments and across 
functional areas to understand the capabilities of the ERP software and find ways to 
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re-design or enact the system to support their needs. Much of the work takes place 
without involving the competence centre or in a dialogue with them but on the end-
users initiative and terms. 

4 Conclusion 

Assimilation of a standard ERP system to an organization is difficult. User participa-
tion and involvement seems to be critical for success. However, as this case study 
shows even the best intentions for user involvement may come to nothing. A case 
study of a five year ERP implementation process reveals that a main reason may be 
that the perception of usefulness in any given phase of the implementation is heavily 
dependant on preceding events – the process. User-led development was the antece-
dent condition in the case organization, and the general perceived usefulness of in-
formation systems was high. The case organization intended to continue the tradition 
having users participate and influence the design of the system when implementing an 
ERP system. However, a process model analysis shows that in reality the consult-
ants/IT-experts take charge during the configuration and customization process chal-
lenging the status qua. Alfa is not aware, that lack of knowledge about the techno-
logical options, a fixed price contract and a strict timetable left them with no choose. 
As a response to the change in user-developer dynamic the users’ attitude towards the 
ERP system change from accepts/equivocation to resistance/rejection and the users 
are fighting to regain control. When succeeding to regain control almost two years 
after go live their attitude toward the ERP system changes again. In summary the case 
analysis show, that the users attitude toward the system change between acceptance, 
equivocation, resistance and rejection over time depending on three things: (1) Dy-
namic between user and consultants, (2) Dynamic between different user groups, and 
(3) Understanding of technical, organizational and socio-technical options. 
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