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Preface

ERCIM, the European Research Consortium for Informatics and Mathemat-
ics, aims to foster collaborative work within the European research community
and to increase co-operation with European industry. In the ERCIM eMobility
workshop, current progress and future developments in the area of eMobility are
discussed and the existing gap between theory and application closed. The fourth
edition of eMobility workshop was hosted by Luleå University of Technology in
Sweden and took place on May 31, 2010.

This volume contains scientific articles accepted for publication by eMobil-
ity technical program committee. The accepted contributions discuss several
topics of the ERCIM eMobility working group including, testbeds for mobile
networks, performance optimization for cellular networks, QoS in vehicular-to-
business (V2B) communication, reliability in ad-hoc networks, distributed re-
source discovery and use, traffic generation models for wireless networks, IMS
clients, ICT support for mobility, vehicular ad-hoc networks (VANETs), and
mobile video conferencing. The invited talks featured presentations of different
European research projects.

At this point, we want to thank all authors of the submitted papers and the
members of the international program committee for their contribution to the
success of the event and the high quality program. The proceedings are divided
into three sections: full papers, short papers and a special session on EU projects.
While the short papers present work in progress and ongoing research, the full
papers have been carefully selected in a peer review process.

We hope that all workshop delegates enjoy the scientific program and an
unforgettable experience of midnight sun and that many scientists, including the
current participants, will continue to use the yearly ERCIM eMobility workshop
as an event for the exchange of ideas and experiences. The next ERCIM eMobility
workshop is scheduled for 2011.

General chairs:
Torsten Braun
Geert Heijenk

TPC chairs:
Marc Brogle
Evgeny Osipov



General chairs

Torsten Braun, University of Bern, Switzerland
Geert Heijenk, University of Twente, The Netherlands

TPC chairs

Marc Brogle, SAP AG (SAP Research), Switzerland
Evgeny Osipov, Luleå University of Technology, Sweden

Technical program committee

Mari Carmen Aguayo-Torres, University of Malaga, ES
Francisco Barcelo-Arroyo, Universitat Politecnica de Catalunya, ES
Hans van den Berg, University of Twente, NL
Robert Bestak, Czech Technical University in Prague, CZ
Raffaele Bruno, Italian National Research Council, IT
Tao Chen, VTT, FIN
Djamel Djenouri, CERIST research centre Algiers, Algeria
Jean-Marie Jacquet, University of Namur, BE
Andreas J. Kassler, Karlstad University, SE
Yevgeni Koucheryavy, Tampere University of Technology, FI
Saverio Mascolo, Politecnico di Bari, IT
Edmundo Monteiro, University of Coimbra, PT
Vasilios Siris, FORTH-ICS, GR
Dirk Stähle, University of Wuerzburg, DE
Do van Thanh, NTNU, Trondheim, NO



Table of Contents

I Full papers

Testbed for Advanced Mobile Solutions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
M. Apell, D. Erman, A. Popescu

Scheduling strategies for LTE uplink with flow behaviour analysis . . . . . . . 15
D. Dimitrova, H. van den Berg, R. Litjens, G. Heijenk

An In-Vehicle Quality of Service Message Broker for Vehicle-to-Business
Communication . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27

M. Miche, T. Bauer, M. Brogle, T. M. Bohnert

Increasing Reliability in Large Scale Ad-hoc Networks . . . . . . . . . . . . . . . . . 39
D. F. Palma, M. Curado

Distributed Resources in Wireless Networks: Discovery and Cooperative
Uses . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51

H. Sarvanko, M. Höyhtyä, M. D. Katz, F. H. P. Fitzek

Practical Traffic Generation Model for Wireless Networks . . . . . . . . . . . . . . 61
S. Andreev, A. Anisimov, Y. Koucheryavy, A. Turlikov

IMS-IPTV integration on the client side . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73
D. Van Thanh, J. C. Plaza, D. Van Thuan, I. Jørstad, T. Jønvik

The Family Portal: a combined IMS-Web application . . . . . . . . . . . . . . . . . . 83
D. Van Thuan, I. Jørstad, T. Jønvik, D. Van Thanh

II Short papers

Becoming a Sustainable Driver: The Impact of Mobile Feedback Devices . 97
J. Tulusan, M. Brogle, T. Staake, E. Fleisch

Towards Scalable Beaconing in VANETs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 103
E. M. van Eenennaam, G. Karagiannis, G. Heijenk

Automated Deployment of a Wireless Mesh Communication
Infrastructure for an On-site Video-conferencing System (OViS) . . . . . . . . 109

T. Staub, S. Ott, T. Braun

A Dynamic Geocast Solution to Support Cooperative Adaptive Cruise
Control (CACC) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 113

W. Klein Wolterink, G. Karagiannis, G. Heijenk



III Special Session on EU Projects

ELVIRE: ELectric Vehicle communication to Infrastructure, Road
services and Electricity supply . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 123

M. Brogle

EU-MESH: Enhanced, Ubiquitous, and Dependable Broadband Access
using MESH Networks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 125

V. Siris

FEDERICA: a Dedicated E-Infrastructure for Network Researchers . . . . . 127
K. Baumann

GINSENG: Performance Control in Wireless Sensor Networks . . . . . . . . . . 129
M. Curado

SOCRATES: Self-Optimisation and self-ConfiguRATion in wirelEss
networkS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 131

H. van den Berg

COST IC0906: WiNeMO - Wireless Networking for Moving Objects . . . . . 133
Y. Koucheryavy

Wireless Sensor Network Testbeds (Wisebed) . . . . . . . . . . . . . . . . . . . . . . . . . 135
T. Braun, P. Hurni, M. Anwander, G. Wagenknecht

Author Index . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 137



Part I

Full papers





Testbed for Advanced Mobile Solutions

Maria Apell, David Erman, and Adrian Popescu

Dept. of Communication and Computer
School of Computing

Blekinge Institute of Technology
371 79 Karlskrona, Sweden

Abstract.

This paper describes the implementation of an IMS testbed, based on
open source technologies and operating systems. The testbed provides
rich communication services, i.e., Instant Messaging, Network Address
Book and Presence as well as VoIP and PSTN interconnectivity. Our val-
idation tests indicate that the performance of the testbed is comparable
to similar testbeds, but that operating system virtualization significantly
affects signalling delays.

1 Introduction

The vision in network evolution comprises technology convergence, service inte-
gration and unified control mechanism across wireless and wired networks. These
networks are expected to provide high usability, support for multimedia services,
and personalization in a Service Oriented Architecture (SOA). Subscribers de-
mand to be able to move between networks and at the same time have access to
all subscribed services and applications regardless of the access technology. The
key features are user friendliness and personalization as well as terminal and
network heterogeneity. The main objective is to setup a testbed, where we carry
out research and develop new solutions for the next generation mobile communi-
cations. Network convergence, i.e., using the same infrastructure for mobile and
fixed networks, represents an important and long time desired advance in the
delivery of telecom services. With the Internet Protocol, telecommunication sys-
tems started to migrate from circuit-switched to packet-switched technologies.
The IP Multimedia Subsystem (IMS) originally specified for mobile systems has
been adopted and extended by Telecommunication and Internet converged Ser-
vices and Protocols for Advanced Networking (TISPAN) to deliver multimedia
services to both mobile and fixed networks. The migration of networks to SOA
allows resource sharing, reduced cost and shorter time to market. In [1] the au-
thors discuss this migration of existing telecommunication applications into SOA
and the techniques used are described. The authors in [2] and [3] describe how
an open source based testbed can be used to create new services through service
components. Focus is on the expected increase in terms of complexity and the
importance of the testbed being open to new components, new technologies as
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well as new concepts and paradigms that enable the constant process of evolv-
ing. Similar service-oriented testbeds are discussed in [4, 5]. The authors in [6]
argue for the need for real-life network, to measure the realistic performance and
existing services in a testbed. To be able to run real-life scenarios our testbed is
connected to PSTN. One driving technical enabler for this is virtualization. One
of the main benefits of server virtualization is the ability to rapidly deploy a new
system. Building and installing systems on a virtual platform is an important
resource saver. Deploying new services and scaling those that already exist is
faster once virtualized due to the intrinsic ability of virtualization to rapidly
deploy configurations across devices and environments.

The challenge for measuring IMS performance is not necessarily at the pro-
tocol level but rather the different types of services that the network is sup-
posed to support. A traditional Voice over IP (VoIP) network handles voice and
video. An IMS network network handles voice and video but also support fixed
and mobile services simultaneously. Therefore, testing in an IMS environment is
more about the interaction of services rather than how well individual protocols
function. In [7], The European Telecommunications Standards Institute (ETSI)
has produced a Technical Specification document covering the IMS/NGN Per-
formance Benchmark. This document contains benchmarking use-cases and sce-
narios, along with scenario specific metrics and design objectives. The framework
outlines success rate, average transaction response time and retransmissions as
the main metrics to report on for each scenario. Our paper reports on the metric
for transaction response time for a subset of the scenarios defined.

In [8], the authors analyse the IMS Session Setup Delay (SSD) in CDMA2000
Evolution Data Only wireless systems. Using simulations, measurements and
comprehensive analysis, the authors argue that the IMS SSD must be decreased
to be a viable option for the growing needs of future services and applications.
The authors of the study in [9] identify that the delay in the Serving Call Session
Control Function (S-CSCF) is the main contributor to the call processing delay.
In [10] the authors show that self-similar properties emerge in Session Initiation
Protocol (SIP) signalling delays, modelling the SSD by using a Pareto distribu-
tion. Munir et al present in [11] a comprehensive study of SIP signalling and
particularly identify the registration procedure as the main contributor to the
signalling delay and networking traffic [12]. The authors propose a lightweight
alternative registration procedure to alleviate these issues.

The rest of the paper is as follows: in section 2 we describe the architecture of
our testbed. Section 3 discusses the validation procedure for the testbed and in
section 4 we present initial measurement results. Section 5 concludes the paper.

2 Testbed Architecture

In this section the architecture of our testbed is described. The software used
and the configuration of the nodes in the testbed is discussed.
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The testbed is part of the EU EUREKA Mobicome – Mobile Fixed Con-
vergence in Multi-access Environments project – and interconnects three sites;
Blekinge Institute of Technology (BTH), HiQ [13] and WIP [14].

Signalling traffic is considered to be an important type of network traffic
and lost signalling messages or congestion can have a devastating impact on all
services that rely on signalling sessions. The core functionality of the IMS is
built on SIP, the Internet Engineering Task Force (IETF) standardized protocol
for the creation, management and termination of multimedia sessions on the
Internet. The services provided by this testbed are expected to increase in terms
of complexity, and it must be ensured that the testbed is capable of meeting the
requirements. In addition, it should be taken into account that the utilization
of the services will increase too, which results in higher load on the testbed.
A test environment was created for the testbed and a test plan was developed
and executed. Initially, three standardized measurements were performed to get
an indication of how well the testbed performs in the management of existing
services compared to other existing platforms. The test environment has been
set up with the ability to meet changing requirements and test objectives.

2.1 Software architecture and configuration

Each node in the testbed has identical software, including several open source
technologies to form an IMS network. The system consists of several IMS entities,
where the core components are the Call Session Control Functions (CSCFs) and
the lightweight Home Subscriber Server (HSS). In the IMS architecture there are
three different types of CSCFs: Proxy Call Session Control Function (P-CSCF),
S-CSCF and Interrogating Call Session Control Function (I-CSCF). Each entity
performs its own task. The P-CSCF is the entry point to the IMS network for all
IMS and SIP clients. The S-CSCF is the main part of the IMS Core and performs
session control services for User Equipment (UE) and acts as registrar for them.
Finally, the I-CSCF is a SIP proxy, which is the entry point in the visited network
to the home network. These entities play a role during registration and session
establishment and combined they perform the SIP routing function. The Home
Subscriber Server (HSS) is the main data storage for all subscriber and service
related data of the IMS Core [15].

IMS services can broadly be categorized in three types: services between user
equipments through the IMS core (where there is no need for an Application
Server (AS)), services between user equipment and AS and services that require
two or more ASs to interrogate. Services provided by the IMS Core are basic
VoIP, video sharing etc, while Presence and Instant Messaging are examples of
services that require an AS. To manage personal profiles an XML Document
Management Server (XDM Server) is needed together with the AS that handles
the service for which a personal profile should be created. Our testbed handles
all categories. Basic call and video sharing services are provided by the IMS
Core while Presence, Network Address Book and Instant Messaging are provided
through ASs. Personal profiles for these services are managed using an XDM
Server together with the ASs.

5



All components of the testbed run several open source software systems:
Focus Open IMS Core [16], Opensips [17] and OpenXCAP [18]. Focus Open
IMS Core (OIC) is one of the largest and most well-documented IMS-related
open source projects. It is installed on each system to provide IMS functionality.
Opensips is a SIP Proxy that includes application-level functionalities including
both Instant Messaging and Presence. OpenXCAP acts as an XDM Server to
manage personal profiles and does also provide support for the Network Address
Book. The components of OIC can be deployed in tiers and run on separate
servers. The P-CSCF is usually the entity that is first placed on a separate
server to protect the core and distribute the load. The testbed currently runs
all CSCFs on the same server, while the ASs currently run on dedicated servers.
One node in our testbed is running in a virtualized environment.

The hardware used is based on servers featuring Intel Core II duo, 2.66 GHz
processors and 8 GB RAM. The servers are running a Linux 2.6 kernel with a
user environment based on Ubuntu and Debian. The choice of operating system
was decided based on the recommendation from the software vendors. The vir-
tualized environment is running Linux VServer, which provides multiple Linux
environments running inside a single kernel [19].

2.2 Interconnection and Topology

IMS environments contain several potential interconnection points, including
connections to other IMS environments, various access networks, the PSTN as
well as application services not provided in the IMS network (such as SMS).

In order to interconnect two IMS systems, each I-CSCF should recognize the
other domain as a trusted network and each HSS should recognize the other
domain as a visited network. DNS resolution between the networks is important
as the servers running on each network must be able to resolve the domains of
the other networks. The interconnections between the systems make it possible
for users from different IMS networks to establish sessions with each other and
the configuration of the visited and trusted network gives the users a possibility
to use the services even when they visit another IMS network [20].

Users connected to different IMS networks that are interconnected in the
same way as in the testbed, experience the setup procedure as for one homoge-
nous network only. When a subscriber in one IMS network initiates a session
with a subscriber in another IMS network, the CSCF recognizes that it does
not serve the subscriber of the destination address. The S-CSCF also recognizes
that it is interconnected with the IMS network that is serving the destination
domain and the initiation message is forwarded to it.

It is possible for an IMS subscriber to access IMS services even while they
are roaming in another network. The User Agent Client (UAC) receives address
information to the entry point (P-CSCF) in the visited network, usually via
DHCP. After authorization with this P-CSCF in the visited network, the user
can then access services provided by its home IMS system. All requests from the
visiting user will initially be sent to the P-CSCF in the visited network, which
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will forward the request through the visited network to the home IMS network
via the I-CSCF in the home IMS system.

Two of the testbed systems are connected to the PSTN via SIP trunks to an
Internet and telecommunication service provider in Sweden. OIC is configured
with information about the interconnection with the PSTN and to match phone
numbers with users in the IMS network by adding a public identity with a
tel Uniform Resource Identifier (URI) containing the phone number to the IP
Multimedia Private Identity (IMPI) of a user.

2.3 Call routing

When a user in network A wants to start a session with a user in network B,
User Equipment (UE) A generates a SIP INVITE request and sends it to the P-
CSCF it is registered with. The P-CSCF processes the request, e.g., verifies the
originating users’s identity before forwarding the request to the S-CSCF. The
S-CSCF executes service control, which may include interactions with ASs and,
based on the information about user B’s identity in the INVITE from UE A, the
entry point of the home network of user B is determined. The I-CSCF receives the
request and contacts the HSS to find which S-CSCF is serving user B and then
forwards the request to this S-CSCF. The process in the S-CSCF that handles the
terminating session may include interactions with ASs but eventually it forwards
the request to the P-CSCF. The P-CSCF checks the privacy and delivers the
INVITE request to user B. UE B then generates a response, which traverses back
to UE A following the route that was created on the way from UE A (i.e., UE B
→ P-CSCF → S-CSCF → I-CSCF → S-CSCF → P-CSCF → UE A)(fig.1).

 

S-CSCF S-CSCF

P-CSCF

I-CSCF

HSS

UE B

P-CSCF

UE A

Home network of  user A Home network of  user B

Fig. 1. Call routing between networks.

3 Testbed validation

The initial tests performed on the testbed are described in this section and the
associated metrics and test scenarios are defined.
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Initially, the main task of our testbed is to provide VoIP services. In a VoIP
network voice and signalling communication channels are separated. Signalling
sessions are mainly administered by a server, while the media stream is created
point-to-point between users. SIP is a text-based signalling protocol with similar
semantics to HTTP and SMTP, which is designed for initiating, maintaining
and terminating interactive communication sessions between users. Such sessions
include, e.g., voice, video, chat. The measurements presented in this paper focus
on the signalling part given that there are standardized metrics (section 3.1)
that can be performed and compared with other existing platforms.

SIP defines several components, including the following:

– User Agent Client (UAC): Client in the terminal that initiates SIP signalling.
– User Agent Server (UAS): Server in the terminal that responds to the SIP

signalling from the UAC.
– User Agent (UA): SIP network terminal (SIP telephones, or gateway to other

networks), contains UAC and UAS.

3.1 Metric definitions

A SIP call setup is essentially a 3-way handshake between UAC and UAS, as
shown in figure fig. 2(a). The core methods (as defined in [12]) and responses
in a call setup are INVITE (to initiate a call), 200 OK (to communicate a suc-
cessful response) and ACK (to acknowledge the response). 100 TRYING means
that the request has reached the next hop on the way to the destination and
180 RINGING indicates that the server which the UAS is connected to is trying
to alert the UAS. When the receiver side picks up the phone the 200 OK is sent
and the caller side responds with an ACK. The call is then considered as estab-
lished and media transfer can take place. The release of the call is made by the
BYE method and the response 200 OK to this message indicates that the call is
released successfully.

Related to the call flow in fig. 2(a), and the Technical Specification by
ETSI [21], the following metrics are defined:

1. Register Delay (RD): Time elapsed between when the UAC starts the reg-
istration procedure by sending a REGISTER message and when it receives
the messages that the authentication was successful (time between when
the UAC sends the initial REGISTER and when the UAC receives the
200 OK) (fig. 2(b)).

2. Post Dial Delay (PDD): This is the time elapsed between when the UAC
sends the call request and the time the caller hears the terminal ringing (The
time from when the UAC sends the first INVITE to reception of correspond-
ing 180 RINGING) (fig. 2(a)).

3. Call Release Delay (CRD): This is the time elapsed during the disconnection
of a call. It is measured between when the releasing party hangs up the phone
and when the call is disconnected (the time between when the UAC sends a
BYE and when it receives the response, 200 OK) (fig. 2(a)).
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INVITE

SIP Server UAS

100 TRYING

INVITE

100 TRYING

UAC

180 RINGING

180 RINGING

RTP Media

ACK

BYE

BYE

200 OK

200 OK

ACK

200 OK

200 OK

PD
D

C
R
D

(a) Message flow for call setup and tear-
down.

REGISTER

SIP ServerUAC

401 Unauthorized

REGISTER

200 OK

R
D

(b) Register message flow.

Fig. 2. Signalling flows.

3.2 Measurement setup and execution

For the tests and measurements Hewlett-Packard SIPp [22], a free and open
source SIP test tool and traffic generator was used. SIP call flows can be cus-
tomized using XML files, and SIPp can provide statistics from running tests.
In order to make our measurements, XML files for both the UAC and the UAS
were created. The UAs, both the UAC and the UAS, are running on separate
hosts for the duration of the test.

SIP works with either TCP or UDP as transport protocols but most SIP-
based networks are using UDP. This means that SIP must provide the logic
for retransmission of lost packets. The SIP retransmission mechanism is defined
in RFC 3261 [12]. The simplest type of UAS is a stateless UAS that does not
maintain transaction state. It replies to requests normally, but discards any state
that would ordinarily be retained by a UAS after a response has been sent. It
does not for example send informational responses (1xx) such as 100 TRYING
and 180 RINGING [12]. The PDD metric depends on the informational response
180 RINGING and therefore the UAS used in the tests must be stateful. It
will send 180 RINGING after receiving an INVITE and it will retransmit the
following 200 OK if it is lost. In general, UAC retransmits all messages, however
that is not necessary for these tests. The only message the UAC will retransmit
in this tests is the BYE message, to ensure that all connected calls are also
disconnected.

One user is provisioned on each system and a data file with information
about this user is saved on the host where the UAC is running. All tests use
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the same scenario files, but the UAC uses a different data file for each system.
Data files contain information about users and specific information about each
system. The UAS have an identical setup in all the tests. Two scenario files are
created for the UAC, one for registering with the OIC and another to setup a
call with the UAS via the OIC and after 4 s starts the teardown of the call. For
the UAS one scenario file is created to listen and provide responses to the SIP
messages sent by the UAC for the call setup and teardown.

The tests run 10,000 iterations of each scenario. A program starts the first
scenario to register as a subprocess, and when this subprocess has ended the
second scenario (call setup and teardown) starts as a second subprocess. After
the second subprocess has finished, the program pauses for 4 s before it starts
a new iteration. The default retransmission time, (T1) is 500 ms, which is an
estimate of the maximum round trip time, and the value of 64×T1 is the default
transaction timeout timer [12]. This means that the pause between two iterations
should be 32 s to ensure that the previous iteration has ended. It was not deemed
necessary in this test as the second subprocess for call setup and teardown can
not be started until the registration process ends by receiving a response on the
second REGISTER. Similarly, the subprocess for call setup and call teardown
can not complete until the UAC has received a response to the BYE that was sent
to initiate the teardown. The call setup scenario is different from the registration
scenario in that messages, which are not necessary to provide functionality, such
as informational messages, are sent. The UAC will not wait for these messages
before it proceeds, which means that there could be some outstanding messages
in the system after the UAC has finished. Therefore a pause is needed between
two iterations.

Each iteration creates two files as a result of the tests, one file per scenario.
The files contain all messages sent to and from the UAC, including timestamps.
The test procedure is verified when the file is parsed. Each file must contain the
correct number of messages, which also have to arrive in the right order. We
also verify that no messages related to a previous iteration reached the UAC
in a subsequent iteration. Before the pause was introduced, up to 10 % of the
messages arrived out of order, mainly in the test between two sites. However,
an introduction of a 32 s pause would mean that each test would take a very
long time to complete. A shorter pause was chosen as a compromise between
the rate of out of order messages and total test time. The behaviour after the
pauses were introduced is described in tab. 1.

The nodes in the testbed are:

– System A, BTH 1: Non virtualized environment.
– System B, BTH 2: Virtualized environment.
– System C, WIP: Non virtualized environment.
– System D, HiQ: Non virtualized environment.

The conditions for the two nodes BTH 1 and BTH 2 are identical. The
hardware is identical and they are located in the same place, connected to the
same switch. This switch also connects the UAC and the UAS. Systems C and
D are located in two company sites in Karlskrona, Sweden. System D is not part
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of our study as it did not have a suitable networking infrastructure available.
System C is part of the study, but the main focus was on System A and B.
System B was tested in two different configurations, namely both with a vserver
enabled kernel and with a non-vserver enabled kernel where we refer to the latter
as System B2.

Table 1. Data from tests.

Node Started Completed Discarded

System A 10,000 8,454 1
System B 10,000 7,046 1,266
System B2 10,000 9,856 1
System C 10,000 4,906 9

Only data from successful call setups and teardowns are included in the
analysis. The files were excluded for System A, B2 and C due to failed call
attempts as a result of unsuccessful registration attempts. 180 RINGING was
missing in 1,260 files for System B, and 6 files contained failed call attempts,
they were all excluded from the analysis. If the initial INVITE from UAC fails, no
file will be created for this attempt. This explains the number of files created in
System A, B and B2. In System C OIC stopped serving calls. This was preceded
by two failed registration attempts in succession, which explains the even lower
number of completed calls in this scenario.

4 Measurement Results

In this section we discuss the results of our tests. The main purpose of these tests
was to perform standardized measurements to get an indication of how well the
testbed performs in the management of existing services.

There were distinct differences in the test results. As the results turned out to
distinguish between the non-virtual system, System A, and the virtual system,
System B, the latter system was reconfigured into a non-virtual environment.
The same tests were performed again to assess whether if the virtualization had
an impact on the results or not. In order to simplify the comparison of the results,
we focused on Systems A and B when analyzing the test results. As both test
setups are essentially identical the results are directly comparable, and easily
plotted in the same graph.

The histogram in fig. 3(a) shows that the distribution of the PDD are very
similar in the non-virtual systems and that there are long tails on all the PDD
distributions. This is even more pronounced in the Complementary Cumulative
Distribution Function (CCDF) (fig. 3(b)). The tail is longer in the virtualized
environment, which indicates that we can expect higher values of the PDD here.
Arbitrary processing time has previously been modeled as Pareto distributed,
making the appearance of heavy tails unsurprising [23].
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Fig. 3. Measurement results.

The test results from System C followed the same pattern as for the non-
virtual systems with a longer delay, which is explained by having a path over
more network elements with greater distance. The distance between the UAs
and System C is 9 IP hops and the histogram for the PDD peaks at a delay of
0.07 ms. Following the data from this result, RD and CRD were also analyzed.
These metrics follow the same pattern as PDD with a similar measure of the
delays. During our tests the Digest MD5 authentication method was used instead
of a more complex authentication method used in [11], which may explain why
we do not observe the same phenomenon with RD having higher values than
PDD.

Previous work identified the S-CSCF as the main contributor in the call pro-
cessing delay and the call setup time was modeled using a Pareto distribution [9].
The long tails on the PDD distributions in fig. 3(b) indicates that our testbed
behaves in a similar fashion. Eaven heavier tails are to be expected when requests
traverse longer links, due to the self-similar nature of network traffic [24].

The Internet and telecommunication service provider that provides the testbed
with interconnection to PSTN also provides us with Call Detail Record (CDR)
for one week’s worth of calls, around 200,000 CDRs in each direction. From this
data we calculate the average time between the INVITE is sent to the UAS and
the callee picks up the phone to be 12 s making so the PDD is negligible in
comparison.

5 Conclusions

In the paper we presented an implementation of a service testbed, intended
for research on advanced mobile services in the future Internet, together with
measurement results from the testbed.

The tests showed that the distribution of the PDD is very similar for the non-
virtual systems and that there is a long tail in the distribution in both cases.
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The long tail is expected, given the large number of various processing stages
a request passes before being completed. Previous work [9] discussed the same
scenario. Further testing is needed, where each entity in the system is analyzed
under load and the behaviour of the distributions studied. The future work will
follow the framework outlined in [7], and cover additional test scenarios and
metrics.

Our validation tests indicate that the performance of the testbed is compara-
ble to similar testbeds. The type of virtualization used in this tests significantly
affects the PDD, both in terms of higher delays and larger delay variation. One
factor behind higher delay in the virtualized scenario could be that the debug-
ging in OIC is enabled during all tests. If the speed of writing data to the disk is
affected by the virtualized environment, we expect changes to the PDD when the
debugging level is reduced or disabled. To further investigate this, information
needed for the tests can be cached in the main memory in order to minimize
writing to disk, and see how this affects the PDD.

Another factor contributing to the delays is the CPU scheduler, which can
be replaced by a scheduler that is optimized for virtual environments. There
are several options for virtualization besides the Linux VServer, e.g., XEN and
VMware. We will therefore evaluate the virtualization solutions as well.
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Abstract. Long Term Evolution (LTE) is a cellular technology developed to sup-
port diversity of data traffic at potentially high rates. It is foreseen to extend the
capacity and improve the performance of current 3G cellular networks. A key
mechanism in the LTE traffic handling is the packet scheduler, which is in charge
of allocating resources to active flows in both the frequency and time dimension.
In this paper we present a performance comparison of two distinct scheduling
schemes for LTE uplink (fair fixed assignment and fair work-conserving) tak-
ing into account both packet level characteristics and flow level dynamics due
to the random user behaviour. For that purpose, we apply a combined analyti-
cal/simulation approach which enables fast evaluation of performance measures
such as mean flow transfer times manifesting the impact of resource allocation
strategies. The results show that the resource allocation strategy has a crucial
impact on performance and that some trends are observed only if flow level dy-
namics are considered.

1 Introduction

The 3rd Generation Partnership Project (3GPP) just recently finalized the standardiza-
tion of the UTRA Long Term Evolution (LTE) with Orthogonal Frequency Division
Multiple Access (OFDMA) as the core access technology. One of the key mechanisms
for realizing the potential efficiency of this technology is the packet scheduler, which
coordinates the access to the shared channel resources. In OFDMA-based LTE systems
this coordination refers to both the time dimension (allocation of time frames) and the
frequency dimension (allocation of subcarriers). These two grades of freedom, together
with particular system constraints, make scheduling in LTE a challenging optimization
problem, see [5].

Most research on LTE scheduling has been treating the downlink scenario, some
examples being [8, 14]. Considerably less work has been dedicated to the uplink, where
the transmit power constraint of the mobile equipment plays an important role. The
LTE uplink scheduling problem can in general be formulated as a utility optimization
problem, see e.g. [4, 7, 11]. The complexity of this optimization problem depends of
course on the utility function that is considered (mostly aggregated throughput maxi-
mization). Still other aspects, among which fairness requirements (e.g. short- or long-
term throughput fairness) and specific system characteristics (e.g. regarding fast fading,
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multiple antennas), when taken into account [6, 9, 10, 12] have shown to influence the
complexity of the problem. As the optimal solutions would mostly be too complex for
practical implementation the proposed scheduling algorithms are often based on heuris-
tics yielding reasonable system performance under practical circumstances, see e.g. [2,
15].

Most papers consider the performance (resulting throughputs) of newly proposed
scheduling schemes for scenarios with a fixed number of active users in the system (split
up in different user classes depending on their channel characteristics). Studies that take
into account the randomness of user behaviour, leading to a time varying number of
ongoing flow transfers, are lacking. Filling this gap, in the present paper we study the
performance of different LTE uplink scheduling schemes for scenarios where initiations
of finite sized file transfers occur at random time instants and locations. We focus on
the impact that flow’s behaviour has on the performance observed by the users while
also accounting for the user’s location in the cell. The design of an optimal scheduling
scheme is outside our scope.

In the present paper we focus on a class of resource fair scheduling schemes, where
the active users are scheduled in a Round Robin fashion and are all assigned an equal
number of subcarriers to transmit their traffic. However, it is noted that our analysis
approach sketched below is in principle applicable for any uplink scheduling scheme in
OFDMA-based networks.

Our modelling and analysis approach is based on a time-scale decomposition and
works, at high level, similar to the approach we used previously in the context of
UMTS/EUL, see [3]. It consists basically of three steps. The first two steps take the
details of the scheduler’s behaviour into account in a given state of the system, i.e. the
number of active users and their distance to the base station. In particular, in the first
step the data rate at which a user can transmit when scheduled is determined, taking
into account the number of allocated by the scheduler subcarriers. The second step de-
termines an active user’s average throughput in the given system state by accounting for
the total number of users present in that state. In the third step these throughputs and the
rates at which new users become active are used to create a continuous-time Markov
chain, which describes the system behaviour at flow level. From the steady-state distri-
bution of the Markov chain the performance measures, such as mean file transfer time
of a user, can be calculated.

For some special cases of our resource fair scheduling schemes the steady-state dis-
tribution of the Markov chain describing the system behaviour at flow level is solved
analytically yielding insightful closed-form expressions for the mean file transfer times.
For other cases simulation is used to derive the steady-state distribution. As the jumps
in the Markov chain are related only to flow transfers and not packet level events, sim-
ulation is a very attractive option and does not suffer from the long running times of
’straightforward’ detailed system simulations.

The rest of the paper is organized as follows. Section 2 provides a general discussion
on LTE uplink scheduling and introduces the different resource fair scheduling schemes
that we will analyse in this paper. In Section 3 we describe the considered network sce-
nario and state the modelling assumptions. Subsequently, in Section 4 the performance
evaluation approach is described in detail. Section 5 presents and discusses numerical
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Fig. 1. Radio resource structure in LTE networks.

results illustrating the performance of the different scheduling schemes and the impact
of the flow level dynamics. Finally, in Section 6, conclusions and our plans for future
work are given.

2 Scheduling

In this section we first give a general introduction to scheduling in LTE uplink, nec-
essary for the understanding of the proposed schemes and our modelling choices, and
introduce the notation. Subsequently, the proposed scheduling schemes are described.

2.1 LTE Uplink Scheduling

The radio access technology chosen for the LTE uplink - SC-FDMA (Single Carrier -
Frequency Division Multiple Access) - is a modified version of an OFDMA (Orthogo-
nal FDMA) technology (used in LTE downlink), in which the radio spectrum is divided
into nearly perfect mutually orthogonal subcarriers. In contrast to e.g. CDMA-based
EUL, simultaneous transmissions from different mobile stations (MSs) do not cause
intra-cell interference or compete for a share in the available uplink noise rise bud-
get, but rather the transmissions compete for a share in the set of orthogonal (intra-cell
interference-free) subcarriers. The total bandwidth that can be allocated to a single MS
depends on the resource availability, the radio link quality and the terminal’s transmit
power budget.

A key feature of packet scheduling in LTE networks is the possibility to schedule
users in two dimensions, viz. in time and frequency. The aggregate bandwidth BW avail-
able for resource management is divided in subcarriers of 15 kHz. Twelve consecutive
subcarriers are grouped to form what we refer to as a ‘subchannel’, with a bandwidth of
180 kHz, as illustrated in Figure 1. Denote with M the number of subchannels offered
by the available bandwidth BW . In the time dimension, the access to the subchannels is
organized in time slots of 0.5 ms. Two slots of 0.5 ms form a TTI (Transmission Time
Interval). The smallest scheduling unit in LTE is the intersection of a 180 kHz subchan-
nel with a 1 ms TTI, which consists of two consecutive (in the time domain) resource
blocks (RB). For simplicity of expression, in the rest of this paper we will use the term
resource block to refer to a combination of two consecutive RBs. Hence in each TTI,
the scheduler can assign M resource blocks over the active flows.
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(a) Fair fixed assignment scheme (b) Fair work-conserving scheme

Fig. 2. Scheduling schemes for an LTE uplink.

Scheduling decisions are taken by the base station, termed eNodeB in LTE, each
TTI and are potentially based on channel quality feedback provided by the MSs. The
packet scheduler decides which users are served and how many resource blocks are
assigned to each selected user. As mentioned before, this assignment is restricted by the
requirement that resource blocks assigned to any given user must be consecutive in the
frequency domain. The transmit power applied by any given MS is equally distributed
over the assigned resource blocks, see [15]. Hence, then a higher assigned number of
resource blocks implies a lower transmit power per resource block. This has obvious
implications for the signal-to-interference-plus-noise ratio (SINR) experienced at the
eNodeB, see Section 4. Note that the data rate that a user can realize depends on both
the number M(MS) of assigned resource blocks and SINR experienced per resource
block, which determines the applied MCS (modulation and coding scheme). This issue
is discussed in more detail in Section 5.2.

The rate r is additionally affected by practical limitations, see [1]. On the one side,
the SINR is lower bound to a minimum target level, necessary for successful reception.
On the other side, the rate per RB is upper bound by the MCS. In our case we work
with 16QAM since it should be supported by all terminals but potentially also 64QAM
can be used (with limited terminal support).

2.2 Scheduling Schemes

In our analysis we concentrate on resource fair scheduling schemes, which assign equal
resource shares to all active users, independently of their respective channel conditions.
More specifically, we consider two distinct schemes termed fair fixed assignment (FFA)
and fair work-conserving (FWC). These scheduling schemes are specified in more de-
tail below, supported by the illustrations in Figure 2, which considers a scenario with
four active users.

The first scheduler is termed fair fixed assignment because it assigns the same, a
priori specified, number of resource blocks to each active user (see Figure 2(a)). The
number of assigned resource blocks, denoted M(MS) is an operator-specified parameter.
If the number N of active users is such that the total number of requested resource blocks
is less than the available number of resource blocks per TTI, i.e. if N ·M(MS) < M,
then a number of resource blocks are left idle. Naturally this reflects a certain degree of
resource inefficiency in the scheme, especially for situations with low traffic load and
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hence few active users. When the number of active users is such that N ·M(MS) > M,
then not all users can be served in each TTI and hence it may take several TTIs to
serve all users at least once. We define the cycle length as the number of TTIs necessary
to serve all users at least once, as indicated in the figure. This cycle length can be
expressed as c = max(1,N ·M(MS)/M), which is not necessarily integral (but at least
one), in which case the start of a given cycle may fall within the same TTI as the end of
the previous cycle.

The second scheme, the fair work-conserving scheme, aims to avoid the resource
inefficiencies of the FFA scheme under low traffic loads, while still preserving the re-
source fairness property. The scheme’s objective is to distribute the available resource
blocks evenly over the active users within each individual TTI. As result the FWC
scheduler is optimal in the class of resource-fair Round Robin schedulers. In principle
each user is assigned M/N resource blocks in each TTI. Since M/N need not be inte-
gral, in an implementable version of the FWC scheduler, a scheduling cycle is defined
of multiple TTIs during which user-specific resource block assignments appropriately
vary between bM/Nc and dM/Ne in order to, on average, achieve the fair assignment of
M/N resource blocks. More specifically, the cycle length is equal to the smallest integer
c such that c ·M/N is integral, which is at most equal to N.

3 Model

We consider the scenario of a single cell with radius r. The cell is divided in K zones
of equal area in order to differentiate between user’s distance to the base station. Each
zone is characterized by a distance di measured fron the outer edge of the zone. Mobile
stations are uniformly distributed over the cell zones and flow arrivals follow a Poisson
process with rate λ . Hence the arrival rate per zone (due to equal area) can be derived
as λi = λ/K, where i = 1...K. The distribution of the active users over the zones of the
cell we term state n = n1,n2...nK .

All mobile stations are assumed to have the same maximum transmit power capacity
Ptx

max. Each user distributes this maximum power level equally over the RBs it gets as-
signed leading to transmit power per RB Ptx

i = Ptx
max/Mi(MS). Note that in the discussed

scheduling schemes Mi(MS) is the same for all zones but other schedulers, where this
is not the case, are possible. Due to the different distance di each zone is characterized
by distinctive path loss L(di), where i = 1...K. We apply a Hata 321 path loss model for
the path loss (in dB), according to which

L(di) = PL f ix +10alog10(di) (1)

where PL f ix is a parameter that depends on system parameter such as antenna height
and a is the path loss exponent. In the rest of the paper linear scale is used for L(di).
Users belonging to the same zone have the same distance di and hence experience the
same path loss. At this stage of the research we consider only thermal noise N0 from
the components at the base station. Neither shadowing nor fast fading have been con-
sidered. Note that intra-cell interference can be assumed to be effectively zero due to
the orthogonality of the subcarriers in LTE. As we consider a single cell, inter-cell in-
terference is not taken into account in the current model.
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Given a known path loss, the received power (per zone) at the eNodeB Prx
i can be

expressed as

Prx
i =

Ptx
i

L(di)
(2)

Eventually, for the signal-to-noise ratio measured at eNodeB from user of zone i we
can derive:

SINRi =
Prx

i
N0

=
Ptx

i
L(di)N0

=
Ptx

max/Mi(MS)
L(di)N0

(3)

Recall that it should hold that SINRi ≥ SINRmin for each zone.

4 Analysis

Our proposed evaluation approach, as discussed earlier, consists of three steps. First
we perform packet level analysis, which accounts for scheduler specifics and system
characteristics. The so termed instantaneous rate is defined and is later used at step two
to derive a state-dependent throughput that accounts for the effect of the number of MSs
in the system and their position, i.e. the system state. Eventually, at step three a Markov
model is set up to model the long term performance of the schedulers. From the steady
state distribution of the model we can derive flow level performance measures such as
mean flow transfer times (MFTT) Ti. These steps are explained in more detail below.

4.1 Instantaneous Data Rates

The data rate realized by a user when it is scheduled is what we term instantaneous rate
ri. It is determined by the SINR as derived above, the possible coding and modulation
schemes and the receiver characteristics related to that MCS. The instantaneous rate
is calculated over all RBs that are allocated to a particular user. In our analysis we
use the Shannon formula modified with a parameter σ to represent the limitations of
implementation, see Annex A in [1]. Hence for the instantaneous rate we can write:

ri = (Mi(MS)∗180kHz)σ log2(1+SINRi) (4)

Note that both SINRi and ri are calculated over the same RB allocation.
In the FFA scheme (with a fixed number of RB allocation per user in a cycle) the

instantaneous rate of a particular MS is always the same when the MSs is served. In the
case of the FWC scheme however the instantaneous rate depends on the total number
of users in the system. In particular, it depends on whether low or high allocation, see
Section 2.2, occurs and hence for the FWC scheme we calculate two instantaneous rates
ri,L and ri,H respectively.

4.2 Flow Level Analysis

Depending on the number of active MSs it may happen that several TTIs are necessary
to serve all MSs once, i.e. cycle length ¿ 1 TTI. In such situations the instantaneous
rate does not represent correctly the performance of a particular MS since it is only
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realized every several TTIs. A better metric is necessary - one which accounts for the
active number of users in the cell and which we term state dependent throughput Ri(n).
In the case of FFA scheduler the state dependent throughput can be easily expressed as
Ri(n) = ri/c. For the FWC scheme we need to consider the variation in low resource
block allocation (bM/Nc blocks) and high resource block allocation (dM/Ne blocks).
Each allocation exhibits for a fraction of the scheduling cycle as follow:

Low allocation aL =
M
N
−
⌈

M
N

⌉
(5)

High allocation aH =
M
N
−
⌊

M
N

⌋
(6)

Eventuallty for the state dependent throughput we can write:

Ri(n) = aLri,L +aHri,H (7)

State dependent throughputs reflect performance for a particular system state. In
order to observe the system under changing number of users we propose to set up a
Markov model for each of the schemes, which to represent the system (cell) dynam-
ics in a long term. The division of the cell in K zones results in a K-dimensional state
space, each dimension reflecting the number of flows in a zone. A state in the model
corresponds to a system state n and in each dimension i transition rates are determined
by flow arrivals λi/K and flow departures Ri(n)/F , where F is the mean of the expo-
nentially distributed flow size.

From the steady-state distribution of the Markov chain we can derive long term
performance metrics such as mean flow transfer times. The distribution can be found
by simulating the model, more precisely the state transitions. In special cases - for a
Markov chain of a well studied class - the distribution can be given by explicit closed-
form expressions. In our study the model of the FFA scheduler appeared to be a M/M/1
processor sharing (PS) model with state dependent service rates, which we will discuss
below. The model of the FWC scheduler has a more complex form and is not trivial to
solve, which is why we selected a simulation approach for it.

M/M/1 PS with State Dependent Service Rates In the case of FFA scheduler the
Markov chain belongs to the class of M/M/1 processor sharing models with state de-
pendent service rates and multiple customer classes, see [13]. For such model the mean
sojourn time Ti of a users of zone i requiring an amount τ of service is given by (e.g.
see [13]):

Ti = τi

∑L−1
j=0

ρ j

j! +
LL

L!ρ

(
(ρ/L)L+1 L

1−ρ/L +(ρ/L)L+1 1
(1−ρ/L)2

)

∑L
j=0

ρ j

j! +
LL

L! (ρ/L)L+1 1
1−ρ/L

(8)

where L = BW/M(MS) is the maximum number of users that can be served in a TTI,
given a RB allocation strategy. Note that the impact of the distance of each zone is taken
in the specific flow size τi = F/ri, expressed in time.
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Table 1. Maximum RB allocation

Zone number 1 2 3 4 5 6 7 8 9 10
Distance, km 0.32 0.45 0.55 0.63 0.71 0.77 0.84 0.89 0.95 1

M(MS)max 50 50 50 30 20 15 11 8 7 6

The system load ρ for the discussed situation can be defined as ρ = ∑K
i=1 ρi where

ρi = λiF/ri is the load per zone. The stability condition of the system being ρ ≤ L, we
can derive the maximum arrival rate that the system can support, namely

λ =
L
F

K

∑K
j=1

1
ri

(9)

The relation between the arrival rate and the RB allocation is further numerically exam-
ined in Section 5.4.

5 Numerical results

In this section we present a quantitative evaluation of the two LTE uplink schedulers
introduced in Section 2.2. We investigate how flow level performance is affected by the
choice of RB allocation. Beforehand we will present the parameter settings and certain
preliminary numerical results that support the better understanding of the discussed
evaluation scenarios.

5.1 Parameter Settings

The cell is divided in ten zones with cell radius of 1km. Given an equal zone area, the
corresponding distances of the different zones are given in Table 1. A system of 10
MHz bandwidth is studied, which, given that a RB has 180 kHz bandwidth, results in
maximum of 50 RBs available per TTI.

Mobile stations have maximum transmit power Ptx
max = 0.125 Watt. The lower bound

on the SINR (per RB) is -10dB while the upper bound on performance is determined
by a 16QAM modulation that corresponds to SINR of 15dB. For the path loss we have
used the expression L(d) = 141.6+10alog10(d,km) based on path loss exponent of a=
3.53, height of the mobile station 1.5m, height of the eNodeB antenna 30m and system
frequency 2.6GHz. The thermal noise per subcarrier (180kHz) is -121.45dBm and with
noise figure of 5dB the effective noise level per resource block is N =−146.45dB. The
attenuation of implementation σ is taken at 0.4, see [1] and Equation 4. The average
file size F is 1Mbit and the arrival rate changes depending on the discussed scenario.

5.2 Preliminaries

In this section we discuss three relevant issues: (i) the limitations on performance posed
by the minimum required SINRmin; (ii) the system stability condition; and (iii) the cor-
relation between RB allocation and realized instantaneous rates.
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Table 2. Maximum flow arrival rate

M(MS) 1 2 3 4 5 6 7 8 9 10
L 50 25 16 12 10 8 7 6 5 5

Max λ 4.79 2.89 1.9922 1.5582 1.3338 1.09 0.9643 0.8343 0.7 0.703

SINRmin sets an upper bound M(MS)max on the number of RBs that can be assigned
to a user. Since the transmit power of a MS is spread over its assigned RBs, increasing
the RB allocation leads to lower transmit power per RB and hence decreasing SINR.
Naturally this maximum allocation differs per zone, which is shown in Table 1. Even
if assigned more than its maximum RB allocation, a MS will not use it all leaving RBs
unused and potentially leads to utilization inefficiency.

Continuing with the second issue, from the stability conditions in Section 4.2, i.e.
ρ ≤ L, it follows that more RBs per MS results in lower maximum supported arrival
rate by the system. Table 2 presents the relation between number of RBs, the maximum
possible number of MSs in a TTI L and the maximum supported arrival rate λ . Note
that the maximum arrival rate for FWC scheme is similar to the maximum for the FFA
scheme with a single RB.

Finally, Figure 3(a) shows the changes in instantaneous data rates for a range of RB
allocations in the case of a single user. Four scenarios corresponding to distance from
the base station (0.1 0.25 0.5 0.87)km are examined. As Equation 4 suggests, increasing
the RB allocation leads to increase in the realized data rates. However, MSs close to the
eNodeB benefit more from high allocation than remote MSs. For remote users SINRmin
constrains the maximum usable RB allocation hence limiting performance gains. This
trend is well illustrated by the quickly flattening graph for 0.5km and the terminating
graph of 0.87km (after 15 RBs the MS is no more able to reach the required SINRmin).

5.3 Impact of RB allocation

In this evaluation scenario we extend the investigation on the impact of RB allocation
- both in terms of number of assigned RBs and of allocation strategy - towards the
flow level. We compare mean flow transfer times for the particular arrival rate of 0.5
flows/sec. The number of assigned RBs in the FFA scheme changes from one to three
to ten3. and the results are shown in Figure 3(b).

How the number of assigned RBs affects performance is observed for the FFA
scheme. The general trend is that increase in allocation translates to lower MFTT, e.g.
one vs. three RBs. However, for remote MSs high allocation worsens performance, i.e.
ten vs. three RBs. While close-by MSs have sufficient power capacity to reach SINRmin
for all allocations remote users lack this ability (due to high path loss). They use less
RBs such that to guarantee SINRmin but the unused by them RBs are still allocated thus
effectively decreasing state dependent throughputs.

The impact of the allocation strategy is investigated by comparing the one RB FFA
with the FWC scheme, see Figure 3(b). The particular choice is dictated by the similar

3 These showed to be the most interesting assignments within the range one to ten RBs with a
step of one.
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(a) Data rate (b) Single case

(c) Range case (d) Load progression

Fig. 3. Performance evaluation scenarios for: (a) relation between RB allocation and deliverable
data rates for a single user; (b) impact of RB allocation on flow level performance for a particular
arrival rate; (c) impact of arrival rate on flow level performance; and (d) flow level performance
for a range of system loads.

realized load by both schemes, i.e. about 6% of the maximum load. Note that equal
arrival rate means equal traffic offered to the system but not equal system load (which
depends on RB assignment). Due to its inefficient utilization for low loads (it leaves
RBs unassigned, see Section 2.2) the FFA scheme is outperformed by the FWC scheme
(which assigns all RBs over the active users).

5.4 Impact of System Arrival Rate

Figure 3(c) shows the MFTT for a range of arrival rates, i.e. (0.3, 0.5, 1, 1.5) flows/sec.
Again the FWC outperforms the FFA scheme. It is more interesting that system ca-
pacity changes (decreases) for different (increasing) RB allocation. For example, ten
RBs allocation is not feasible already at arrival rate of 1 flows/sec while the three RBs
allocation at 1.5 flows/sec.

Furthermore the optimal choice of RB allocation also differs per arrival rate. Fig-
ure 3(c) shows that few RBs, e.g. five, become beneficial for higher arrival rate com-
pared to many RBs, e.g. ten. With high load cycle lengths bigger than one are more
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probable, in which case the inherent inefficiency of the FFA scheme for remote users
starts to affect flow level performance, see Equation 7. An effect that is strengthened by
the fact that remote users stay longer in the system.

Also notice that the one RB FFA is not affected at all by the arrival rate for the
presented range. Since the system load is relatively low compared to the maximum
the number of users is such that still all of them fit in the same TTI hence leading to
unchanged performance.

5.5 Impact of System Load

In this section we investigate performance for a range of specifically chosen arrival rates
X%λmax where X% is chosen between (10%,30%,50%,70% and 90%). The so selected
arrival rates correspond to a particular system load scenario, e.g. low, medium or high
load. Note that the maximum arrival rate λmax differs per RB allocation, see Section 5.2.
The results are presented in Figure 3(d).

The results indicate that the choice of best RB allocation is load specific. For low
loads (10% and 30% λmax) we see that more resource blocks are beneficial while for
high load (70% and 90% λmax) the contrary holds - a single RB allocation provides
better service. On the one side, the utilization inefficiency of the FFA scheme for remote
users exhibits more for high loads due to the big number of active users, including cell
edge users. These stay relatively long in the system and virtually occupy RBs, causing
degradation in state dependent throughputs. On the other side, many MSs with few RBs
per MS but high transmit power per RB result in higher accumulated energy per TTI
than few MSs where each MS gets assigned many RBs. This is particularly true about
MSs at the cell edge.

It is interesting to note that although FWC outperforms the FFA scheme the gain
decreases in X% and for high loads the performance is very similar.

6 Conclusion

In this paper we present an indicial investigation on the impact that flow dynamics
(changing number of users) have on performance given the complex scheduling envi-
ronment of LTE uplink. We argue that flow dynamics are crucial for the understanding
and selection of a scheduler. Two low complexity scheduling schemes are examined
- both designed to provide equal channel access. We propose a hybrid modelling and
analysis approach which combines packet level analysis with flow level simulation. The
approach allows to capture diverse features of users and system, supports fast evalua-
tion and scales well. Indeed the numerical results show that certain performance trends
can be observed only if flows’ behaviour is considered. The conclusions apply for a
single cell scenario and accounting for user’s limited transmission power and system’s
constrains on signal strength.

Currently we are extending our flow level performance evaluation to account for
the practical limitation on the maximum number of users that can be served in a TTI,
see [5]. Additionally it would be interesting to consider a scheduling scheme which
maximizes the delivered performance but might be less fair is the provided service.
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Abstract. The proliferation of Broadband Wireless Access (BWA) technolo-
gies facilitates a third pillar of collaborative intelligent transport systems, the
interconnection of vehicles and business applications referred to as Vehicle-to-
Business (V2B) communication. However, the intermittent connectivity of ve-
hicles caused by their mobility and the incomplete coverage of today’s BWA
technologies is a central challenge that needs to be tackled. This is essential
to achieve the promising business potential of V2B application scenarios such
as fleet management or the usage-based insurance model “Pay-As-You-Drive”.
This paper presents an in-vehicle Quality of Service (QoS) message broker that
copes with the non-permanent connectivity of vehicles and enables reliable mes-
sage exchange between vehicles and business applications. It applies the OASIS
Web Service Notification standard, which is extended by a buffering mecha-
nism, a prioritization module, as well as a scheduler tailored to the needs of V2B
communication. The value of the proposed QoS message broker is demonstrated
and evaluated based on a typical V2B application scenario with several periods
of disconnection.

1 Introduction

Research projects in Europe, the US, and Japan are currently developing dedicated
communication concepts and architectures for vehicular communication. This paves the
way for a broad market introduction of cooperative Intelligent Transport Systems (ITS).
Most activities focus on information exchange among vehicles, vehicle-to-vehicle (V2V)
communication, and between vehicles and their surrounding roadside infrastructure
such as traffic lights or roadwork warning signs, vehicle-to-infrastructure (V2I) com-
munication [1]. By facilitating a continuous information exchange, V2V and V2I com-
munication is envisioned to enhance road safety and traffic efficiency. Today, research
activities in PRE-DRIVE C2X1, CVIS2, simTD3, and many other research projects pro-
vide proof-of-concept prototypes to evaluate the underlying communication concepts

1 http://www.pre-drive-c2x.eu
2 http://www.cvisproject.org
3 http://www.simtd.de
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and assess the actual impact on road safety and traffic efficiency in large-scale field
operational tests.

In recent years, the proliferation of Broadband Wireless Access (BWA) technologies
such as UMTS/HSPA, WiMAX, or LTE provides the foundation for a third pillar of ITS,
the integration of vehicles and business applications, referred to as Vehicle-to-Business
(V2B) communication. A holistic view on cooperative ITS illustrating V2V, V2I, and
V2B communication concepts is depicted in Fig. 1.

V2V

V2I

V2I

V2B

V2V

V2V

Business Application

V2B

Fig. 1. State-of-the-art communication technologies enable vehicles to communicate among each
other (V2V), with their surrounding roadside infrastructure (V2I), as well as with with business
applications of services providers (V2B)

V2B communication facilitates novel application scenarios and promising business
models in multiple domains such as fleet management, logistics, or car
insurance [2, 3]. As an example, the interconnection of vehicles and business applica-
tions allows vehicle manufacturers to access and analyze vehicle sensor data during the
entire vehicle life-cycle. These life-cycle data might be used to enhance the product de-
sign and quality or to improve the planning of production and procurement. Eventually,
this might result in a reduced forecast error and a decrease in safety stocks. By ana-
lyzing the driving bevahior, V2B communication further enables diverse stakeholders
to provide vehicle occupants with personalized product and service offerings. Amongst
others, this comprises warranty and maintenance services, usage-dependent insurance
models (e.g., Pay-As-You-Drive), as well as value-added services (e.g., location-based
advertisement) [4].
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V2B communication faces major challenges that need to be tackled for realizing a
broad market introduction. This includes the heterogeneity of in-vehicle hardware and
software components used by different vehicle manufactures and even in different prod-
uct lines of the same manufacturer. In addition, since information exchanged between
vehicles and business applications might include sensitive and person-related data, V2B
communication infrastructures have to cope with extensive security and privacy chal-
lenges. Finally, the intermittent connectivity of vehicles caused by their mobility and
the incomplete coverage of BWA technologies is a central challenge that needs to be
tackled in order to achieve a reliable message exchange between vehicles and business
applications. This is especially the case for application scenarios that require a specific
Service Level Agreement (SLA) [3].

The contribution of this paper is an in-vehicle Quality of Service (QoS) message
broker that copes with the non-permanent connectivity of vehicles. The QoS message
broker facilitates asynchronous communication between vehicles and business appli-
cations and provides dedicated QoS functionality. That way, the QoS message broker
enables scalable and reliable V2B communication and provides the basis for business
telematic services.

The remainder of this paper is organized as follows. Section 2 investigates the major
requirements that need to be addressed by an in-vehicle V2B communication compo-
nent. Furthermore, the architecture of the proposed QoS message broker is described,
covering both the compositional structure and the software-related structure. In Sec-
tion 3, the QoS features of the QoS message broker are evaluated based on a typical
application scenario highlighting the intermittent connectivity of vehicles. Thereafter,
Section 4 provides an overview of related work from academia and industry, and points
out the need for a message broker tailored to the challenges and requirements of V2B
communication. The paper concludes in Section 5 with an outlook on future work.

2 An In-Vehicle QoS Message Broker

2.1 Requirements for an In-Vehicle V2B Communication Component

Based on an in-detail investigation and analysis of the challenges of V2B communi-
cation, the following requirements for an in-vehicle communication component have
been derived. These requirements provide the basis for the design and development of
the proposed in-vehicle QoS message broker and serve as the foundation for the analysis
of related work (see Section 4).

R1 An in-vehicle V2B communication component shall be able to send messages to
Web Service-enabled business applications.4

R2 An in-vehicle V2B communication component shall be able to receive messages
from Web Service-enabled business applications.

4 Most of today’s business applications make use of the state-of-the-art architectural pattern Ser-
vice Oriented Architecture (SOA). Since Web Services are the de-facto standard implementa-
tion of the SOA pattern, it is reasonable to limit the in-vehicle communication component to
Web Service-enabled business applications.
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R3 In periods of disconnection, an in-vehicle V2B communication component shall be
able to buffer messages that cannot be delivered.

R4 An in-vehicle V2B communication component shall be able to reschedule the trans-
mission of buffered messages.

R5 An in-vehicle V2B communication component shall be able to deliver messages
according to their priority.

R6 In order to simplify the interconnection with business applications and achieve a
high level of interoperability, an in-vehicle V2B communication component shall
provide non-proprietary and standard-compliant interfaces.

R7 In order to cope with the non-permanent connectivity of vehicles and potential
delays in message delivery due to small-bandwidth communication technologies
(e.g., GPRS), an in-vehicle V2B communication component should facilitate asyn-
chronous message exchange between vehicles and service providers.

2.2 Design of the QoS Message Broker

The proposed QoS message broker facilitates asynchronous message exchange between
vehicles and business applications according to the publish/subscribe interaction style
[R7]. It constitutes the vehicles’ external interface for V2B communication and encap-
sulates the deployed vehicle applications. In compliance with the channel-based pub-
lish/subscribe interaction model, the QoS message broker allows vehicle applications
as well as business applications to subscribe to specific channels in order to publish and
receive information about events of interests [R1, R2]. That way, even in case multi-
ple vehicle applications are interested in specific information, the respective message is
only delivered once from the business application to the vehicle and distributed locally
by the in-vehicle QoS message broker. This positively affects the scalability of the V2B
communication system as a whole as it reduces the number of messages exchanged be-
tween vehicles and business applications. This could not be achieved by using only a
simple connection manager.

Moreover, the QoS message broker facilitates remote invocation of vehicle applica-
tions. For this purpose, the message header is extended by a pre-defined set of metadata
to identify the vehicle application and the respective method to be invoked. This en-
ables the broker to distinguish between pure information to be forwarded to a vehicle
application and invocation requests.

The basic publish/subscribe functionality is extended with QoS functionality in or-
der to achieve a reliable information exchange despite the challenges of V2B com-
munication. The QoS message broker is able to buffer messages that cannot be de-
livered due to disconnections [R3] as well as to reschedule their transmission [R4].
Moreover, it consists of a prioritization facility, which enables the assignment of pri-
orities to messages.5 The prioritization module facilitates priority-based message de-
livery, which is of particular importance if vehicles face periods of disconnection, if
only small-bandwidth communication technologies (e.g., GPRS) are available, or if ap-
plication scenarios require a specific SLA [R5]. In contrast, using only a connection

5 For example, this could be based on specific certificates assigned to vehicle applications by a
dedicated institution.
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manager would not enable centralized and controlled prioritization and priority-based
message delivery. Instead, vehicle applications would need to negotiate priorities with
each other. This would increase complexity of vehicles applications and would cause
additional in-vehicle communication overhead.

To allow a broad range of service providers to interconnect their business applica-
tions with vehicles, the QoS message broker complies with the OASIS Web Service
Notification standard6, which specifies the publish/subscribe interaction model for Web
Services [5]. As stated above, the Web Service Notification standard is enhanced by
dedicated QoS functionality, i.e., a buffering and prioritization component as well as
a scheduler [R6].

The architecture of the proposed QoS message broker is depicted in Fig. 2 in FMC
block diagram notation. Since there are several detailed descriptions of the publish/
subscribe interaction model as well as the applied Web Service Notification standard,
the following paragraphs focus on the QoS functionality of the in-vehicle QoS
message broker [6].
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Fig. 2. Overall design of the in-vehicle QoS message broker

6 http://www.oasis-open.org/committees/wsn/
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According to the terminology of the Web Service Notification standard, the pro-
posed QoS message broker can play the role of both notification consumers and notifi-
cation producers for receiving messages and delivering messages, respectively. All mes-
sages received via the notification consumer interface are buffered in the message buffer
component. For each message, the message buffer component requests all notification
consumers (i.e., vehicle applications or business applications) from the persistence unit
component that subscribed to the channel of the message. In addition, the prioritization
engine component determines the priority of all buffered messages and orders them in
the queue of the message buffer component according to (i) their priority and (ii) their
notification consumer reference. This results in a priority-based FIFO queue, whereby
messages with the same priority and notification consumer reference are ordered rel-
atively to the first related entry in the queue. Triggered by the scheduler component
(e.g., in fixed periods or in phases of dynamic length depending on the connectivity
of the vehicle), the notification handler component processes the buffered messages.
It requests the first message of the queue of the message buffer component as well as
all messages with the same priority and notification consumer reference. The notifica-
tion handler component aggregates the resulting set of messages and either delivers it
via the notification producer interface to a related notification push consumer or stores
it in the pull point of a pull consumer subscribed to the given channel. In case of an
abrupt disconnection, the messages are written back to the message buffer component.
Finally, all buffered messages are persisted via the persistence unit component in case
the vehicle engine is shut down.

The in-vehicle QoS message broker copes with the limited resources of on-board
units of vehicles. While providing a Web Service interface for interaction with business
applications, the in-vehicle communication is realized via OSGi services, a typical ap-
proach applied in the automotive industry. That way, the idea of Web Service-enabled
vehicles is combined with a lightweight in-vehicle communication architecture.

Due to the intermittent connectivity of vehicles, it would not be reasonable to allow
business applications to subscribe to specific channels as notification pull consumers.
Instead, the message broker delivers messages to subscribed Web Service-enabled busi-
ness application as soon as a connection is established. This is reflected in the inter-
face overview of the QoS message broker depicted in Fig. 3. While the OSGi interface
(QoSMessageBroker) of the QoS message broker allows vehicle applications to play the
role of both notification push and notification pull consumers, the Web Service interface
(WSQoSMessageBroker) only provides push-delivery functionality. Consequently, the
Web Service interface of the QoS message broker does not include the CreatePullPoint
interface of the OASIS Web Service Notification standard.

3 Evaluation of the QoS Message Broker

In order to evaluate the proposed QoS message broker, the following application sce-
nario has been developed focusing on the specified buffering and prioritization func-
tionality. An overview of the entities of the application scenario is presented in Fig. 4.
This includes vehicle applications, business applications of different services providers,
as well as the QoS message broker. In addition, the illustration outlines the communi-
cation between these entities according to the publish/subscribe interaction model.
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Fig. 3. Web Service and OSGi interface of the QoS message broker

3.1 Application Scenario Description

A rental car of type “A” is driving in an area without reception such as a tunnel be-
ginning at t0 and ending at t1. Between t1 and t2 there is a short area with signal and
afterwards the car loses connection again.

The car rental agency uses a Pay-As-You-Drive (PAYD) billing model. Thus, the
driver pays for every driven kilometer and gets a special discount for using only spe-
cific road types such as federal highways instead of highways. In addition, the pricing
depends on the renter’s driving behavior – the price increases when driving risky or
too fast. To ensure appropriate billing, the vehicle sends information about its posi-
tion and the driving behavior to the car rental agency’s billing system at an interval of
five seconds.7

Furthermore, a vehicle maintenance application of the vehicle manufacturer sends
system information such as oil level, engine speed, or brake shoe status at an interval of
five seconds to a maintenance system of the vehicle manufacturer (see Fig. 4).

7 This scenario has also been demonstrated at SAP’s Technical Education conference (TechEd)
2009 (see http://www.sapteched.com/emea/edu_sessions/session.htm?
id=291).
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During the period of disconnection between t0 and t1, the QoS message broker
buffers all messages to prevent them from being lost. Suddenly, the oil level of the
vehicle engine exceeds a critical threshold. Being more important than PAYD messages,
the critical oil level warning message is tagged with high priority. After reestablishing
the connection (after t1), the QoS message broker delivers all messages to the respective
business applications according to their priority, sending messages with high priority
first. The maintenance system of the vehicle manufacturer detects that other vehicles of
type “A” had an engine breakdown within the next two kilometers after the oil warning
occured. This information needs to be delivered to the rental car before t2 in order to
enable the driver to stop the car in time.

3.2 Application Scenario Evaluation

To evaluate the QoS features of the proposed QoS message broker, a simulation model
has been defined that consists of the QoS message broker and the four entities illustrated
in Fig. 4, and that reflects the application scenario describe above.

Using a publish/subscribe-based message exchange, the QoS message broker and
the two business applications of the car rental agency and the vehicle manufacturer sub-
scribe to each other in the first phase. Afterwards, the vehicle applications (i.e., main-
tenance application and PAYD application) start sending messages to the QoS message
broker, which delivers them to the corresponding business applications. At t0, the QoS
message broker loses connectivity. As described in Section 2.2, the QoS message broker
buffers all messages to be delivered to the two business applications and orders them
according to their priority. After another 60 seconds, the QoS message broker receives
the critical oil level warning message. With the reestablishment of the connection at
t1, the QoS message broker delivers all buffered messages according to their priority,
sending the critical oil level warning message first. Having received this high-priority
message, the vehicle manufacturer’s maintenance system returns the engine breakdown
warning message back to the QoS message broker.
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The time needed to deliver a message from the in-vehicle QoS message broker to
the maintenance system can be approximated assuming a message size of 1434 Bytes
and a small bandwidth of 8kbps (e.g., GPRS):

1434 Bytes ≈ 1.4 kByte, 8 kbps = 1 kBps

1.4 kByte

1 kBps
≈ 1.4 s

Assuming a message delivery without prioritization would significantly delay the
transmission of the critical oil level warning message. Since both vehicle applications
send messages at an interval of five seconds, the QoS message broker buffers 24 mes-
sages in the disconnection phase of 60 seconds. Taking up the approximated delivery
time of 1.4 seconds per message, the transmission of 24 messages would delay the
transmission of the critical oil level warning message by 33 seconds. Driving at a speed
of 80 km/h, the vehicle would pass more than 734 meters8 in 33 seconds and could
reach the next no-signal area without having transmitted the critical oil level message
and, consequently, without having received the respective engine breakdown warning
message from the vehicle manufacturer’s maintenance system. As described in Section
3.1, this would increase the risk of an engine breakdown that is likely to occur within
two kilometers after the oil level of the car engine has exceeded the critical threshold.

This situation represents a typical application scenario for V2B communication and
demonstrates the necessity of the QoS functionality provided by the proposed in-vehicle
QoS message broker. A non-prioritized message delivery would likely result in an en-
gine breakdown. Without the buffering mechanism, the probability of the engine break-
down would further increase, because the critical oil level warning message would be
lost in the period of disconnection between t0 and t1.

4 Related Work

According to the requirements listed in Section 2.1, the state of the art analysis fo-
cuses on communication components that (i) facilitate asynchronous communication
according to the publish/subscribe interaction model, (ii) comply with the OASIS Web
Service Notification standard to achieve a high level of interoperability, and (iii) pro-
vide dedicated buffering and prioritization functionality to cope with the intermittent
connectivity of vehicles.

The two European ITS research projects CVIS9 and GST10 both facilitate the ex-
change of SOAP messages between vehicles and business applications and support a
message priority management mechanism. This affects not only the order in which
messages are delivered but further the selection of appropriate wireless communication
technologies (e.g., GPRS, Wi-Fi) [7, 8]. However, the communication components do

8 80 km/h ≈ 22, 22m/s · 33 s ≈ 734m
9 http://www.cvisproject.org

10 http://www.gstforum.org
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not provide any buffering features. Both buffering and rescheduling is delegated to and
has to be covered by vehicle applications.

Moreover, there are several message brokers available that facilitate asynchronous
information exchange according to the publish/subscribe interaction model. JBoss Hor-
netQ, SwiftMQ, or RabbitMQ provide the required QoS functionality but do not support
message exchange according to the OASIS Web Service Notification standard. Others,
such as Apache ActiveMQ, the related enterprise service bus ServiceMix [9], and Fuse
Message Broker provide interfaces that comply with the Web Service Notification stan-
dard. However, they do neither feature priority-based processing of messages nor do
they cope with the resource restrictions of in-vehicle on-board units. Even though the
Web Services for Devices (WS4D) stack, an implementation of the OASIS Devices Pro-
file for Web Services standard, enables Web Service operations on resource-constrained
devices, it only features the Web Service Eventing standard [10]. Consequently, it does
not provide the functionality of a channel-based publish/subscribe message broker [5].
Eventually, the lightweight communication middleware mundocore facilitates channel-
based publish/subscribe interaction for smart items [11]. However, it neither includes
priority management nor complies it with the Web Service Notification standard.

Table 1. Overview of selected message brokers

Broker Buffering Prioritization Web Service Notification

Apache ServiceMix – – !

Fuse ESB – – !

JBoss HornetQ ! ! –
SwiftMQ ! ! –
RabbitMQ ! ! –
Mundocore ! – –

As a result, there is currently no message broker available that achieves all require-
ments for an in-vehicle communication component for V2B communication listed in
Section 2.1. A summary of the capabilities of the above-described message brokers is
presented in Table 1.

5 Conclusion an Outlook

Based on an investigation of the main requirements for in-vehicle V2B communication
components, this paper presents an in-vehicle QoS message broker. The QoS message
broker facilitates asynchronous communication between vehicles and business appli-
cations according to the publish/subscribe interaction model. To achieve a high level
of interoperability, the interface has been defined in compliance with the OASIS Web
Service Notification standard, which specifies publish/subscribe for Web Services. To
cope with the intermittent connectivity of vehicles and to support SLA-based applica-
tion scenarios, the QoS message broker further provides dedicated QoS functionality.
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This includes a buffering mechanism that buffers messages in periods of disconnection
and prevents them from being lost. Furthermore, a message prioritization component is
provided that is able to determine the importance of messages and facilitates priority-
based message delivery. In addition, the QoS message broker contains a scheduler tai-
lored to the requirements of V2B communication that triggers the delivery of buffered
messages. The impact of this functionality has been demonstrated and evaluated in a
typical V2B application scenario. Finally, the QoS message broker copes with the re-
source limitation of vehicles’ on-board units by a lightweight in-vehicle communication
architecture. Thus, the standard-compliant Web Service interface of the QoS message
broker is combined with an OSGi-based publish/subscribe interaction model for the
in-vehicle information exchange (i.e., interaction between vehicle applications and the
QoS message broker).

Consequently, the proposed QoS message broker meets the derived requirements
for in-vehicle V2B communication components. It copes with the intermittent connec-
tivity of vehicles caused by their mobility and the incomplete coverage of today’s BWA
technologies. Thus, the QoS message broker facilitates a scalable and reliable message
exchange between vehicles and business applications via cellular networks.

However, there are still some open issues that require further research. Taking up
the challenges of V2B communication presented in Section 1, the heterogeneity of in-
vehicle hardware and software components as well as V2B-specific security and privacy
issues require tailored concepts. Both are essential to facilitate a broad market introduc-
tion of V2B communication. Moreover, the scalability [12] of the overall V2B com-
munication concept poses additional research questions. According to [13], about 50
million vehicles have been registered in Germany in 2009. In the city of Berlin, a V2B
communication infrastructure would face about 1.3 million vehicles. In case all of these
vehicles would send data packets with a size of 1 kByte every 10 ms, the infrastructure
would have to manage an overall data volume of approximately 130 GBps:

1 kB · 100 transmissions

s
· 1.3 million cars = 130 GBps

We are currently evaluating the scalability of the proposed in-vehicle QoS message
broker based on a simulation model, which takes into consideration communication
challenges of V2B communication (e.g., mobility/speed of vehicles, cellular communi-
cation). The impact of the message size (i.e., many small-sized messages vs. few aggre-
gated messages) on the performance and scalability of the V2B communication infras-
tructure is being further analyzed. Moreover, we envision the investigation and assess-
ment of different concepts to reduce the actual size of the messages exchanged between
vehicles and business applications. Potential approaches are Facebook’s Thrift [14],
Google Protocol Buffers11, or Apache Etch12 providing a framework for lightweight
and effective cross-language communication.

11 http://code.google.com/apis/protocolbuffers/
12 http://cwiki.apache.org/ETCH/home.html
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Abstract. A new routing metric aimed at increasing reliability in large
scale wireless ad-hoc networks is proposed and used to classify existing
gateways, not only by their hop count but also by their stability and
validity. Using a Deferred Routing Protocol in the performed simulations
the proposed metric has 15% more traffic deliveries when compared with
a simple hop count metric. These results motivate the usage of adequate
routing metrics for large scale networks, as they make routing protocols
more stable and reliable, allowing the spread of wireless ad-hoc networks
in demanding scenarios such as emergency and rescue.

1 Introduction

The concept of creating mobile ad-hoc networks has been motivating the de-
velopment of new routing protocols as well as the definition of new possible
scenarios for these flexible and robust networks. However, even though the tech-
nology advances have provided a massification of wireless capable devices, ad-hoc
networks are still little used [1]. One of the most focused scenarios for such net-
works is the disaster/rescue scenario where infra-structures may not be available
thus requiring an ad-hoc network solution where all the involved authorities, for
instance army, police, fire department, medical staff, can share important and
critical information in real-time [2][3].

Currently there are many ad-hoc routing protocols such as the standardised
Optimized Link State Routing Protocol (OLSR) [4], and the Dynamic MANET
On-demand (DYMO) Routing [5], which respectively propose a proactive and
reactive routing approach for managing their routing tables. Other contributions
present additional routing and clustering schemes with the purpose of ensuring
scalable routing. This aspect is significantly important since more and more
wireless devices are expected to be used in any particular scenario, even on a
daily basis [1]. Some examples of work regarding scalable routing involve the
definition of clusters and hierarchies [6][7], or the modification of well known
protocols such as OLSR [8].

Most of the existing schemes that target scalable routing depend on some sort
of Gateway nodes which are responsible for exchanging data between different
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network partitions. Often, routing protocols determine the end-to-end path, and
typically there is no special concern about these nodes when they exist, being
considered as any other node in the path. However, the choice of an adequate
Gateway node in a path may improve the overall network performance even
if it means increasing the path’s length [9]. This aspect is particularly more
significant if a routing protocol is not completely aware of the entire network’s
topology, relying on condensed routing information such as DASH [10].

This recent approach for scalable routing in ad-hoc networks will be briefly
presented in the next section, motivating the definition of a new gateway rout-
ing metric suitable for Deferred Routing protocols, aiming at increased network
reliability by choosing the most suitable gateways. In section 3 the performance
of the proposed metric will be evaluated in a possible scenario for rescue opera-
tions. The final section summarises the results obtained from the presented work
and provides insights for future work.

2 MATE: Metric for gAteway selecTion in dEferred
routing

Maintaining consistent views of a network’s routing tables is typically a challenge
and failing with an appropriate routing metric to do so may result in undesirable
loops [11]. Even though many approaches have been taken by different routing
metrics [9][12] and protocols [4][13][5], in wireless networks, the formation of
loops (despite being mainly temporary) is more common than in wired networks.
This problem is much more noticeable with larger networks and specific measures
have to be taken to avoid so, ensuring routing reliability.

As previously mentioned, there are several routing approaches aiming at
being scalable which rely on clustering, hierarchies or, more recently, deferred
routing. This last routing proposal strongly depends on an accurate and unique
choice of Gateway nodes per cluster since it does not perform a path calculation
throughout the existing clusters, as it will be explained in the following section.

2.1 Understanding Deferred Routing

The most common clustered routing approaches maintain information about
all the clusters and the existing paths to reach such clusters. However, this
still incurs large overheads and thus, a new approach where routing is Deferred
to each cluster, has been proposed [10]. This approach only keeps information
about the gateways capable of reaching each cluster and the number of “Cluster
Hops” to do so (the actual number of node hops is not maintained since it
is a large amount of volatile information which is not frequently necessary).
Similarly to a post office, the postman responsible for delivering a letter, only
does so until a specific point of his working area. He leaves the letter in specific
points, depending whether it is a local, regional or international delivery, and is
completely unaware of how to reach the final destination, since it will be someone
else’s job, closer to the final destination, to do so. Deferred Routing follows the
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Fig. 1. Possible network perspectives for tree hierarchy (a), (c) and (d)

same approach as the mail delivering process, the most significant difference
being the fact that no specific delivery points (Gateways) are previously defined,
thus requiring an efficient solution to choose the most suitable one.

In routing, the most common metric used for determining paths is the “hop
count” metric, where the shortest path is usually the most suitable one. Even
though Deferred Routing does not consider path calculation from source to des-
tination, the required number of “Cluster Hops” from end to end could be used
in order to choose the most suitable Gateway. However, due to information ag-
gregation in a large scale network, several gateways may have the exact same
number of “Cluster Hops” thus leading to possible ambiguous views of the rout-
ing tables, resulting in network loops. This motivates the development of a new
routing protocol capable of increasing routing reliability for Deferred Routing
Protocols, which still lack such a solution.

2.2 The DASH protocol

The DASH routing protocol stands for Deferred Aggregated routing for Scalable
ad-Hoc networks, where the wireless ad-hoc network is organised into a tree hi-
erarchy of clusters, identified by their context. This protocol follows the Deferred
Routing paradigm performing similarly to typical routing protocols within clus-
ters, and postponing inter-cluster routing decisions to neighbour clusters closer to
the destination. This behaviour mimics the postman’s job previously described,
and it further uses a virtual cluster aggregation scheme, using different network
perspectives, allowing the DASH protocol to maintain its routing overhead very
small. A possible network perspective when using DASH is depicted in figure 2.2,
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where clusters with the identifications 7 and 8 (cluster IDs), as siblings have the
same network perspective, and are unaware of clusters 9 and 10, which are seen
as cluster 4, and of the remaining clusters, since they are hierarchically distant,
and are only seen as cluster 1. Following the post office and postman paradigm,
in DASH, a node within a cluster, just like the postman, knows how to deliver
a packet to a destination in its working area (i.e. its cluster), other packets are
forwarded to Gateway nodes, which on their turn handle the packet to nodes
in clusters “closer” to the destination node, until the destination’s cluster is
reached.

In the DASH protocol, a node is considered a Gateway when it is able to
reach other contexts (or clusters), announcing it to the other nodes within its
own cluster. The Gateway nodes, by “overhearing” their neighbours’ routing
information also consider themselves indirect Gateways to clusters which they
are not neighbours with, increasing their Cluster Hop Count connectivity by one.
Such approach allows DASH’s nodes to choose the necessary nodes to reach other
clusters, but lacks a robust scheme to guarantee that this choice is not ambiguous
between nodes within the same cluster. This aspect was previously mentioned
regarding Deferred Routing, as the propagation of Gateway information in a
large scale network is prone to delays and lost routing packets, leading to routing
inconsistencies and poor reliability.

By defining a new routing metric which complements the number of clus-
ter hops with additional and relevant information, more reliable and consensual
network views could be achieved. Focusing on DASH and consequently on De-
ferred Routing, the choice of a suitable Gateway throughout different clusters
should consider using the most stable gateway and take into account the relia-
bility of the existing information. These two aspects can easily be obtained from
the existing gateways in the network. The “age” of a gateway is a property that
reflects how stable a node is as gateway, being more stable for each epoch as
gateway (i.e. every time a gateway node’s information is updated/refreshed, its
age increases). In addition to this information, it is important to be aware of
how valid the existing information is, since when a node receives information
about a gateway, it may be about to expire or it might just have been sent.

Taking into account the number of “Cluster Hops”, a gateway’s “age” and
the validity of the existing information, which may be more or less up-to-date,
a suitable metric for reliable routing may be derived.

2.3 The Proposed Gateway Metric, MATE

As previously mentioned, a routing metric capable of handling the number of
“Cluster Hops”, a gateway’s “age” and the validity of such information would
allow robust routing in large scale networks. However, in addition to the three
defined parameters, it is also important to understand what they represent and
how they can be used simultaneously. For instance, considering the number of
cluster hops, one may infer that the difference between 2 and 3 hops is more sig-
nificant than the difference between 12 and 13 hops, depending on the network
size. Instead of having a linear function for the number of hops, the difference
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between the number of hops may be mapped to a sigmoid function with a pre-
defined threshold hopth. The hop parcel (hoppar) of the metric is defined in
equation 1.

hoppar = 1
1+ehopth−x (1)

The “age” of a gateway may be representative of its stability, nevertheless,
when comparing two gateways, their age difference must be correctly understood,
just like for the number of cluster hops. This property depends on the number
of refreshes/updates that a node receives from a neighbour node in a different
cluster, increasing its age by 1 for each advertisement. Consequently, a gateway
with an age of 3, is still “young” but it should represent more stability than
another gateway with less age. However, when considering “older” Gateways,
the difference between their ages should not be so representative since they have
been already stable for a long period of time, such that two Gateways with
an age of 40 and 43 will have a similar stability factor. This behaviour can be
represented by the metric’s age parcel, in equation 2. A routing protocol which
also considers stability is presented in [14], where route stability is considered
above the path hop count. Despite using different metrics for link stability, this
protocol still suffers from typical on-demand protocols disadvantages such as
flooding and path retrieval delays, not being suitable for large-scale networks.

agepar = 1√
x

(2)

Common routing protocols keep the gathered network information for a lim-
ited amount of time, and rely on updates to this information such that it does
not expire. Generally speaking, the most recent information should reflect the
most up-to-date perspective of the network, however, due to network delays,
newly created information may not have been propagated throughout the entire
network, creating inconsistencies. In order to avoid this, information “validity”
should be analysed taking into account its expiration time. To achieve this be-
haviour, the expiration time should be modelled into a function, such that at
the threshold validityth represents the most valid information. Moreover, since
time is continuous and it is not desirable that minor differences in time produce
different results, the expiration time should also be considered as a discrete vari-
able. The corresponding part of the metric which concerns validity is shown in
equation 3.

valpar = (validityth−x)2

validity2
th

(3)

The weighted function of these three parameters, each one mapped to an
adequate function of its own, should produce a relevant metric capable of pro-
viding consistent views of routing tables in large scale networks, even when
using deferred routing which only maintains limited information, as presented in
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equation 4. The maximum value for the metric will be 1, representing the worst
possible value for a gateway.

MATE = whop × hoppar + wage × agepar + wval × valpar (4)

Furthermore, the metric can be adjusted to specific networks by changing
whop, wage, wval weights, as well as by tweaking the existing thresholds, tuning
the results according to the existing scenarios. In the following section a plausible
rescue scenario is simulated using different weights for the concerned parameters.

3 Performance Evaluation

In order to properly evaluate the quality of MATE and how it affects the per-
formance of a Deferred Routing Protocol, several simulations were performed
varying the different parameters of the routing metric. A large scale network of
312 wireless nodes was used to represent a possible rescue scenario with two main
working rescue teams. In order to address typical large scale routing protocols,
the network was divided into 8 clusters of 39 nodes each, assuming that a single
team is composed of 4 clusters, allowing it to cover a significant disaster area.

The used Deferred Routing Protocol was DASH [10], and the Cluster IDs
were defined according to the teams’ contexts, such that the DASH protocol’s
capabilities were fully used. The rescue teams in the scenario were disposed in
the shape of a “V”, as if there was an obstacle separating them, for instance in
a tunnel, where debris force rescue teams to be separated. In order to simulate
the possible data traffic used by rescue teams, 2 Constant Bit Rate (CBR) video
flows were established in each team (with a total of 4 video flows), where the
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source nodes were in the front of the rescue team, reporting visual data to the
control centre, which is set in the back, such that the destination nodes are as
far as possible from the source. Each video flow had a CBR of 200kbit/s, which
should be more than enough to establish a video-conference between source and
destination [15], allowing the rescue teams to send video images to the control
centre and to receive detailed information on how to proceed in critical situations
which might require step-by-step instructions from experts (for instance medical
assistance).

All the presented results are for the DASH protocol with and without the
MATE metric, in order to correctly assess the contribution of this work, com-
paring both performances. No other routing protocols are shown in the given
results as they would not be related with the metric subject, but with the rout-
ing approach followed by DASH. However, some experiments using the OLSR
protocol revealed much more routing traffic (up to 50 times more), and worst
traffic delivery.

3.1 Simulation Results

The simulations were ran in the OPNET Modeler Wireless Simulator [16], with
a total of 30 runs per scenario, always using different seed values and the
Linear-Congruential Random Number Generator Algorithm. Moreover, all the
presented graphs show a 95% confidence interval for the results, obtained from
the central limit theorem which states that, regardless of a random variable’s ac-
tual distribution, as the number of samples (i.e. runs) grows larger, the random
variable has a distribution that approaches that of a normal random variable
with mean m, the same mean as the random variable itself. All the wireless

45



 0

 20

 40

 60

 80

 100

100% Hops 60% Hops 50% Hops 30% Hops 20% Hops

L
o

s
s
e

s
 (

p
e

rc
e

n
ta

g
e

)

Hop Parcel Weight

Legend
0 seconds 2 seconds

Fig. 4. Average Percentage of Traffic Losses

nodes follow the IEEE 802.11g standard [17], having a range of 30 meters which
should correspond to a realistic range of common wireless cards [18][19].

The following results show the network performance regarding different pa-
rameters. To avoid any interference of specific mobility patterns, all the nodes
are static. Regarding the hop and validity thresholds (hopth, validityth), the hop
threshold was kept fixed in all simulations (4 hops) and the validity threshold
was set to 0 and 2 seconds in order to understand how the propagation of in-
formation may influence the network’s reliability. All the results will show the
obtained performance when the weight of the number of hops is changed in the
metric. The weight of the information’s validity is always set to 20% and the
gateway’s age weight will correspond to the remaining between the other two
parameters. In the results, the column corresponding to 100% weight reflects the
typically used hop count metric (i.e. ignores the proposed metric).

Path Length One important aspect to be verified in the MATE approach, is
the used number of hops from source to destination (i.e. path length). Figure 2
presents the results obtained, showing that there is no significant differences
between all the shown variations of the metric, not even when compared with the
typical hop count metric. This certainly motivates further results since MATE
has at least the same performance as the hop count metric in the only aspect
that this last one is aimed to.

Average Delay The registered end-to-end delay is depicted in figure 3, where the
only existing difference, which is not very significant, occurs between the paths
used by the hop count metric and the ones provided by MATE. At a glance
it might seem that the suggested metric has a worse performance, however,
these results can easily be explained by analysing them in conjunction with the
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Table 1. Traffic Losses with Mobility

Mobility Metric

losses Hop MATE

% 82% 69%

Table 2. Traffic Losses for different size packets

Packet Size Metric

(bits) Hop MATE

1000 24% 6%
2000 31% 18%
4000 37% 23%

percentage of traffic losses. Since the hop count metric has less delivered traffic,
the network is less congestioned thus having a smaller delay. When comparing
the results obtained with the proposed metric, there is a noticeable difference
between the results with a validity threshold of 0 and 2 seconds, showing a
smaller delay for the latter, probably due to a valid gateway choice.

Traffic Losses When considering the amount of traffic losses, shown in figure 4,
it is clear that there are many. This may indicate that an ad-hoc network with
the given configuration may not be suitable to handle such demanding traffic
flows. However, similarly to the previously analysed results, the only significant
difference between the given variations of the metric is for a 100% hop weight,
which has a 15% worse performance when compared to the results obtained
with the new metric. Even though the remaining results do not present a major
difference between themselves, the best performance was achieved with a hop
weight of 60% with 0 seconds attributed to the validity threshold.

Complementary Results Further results were obtained for the same scenario
previously presented, using the Random Waypoint Model as the default mobility
pattern for each node, inside its cluster. The node’s speed uniformly varies from
0 up to 10 meters per second, suitable for human or vehicle movement, and
where a pause time of 100 seconds is set. These results are depicted in table 1,
revealing that by using the metric with 60% weight for the hop parameter, the
obtained losses decrease by 13% when compared to a typical hop count metric,
sustaining the same results previously registered without mobility.

Moreover, even though the DASH protocol’s specification is out of the scope
of this work, the significant traffic losses raised some questions about its ef-
ficiency. Thus, extra simulations were performed to analyse the reason of the
obtained losses. A preliminary analysis revealed losses mainly due to the wire-
less physical layer, presenting a large number of dropped packets as a result of
consistently failed retransmissions.
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In order to ensure that the above results depend mainly on the wireless tech-
nology, additional simulations were performed using CBRs of 100kbit/s with
smaller packets of 1 and 2 kbit at a rate of 100 and 50 packets per second
respectively. These results are presented in Table 2. Additionally, new simula-
tions using a higher retransmission threshold, while keeping the 4bkit packets
and CBRs of 200kbit/s as in the performance evaluation, confirm that almost
every registered losses were technology dependent and not related with routing
problems, since the number of losses significantly reduces. Also, these results
reinforce that MATE can effectively improve large scale networks’ reliability.

4 Conclusion

A new routing metric focused on improving routing in large scale ad-hoc net-
works, MATE, has been proposed. This metric combines not only the hop count,
but also stability and validity of gateway nodes within clusters. The performance
improvement of using the MATE approach has been demonstrated by simulating
a large rescue operation scenario, where a routing Deferred Scheme, the DASH
protocol, was used to perform routing decisions. When comparing the choice of
a gateway by simply using the typical hop count metric against the proposed
metric, it is possible to see that an improvement of 15% regarding traffic de-
livery is achieved by using also stability and validity parameters. These results
contribute to further motivate the deployment of ad-hoc networks in challenging
scenarios, showing that the usage of an appropriate routing metric focused on a
robust routing protocol can improve the overall performance.

In this work a static ad-hoc network was mainly used, in order to avoid the
interference of mobility models’ specific patterns. However, some preliminary
results with mobile nodes were also obtained, suggesting that, in a future work,
it would be interesting to analyse how the tuning of the metric could improve the
network’s performance in different mobility scenarios, as well as with a different
number of nodes. Moreover, future results could benefit from the usage of more
appropriate traffic flows, according to specific applications focused on the used
scenario.
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Abstract. This paper gives an overview of distributed resources in wireless
networks, focusing on cooperative resource use and resource discovery. We
define a framework for distributed resources and resource sharing in wireless
networks by generalizing and combining elements of environmental-aware
cognitive radio and resource discovery. A novel classification of different
resource discovery methods is provided, motivating the use of cooperation in
wireless networks as well as foreseeing future developments in this area. The
paper also gives a broad view on cognition in wireless networks, considering
awareness and intelligent use of all available resources in a wireless
environment.

1   Introduction

Future wireless networks will consist of numerous heterogeneous terminals with
different capabilities. Instead of having all functionalities in every mobile device,
cooperation allows simpler devices to use and share resources and capabilities to
obtain more advanced services and enhanced performance. Every wireless
communication system requires some sort of cooperation; at least the interacting
entities have to agree on using common signal formats and protocols to be able to
communicate [1]. More advanced forms of collaboration can be implemented to
systems in any OSI layer, within and across them. Cooperative techniques have
received substantial attention recently since they offer potential improvements in link
and network performance figures, including capacity, coverage and QoS. Moreover,
cooperation can enhance greatly the efficiency in the utilization of resources in the
network, offering also new approaches to services for end users, namely cooperative
services. Several protocols are needed to enable cooperative resource use, including
resource discovery and resource dissemination protocols [2], [3] which provide
information about the available resources and locate shared resources on a network
[4].

In order to encourage nodes to share their resources nodes need to get a clear
benefit from this action. Cognitive radios and other communication devices could
benefit from the information from other embedded and communication systems in
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making better decisions. There are several approaches to elicit cooperation between
network nodes [5]. Incentive mechanisms in cooperation encourage the cooperative
behaviour on a voluntary basis. Incentives can be for example better or cheaper
services for the end user and even enhancing the e-reputation of a cooperative user.  A
rational entity chooses to cooperate as the result of an incentive mechanism that aims
at bringing benefits for the cooperating user and eventually for all collaborating users.
Cognitive radios have been proposed to increase the efficiency of spectrum use by
sensing the environment and then opportunistically filling the discovered gaps in the
spectrum by own transmission [6]. Cognitive radios can be seen as generalized
adaptive radio systems that exploit various sensors and resource discovery methods to
assess  the  status  of  the  environment  and  make  intelligent  decisions  based  on  the
obtained information. The concept of cognitive radio aiming at efficient use of
spectrum can be extended to consider efficient and novel use of other resources
available in the network. This gives rise to the concept of cognitive network, where
resource awareness is also exploited in a much wider sense [1]. Thus cooperation
techniques are also needed in cognitive networks.

The aim of this paper is to define a framework for distributed resource sharing in
wireless networks and generalize cognitive radios using radio resources to the wider
use of distributed resources. The paper combines cognitive radio and network
techniques with resource discovery area, thus giving new insights in both areas. We
propose that cognition includes awareness of all possible resources in the network.
Our view on cognitive networks extends the existing definitions, e.g., [7] since
traditionally only radio resources are considered. In addition some application
examples are briefly proposed.

This paper is organized as follows. Section 2 provides overview of resources in
wireless networks. Basic procedures for resource discovery and sharing as well as
classification of resource awareness approaches are presented in Section 3. Section 4
introduces some application examples and Section 5 concludes the paper.

2   Resources in wireless networks

Cooperative resource use started in wired systems and a vast literature on the subject
exists e.g., on wired grids, see [8] and the references therein. Grid computing has
evolved into a de facto standard for shared-resource computing [9]. As the capabilities
of wireless devices have increased, wireless grids, i.e., wireless devices forming
cooperative clusters, have become a viable extension to grid computing [2]. They can
connect to as well as extend the capabilities of wired grids, or operate autonomously.
However, traditional grid design assumes that fast and reliable network connections
are available. Wired grids are usually fixed whereas the wireless counterparts can
include devices frequently joining in or leaving the grid, forming a very dynamic,
mobile system with a changing landscape of resources [3].
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Fig. 1. A classification of resources in wireless networks.

Mobile devices have typically many different capabilities and functionalities
onboard. These capabilities and functionalities are implemented by exploiting
different resources. Wireless devices include both static resources and dynamic
resources depending on their temporal availability. For instance files are static
resources and CPU cycles are dynamic resources because their availability can change
frequently [12]. Note that in a wireless grid the dynamics of the radio channel make
the availability of resources to fluctuate. Resources include complete entities such as
printers, scanners, fax machines, services for information access via Internet, music,
and services that use computational infrastructure that is being deployed within the
network.

In [1]  resources in wireless networks have been classified into four types: 1) radio
resources including time, frequency, space and power/energy; 2) built in resources
such as mass storage, batteries and processing units, e.g., CPU; 3) user interface
resources refer to sensors as well as actuators integrated into the wireless terminals,
like speakers, microphones, imaging devices; and 4) social resources are considered
as being part of a resource pool distributed across the cooperating entities. Social
resources are the individual behind (e.g., controlling or taking decisions) the wireless
devices, as well as groups of them, such as in a social network. It is very important to
consider these social resources in the overall picture of distributed resources, as
individual and group decisions have a key role in the exploitation and management of
distributed resources.

Actually connectivity resources that typically include several cellular and short-
range air interfaces can be seen as a fifth resource since devices nowadays typically
have more than one air interface. Large amount and diversity of distributed resources
offers lots of potential for cooperation. Figure 1 depicts the described resource
classification, showing typical examples of these resources in wireless networks.
Some resources can be seen as microscopic and intangible, as they mostly represent
abstract physical magnitudes. On the other hand, other resources are physically
tangible and concrete. Note the heterogeneity of resources, some representing
conceptual figures (e.g., frequency, time, etc.), real objects (sensors and actuators,
etc), or capacity of doing something (processors, memories, batteries, air interfaces).
Social resources are particularly important and novel from the standpoint of
distributed resources in wireless networks.
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Wireless and mobile devices have unique challenges to overcome when building a
grid application for them. The devices are characterized based on their limited
processing power, storage capacity, energy capacity (battery life) as well as the
transmission range [2]. Also from the practical point of view, and depending on the
scenario in question, it may be really challenging to convince people to share
resources, for privacy and security reasons. Indeed, security, privacy, and trust issues
of wireless sharing network are big concerns for people [10]. Thus, in some cases the
end user may decide with whom to cooperate and what resources to share. Clearly,
users can be defined as social resources and  they  are  very  much  part  of  the
cooperative and cognitive equation. User decisions on what and how to share the
resources of their devices are part of the cooperative strategies that need to be
devised.

Cooperation  could  be  driven  by  a  user,  as  shown  in  Figure  2,  so  that  the  user
decides if it is willing to share or borrow its own resources. Other possibility is that
the decision about how to exploit resources is done independently of the user, so the
decision is taken based on some predefined protocol or strategy, without involving the
user at all. In the user interactive mode the user can decide what resources it is willing
to share, with whom and when. For example, if the network is heavily congested,
user’s wireless device senses the congestion of the network and asks if another user is
able to tolerate some delay. If this user can tolerate some latency (e.g., because his
traffic is not delay sensitive) he may accept to share his resources to help other users
to improve his QoS.

3   Network resource awareness

In this section, the basic procedures of resource discovery and sharing are
described, to then concentrate on resource discovery protocols. We will go through
the requirements to enable awareness of resources in the network, more specifically,
in cognitive networking environments.

3.1   Resource Discovery and Sharing in Cognitive Networks

Before resources could be shared they need to be defined and described efficiently.
Resource description is a basic requirement for resource sharing. Devices have to
agree a common language to describe both resources and the need for them to make
resource sharing even possible. XML-based description protocols have been widely
used in wireless networks. Since every protocol has their own pros and cons,
combinations of them are needed in order to operate efficiently in different situations
[2].
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Fig. 2. Use of social resources in resource sharing.

Resource discovery is the process of locating distributed resources on a network. In
file sharing, this is the process of searching for files, where the distributed files are the
resource. In peer-to-peer computing, it is the process of searching for available
memory, disk space, and/or CPU cycles. Devices can formulate their needs and
publish their resources using resource description protocols. Devices are able to locate
needed resources (or services) using resource discovery protocols [3]. In addition, real
measurements can be carried out to assess the status of a given resources, particularly
physical resources. For instance, spectrum sensing might be employed to locate
available spectral resources.

Coordination systems must be employed for resource access control in order to
share resources efficiently among wireless end users. Coordination systems allow
devices to use other device’s resources, or permit the pooling and scheduling of
resources among those nodes requiring services. Coordination is a great challenge in a
mobile wireless network because of its distributed and highly dynamic characteristics
[2].

In general, sharing resources in a wireless network depends heavily on the trust
between the cooperating users. Computational resources are limited in mobile
devices, and the wireless connection is not always reliable. Thus, trust, reliability and
security mechanisms need to be implemented in hardware to achieve the required
features rapid enough [2], [3].  When cognitive use of spectrum is considered, trust is
needed to enable coexistence of primary and secondary users in the same frequency
band. In order to allow secondary users, licensed users and regulation authorities have
to trust that secondary devices can operate without causing harmful interference
towards higher priority users.

A clearing mechanism is needed to permit transaction, generally with
authentication or authorization process. It may also include payment to get
permission. In several peer-to-peer networks, mutual resource sharing is incorporated
in the clearing mechanism. Peers have to contribute with their own resources in order
to be cleared to use the resources of other peers. The level of the received service gets
better with increased sharing of own resources. To enable trust and clearing
mechanism for cognitive spectrum use, some kind of authorization might be needed
for cognitive radio devices. They should be tested carefully to meet tight interference

55



requirements and only devices proven to work properly would be cleared to coexist
with primary users.

In addition to the procedures described above that are valid for any resource sharing
network, a cognitive network has some specific features. Learning is a crucial part of
a cognitive network and makes the operation of cognitive radios more efficient
compared to the case where only information available at the design time is possible.
A cognitive network should be able to learn both from the past and the present results
of its own actions and from the actions of primary users in order to improve its future
performance. For example, a cognitive radio can learn the traffic patterns in different
channels over time and use this information to predict idle times in the future [13].
This helps to find channels offering long idle times for secondary use, increasing
throughput for secondary users and simultaneously decreasing collisions with primary
users. Moreover, reasoning, an action closely coupled with learning, is also needed. It
can  be  seen  as  an  immediate  process  to  gather  information  from  the  database  and
sensory input, and decide how to act [14].

3.2   Classification of Resource Discovery Methods

In [4] a comprehensive survey of resource discovery protocols is presented.
Resource discovery protocols dynamically discover available resources in the network
and supply information about available resources for searching, browsing, choosing,
and using resources. An efficient resource discovery algorithm avoids excess network
traffic and uses efficiently network bandwidth as well as CPU time. It enables users to
make more sophisticated selection about multiple available and desired resources and
makes network building and maintenance considerably easier.

Resource discovery methods can be divided into three main modes, namely:
sensing mode, push mode and pull mode,  as shown in Figure 3. In addition, one can
consider a hybrid mode, where pull and push approaches are combined.

Sensing mode is used only for radio resource discovery since sensing gives
information about spectrum use at a particular time and in a particular location.
Spectrum  sensing  involves  at  the  best  sensing  of  spectrum,  time,  space  and  power.
Spectrum sensing techniques can be classified in three types, namely matched filter
detection, energy detection, and feature detection. These sensing techniques can be
used, both in cooperative and non-cooperative ways to locate unused spectrum
resources that could be exploited by cognitive radios. Comprehensive studies of
sensing techniques are presented in [16] and [15]. Also other resource discovery
methods could be used for radio resource discovery e.g., spectrum information could
be delivered through the database.

A push-based protocol exploits resource advertisements to announce clients about
its presence and available resources. Advertisements could be sent to the database or
they could be delivered periodically by broadcasting or multicasting when there is a
stimulus on the network. This saves the time that the resource requester has to spend
to find resources. On the other hand, advertisements cause unnecessary overhead
when  demand  is  low  [12].  Beacon  signals  in  cognitive  radio  environments  are  one
example of a push based resource discovery method. A primary receiver can send
beacons and advertise the availability of certain licensed channels for secondary user.
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In event-driven resource discovery, servers send advertisements when there is a
triggering event in the network. An example of an event driven resource discovery is

Fig. 3. Classification of resource discovery methods.

bootstrapping.  The lightweight discovery method proposed in [17] uses a
bootstrapping mechanism to distribute only updated service advertisements. Thus,
excessive traffic overhead of periodic advertisements is avoided.

In pull based resource discovery users send resource requests when resources are
needed and servers reply to these resource requests. Requests could be sent to the
database or they could be delivered through multicast, broadcast or unicast messages.
Overhead caused by advertisements in push mode is decreased in pull-based protocols
but at the same time delay increases, since search messages have to travel blindly
through the network to find available resources. [12].

In [4] service discovery protocols have been classified depending on the existence
of the database and depending on the layer where resource discovery performed. In
the cognitive radio environment databases are used to store sensing information about
the spectrum use and keep this information available for cognitive users sharing the
same frequency bands. Database-based resource discovery protocols use backbone
nodes and cluster heads as central servers which include the database concerning its
own cluster. Central server nodes maintain the resource database and perform
resource discovery within the overall network. The paths between the server nodes
and other nodes in the network need to be discovered by use of clustering to enable
cooperation between them. Database-less architecture uses local cache to store
resource descriptions. Nodes multicast or broadcast resource advertisements and
requests by themselves. Database-less resource discovery protocols do not require
centralized servers which make them robust against failures. Thus, they are well
suited for dynamic ad hoc networks.

Resource discovery protocols can be classified also depending on whether the
network is centralized or distributed [18], [19]. Moreover, the network can exploit a
hybrid approach, combining centralized and distributed architectures into a scalable
cellular controlled peer to peer network [1], [20]. This approach provides interesting
possibilities. It is basically an extension of a cellular network, where the mobile
devices can communicate straight with each other via short-range links, and with the
serving base station.
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4   Application Examples

In addition to the applications mentioned in the introduction, cooperative resource
exploitation in wireless networks has the potential for developing countless novel
applications and services. The interoperability of cognitive radios, embedded systems,
and  other  smart  objects  could  be  achieved  using  NoTA  (Network  on  terminal
architecture) [21] service oriented architecture and Smart-M3 [22], [23] information
sharing services.  This would improve the operation and efficiency of cognitive radio
systems by enabling the information sharing between the devices and objects in the
environment. Smart-M3 semantic information sharing services allows simple and
flexible interoperability agreements between device and system providers and reduces
to complexity and cost of devices.  The NoTA allows creating modular and horizontal
system architectures.

A simple example of a service provided by a wireless grid is cooperative audio
recording in which stereo sound is produced by combining recordings made by
multiple simple devices [3]. It is also possible to borrow resources of other
participants in situations where the own resources are not powerful enough for a given
task. For example, it may be the case that a given user has not enough signal strength
in his cell phone but the situation of a close-by user is much more favourable since he
is using a different service provider. By cooperating, the user with an unfavourable
radio channel can still get the required resource through his neighbour device (e.g.,
air-interface or operator sharing) [10]. Cooperative media downloading is also one
possible application scenario for a grid. If several mobile users want to download the
same media from a certain source, they can download different parts of the media
over a cellular link and then exchange the parts over  short-range links which is more
energy and spectrum efficient way compared to the case of downloading individually
all the data from the source [1]. One example of an already existing application is the
SyncShield, developed in Capricode [11]. With the SyncShield all the management
operations of mobile devices can be executed centrally, remotely and without the
device user's involvement. This increases the controllability of application versions
and  updates  and  saves  time,  as  well  as  money  and  valuable  and  confidential
information.

5   Discussion and Conclusions

We defined a framework for distributed resources and resource sharing in wireless
networks by generalizing and combining environmental-aware cognitive radio area
and resource discovery area. Resources in a wireless network are very eclectic, and
their availability to other users depends on many factors, including radio channel
conditions and decisions of the users, for instance. Before sharing these distributed
resources, the network or nodes need to be aware of these available resources.
Cognition  can  be  considered  as  awareness  of  all  resources  in  the  network.  In  this
review, we classified resource discovery techniques into sensing, pull based protocol,
push based protocols, and hybrid protocols. We divided these main classes into
several subclasses. Techniques and challenges for these classes were identified.
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Cooperation and cognition will play key roles in future wireless networks. Cognitive
wireless networks will exploit both resource discovery protocols and various sensors
to gain information about the environment. They will use available resources
efficiently to be able to provide wide variety of services to the end users.
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Abstract. In this paper we address traffic engineering problems for
wireless communications by proposing a practical technique to con-
struct a DBMAP-based model equivalent to an IPP-based model. On
the one hand, IPP-based (ON-OFF) models are widespread in practice
to simulate the application layer traffic in wireless networks. On the
other hand, DBMAP-based models are backed by the developed matrix-
analytic methods. The derived model is easy to use and allows to apply
matrix-analytic methods in the performance evaluation of the emerging
networking technologies.
Keywords: DBMAP, IPP, traffic engineering, wireless networks

1 Introduction and Background

Recent advances in wireless communications and the proliferation of networking
technologies dictate the need for their deeper and more accurate performance
evaluation. Practically, both emerging and existing telecommunication services,
including voice, video and data, demand the respective quality of service (QoS)
guarantees. To ensure that the adequate QoS is reached it is often required to an-
alyze and simulate the considered communication system. Networking standards
traditionally define the physical (PHY) and the Media Access Control (MAC)
system layers, but leave out of scope the properties of the upper layers. There-
fore, the choice of an adequate traffic model to evaluate the QoS performance of
a wireless network is a challenging task [1].

Many research works address the derivation of an appropriate traffic model.
In particular, empirical models to mimic the behavior of particular upper layer
protocols are known. In [2] a statistics-based model of the widespread Hyper-
text Transfer Protocol (HTTP) is constructed. It can be used to reproduce the
corresponding network traffic. Another example of more sophisticated wireless
environment is given by [3]. The model enables user mobility, which increases its
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practical relevance. Peer-to-peer traffic model is discussed in [4], where the real-
istic packet traces have been analyzed. However, these models strongly depend
on the initial statistics and the selected simulation scenario and could not serve
as a generic simulation methodology.

The development of more versatile traffic models that could be used in a
multitude of MAC/PHY simulation scenarios has been pursued by [5] as an
extension of the author’s earlier document [6]. The models adopt the Interrupted
Poisson Process (IPP) and the superposition of several IPPs to produce typical
Ethernet and Internet traffic over a wireless network. The resulting ON-OFF
model is scalable, easy to use and is reported to provide accurate results. For
the above reasons the IPP-based ON-OFF model was proposed for the prominent
IEEE 802.16 [7] networking standard. This model has later been enhanced in [8]
for the future version of the standard, which is about to be finalized. The use
of the ON-OFF model for the performance evaluation of the IEEE 802.16 sleep
mode mechanism was demonstrated by [9] and also for the end-to-end delay
evaluation of IEEE 802.11 standard by [10].

The wide recognition of the ON-OFF traffic models is confirmed by both
their acceptance as a part of the most recent IEEE 802.16 evaluation method-
ology [11] and long-run WiMAX Forum approval [12]. These models are also
used by the 3rd Generation Partnership Project 2 (3GPP2) [13]. All the above
makes their necessity for wireless system simulation doubtless. The IPP-based
ON-OFF models form an important group of traffic models according to the
classifications in [14], [15] and [16], being a useful special case of more general
Markov Modulated Poisson Process (MMPP) models. In turn, MMPP is a sub-
class of Batch Markovian Arrival Process (BMAP), which has been extensively
analyzed and thus provides a more comprehensive traffic model, while still pre-
serves the analytical tractability [17].

The BMAP was first introduced in [18] and later used by [19] and [17] to
model the IP network traffic with variable packet length. In [20] a more trans-
parent and consistent notation was proposed and BMAP was renamed to be-
come the Discrete-time Batch Markovian Arrival Process (DBMAP). The use of
DBMAP for the joint consideration of IP packet length and packet arrival times
was addressed by [21]. Many well-known arrival processes are shown to be the
special cases of the DBMAP, including the Bernoulli arrival process, the Markov
Modulated Bernoulli Process (MMBP), the batch Bernoulli process with cor-
related batch arrivals and others [22]. Layered video traffic, such as MPEG-4,
could be modeled by DBMAP as shown in [23], [24] and [25]. A DBMAP model
of H.264/SVC scalable video is constructed in [26].

The applicability of the DBMAP-based models, however, is not limited to the
IP traffic and video applications. In [27] and [28] useful analytical models of IEEE
802.16 sleep mode mechanism operation with DBMAP arrivals were proposed.
The MAC layer collision resolution algorithms with DBMAP input traffic were
investigated in [29], [30] and [31]. Additionally, some papers, e.g. [32], [33], [34]
and [35], analyze DBMAP variations, as well as Markovian Arrival Processes
(MAPs) in the framework of the matrix-analytic theory.
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Unfortunately, the aforementioned analytical results so far have limited value
for the real-world communication systems due to the gap between the compli-
cated arrival processes under consideration and the simpler models, that are
proposed for the performance evaluation of the actual networking standards
by [11], [12] and [13]. In this paper we fill in this gap by proposing a simple
technique to construct a DBMAP that closely corresponds to a practical IPP-
based ON-OFF model. Therefore, the existing matrix-analytic results could be
applied directly to evaluate the QoS performance of the practical wireless com-
munication systems, such as IEEE 802.16, IEEE 802.11 and 3GPP Long Term
Evolution (LTE).

The rest of the paper is structured as follows. Section 2 describes known traf-
fic models for wireless communication networks and shows different approaches
to traffic modeling. In Section 3 we describe an important class of the DBMAP
processes, for which strong analytical results are known. Section 4 demonstrates
a simple approach to construct an equivalent DBMAP-based model for the well-
known realistic IPP-based model. Finally, Section 5 establishes the similar per-
formance of both existing and constructed models and Section 6 concludes the
paper.

2 Traffic Models Description

As discussed in Section 1, the construction of an adequate traffic model is an im-
portant task in the performance evaluation of wireless communication networks.
The behavior of the developed model should mimic the behavior of the realistic
networking traffic.

We consider the HTTP traffic model recommended by [11], [12] and [13].
An example of the packet distribution during an HTTP session is presented in
Fig. 1. The typical session is observed as a sequence of distinct ON and OFF
periods during which the traffic is produced and not produced, respectively.

Reading tim e
First packet of session Last packet of session

Fig. 1. Typical HTTP session structure

The durations of ON and OFF periods are distributed exponentially in a way
that the mean duration of the ON period is 1/C1 and the mean duration of the
OFF period is 1/C2. The probability that the model is in the ON state is

PON =
C2

C1 + C2
. (1)
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Similarly, the probability that the model is in the OFF state is

POFF =
C1

C1 + C2
. (2)

As mentioned above, the ON-OFF traffic model is also known as the IPP [5].
The latter is a Markov chain with two states as depicted in Fig. 2. The chain
is fully described by three parameters: the transition probability rate from the
OFF state to the ON state, the packet arrival rate in the ON state and the
transition probability rate from the ON state to the OFF state. The transition
probability rate is defined as the number of transitions from a state to another
per a unit of time.

O N O F FλO N

C 1

C 2

Fig. 2. Generic ON-OFF model

According to Fig. 2 the value of C1 is the transition probability rate between
the ON and OFF states, C2 is the similar transition probability rate in the oppo-
site direction. Being in the ON state the model generates data packets according
to the Poisson distribution with the arrival rate of λON . Therefore, the packet
inter-arrival time is distributed exponentially according to the distribution func-
tion

F (t) = 1− e−λON ·t. (3)

More advanced traffic models include the superposition of several IPPs, where
each IPP has different parameters. The conventional notation here is to add the
number of processes in the superposition before the name of the model. For
instance, the 4IPP model corresponds to the combination of four interrupted
Poisson processes. In what follows we concentrate on the case of the 1IPP traffic
model for the sake of simplicity, which corresponds to the individual subscriber
Internet scenario. The below table lists the parameters of such a model according
to [5].

The parameters given in the table are normalized and should be scaled for a
particular traffic arrival rate. For example, consider the target simulated traffic
arrival rate of 50 Kbps. According to the previous research by Telcordia and
Lawrence Berkeley Labs the average packet length is 192 bytes or 1536 bits [5].
Therefore, the number of packets per second equals to 50000/1536 = 32.552.
Next we obtain the number of time units in a second as 32.552/0.7278 = 44.7266
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IPP model parameters
Parameter Value

Arrival rate in the ON state λON , packets/time unit 1.698

C1, transitions/time unit 1.445 · 10−2

C2, transitions/time unit 1.084 · 10−2

Averaged arrival rate λ, packets/time unit 0.7278

time units/sec. Finally, to establish the sought parameters of the traffic model
that gives the arrival rate of 50 Kbps one should multiply all the values in the
above table by the scaling factor of 44.7266.

The considered IPP model could be further generalized to a MMPP model
subject to the higher number of states and different arrival rates corresponding
to a state [14].

3 DBMAP Description

In this section we formally introduce the DBMAP and its main parameters.
Consider the time axis, which is broken into equal time intervals called slots. We
enumerate the slots with natural numbers and the slot number t corresponds to
the time interval [t− 1, t). For simplicity we refer to the slot number t as to the
slot t in what follows. Consider also a stochastic process with the discrete state
space, which we denote as S. Each slot t is put into one-to-one correspondence
with a state from the considered state space: St ∈ S. On the other hand, each
slot t is put into one-to-one correspondence with an integer non-negative number
Xt, which is the number of new packet arrivals during the slot t. We note that
subject to such a discretization the arrival times of the Xt packets could not be
distinguished.

Denote the probability of n new arrivals during the slot t and the transition
of the considered stochastic process from state i to state j in the end of the slot
t as follows:

Pr{Xt = n, St+1 = j|St = i} , bij(n). (4)

For each value of n a corresponding matrix Bn = {bij(n)} could be derived.
In the most general case the number of new arrivals n during a slot is unbounded.
This corresponds to the case of infinitely-many matrices Bn. The described pro-
cess {Xt, St} is named DBMAP in [20]. This process is fully described by a
set of matrices Bn for all possible values of n. Below we introduce the main
DBMAP-related definitions.

Consider a matrix B, which is obtained as the sum of matrices Bn composed
of the elements (4) for all possible values of n:

B ,
∞∑

n=0

Bn. (5)
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Then each element of the matrix B is the probability of a transition by the
process {St} from the state i to the state j in the end of the slot t:

bij = Pr{St+1 = j|St = i}. (6)

We assume that the matrix B composed of the elements (6) is aperiodic and
irreducible. Such matrices are often referred to as primitive [30]. Similarly, a
DBMAP process that corresponds to a primitive matrix B is called primitive
DBMAP. For the sake of simplicity we restrict our explorations to the case of
the primitive DBMAPs.

We introduce the important characteristics of the primitive DBMAPs. Con-
sider the mean number of new packet arrivals in the state i during a slot:

λi ,
∑

n

n
∑

j

bij(n). (7)

Accounting for the fact that the process {St} is ergodic, we introduce the
stationary probability pi of finding the process {St} in the state i conditioning
on the fact that in the initial slot the process started from the state j:

pi , lim
t→∞

Pr{St = i|S1 = j}. (8)

Therefore, the mean number of new packet arrivals during a slot could be
considered, which we refer to as the mean traffic arrival rate:

λ ,
∑

i

λipi. (9)

In practice the mean traffic arrival rate could be calculated as the number
of newly arrived packets during some sufficiently long interval T related to the
duration of this interval, that is:

lim
T→∞

T−1∑
t=0

Xt

T
= λ. (10)

As discussed in Section 1 the DBMAPs are widely used for many practical
tasks, including the following. Consider a continuous-time process of packet gen-
eration, when packets arrive after intervals T (1), T (2), . . . , T (k), . . . (see Fig. 3).
Assume that the durations of the intervals T (1), T (2), . . . , T (k), . . . are indepen-
dent and identically distributed (i.i.d.) random variables. The task is to con-
struct an equivalent DBMAP-based description of the considered packet arrival
process. We address this task in the rest of the text.

From the DBMAP properties (7)-(9) it follows that:

λ1 = λON ; λ2 = 0; λ =
λON · (1− e−C̃2)

2− e−C̃1 − e−C̃2

; (11)

p1 =
1− e−C̃2

2− e−C̃1 − e−C̃2

; p2 =
1− e−C̃1

2− e−C̃1 − e−C̃2

.
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T (1 )

Packet arrival tim es

T (2)

X (1) X (2 ) X (3 ) ...

...

Fig. 3. Equivalent description of the continuous-time arrival process

4 DBMAP-based Model Construction

In this section we construct a DBMAP-based model described in Section 3 cor-
responding to the realistic IPP-based traffic model recommended by [11], [12]
and [13]. We remind that an IPP-based model is characterized by three parame-
ters: C1, C2 and λON . The probability that the ON period duration TON exceeds
a threshold value of τ is calculated as

Pr{TON > τ} = e−C1·τ . (12)

The corresponding probability for the OFF period is

Pr{TOFF > τ} = e−C2·τ . (13)

The mean durations of the ON and the OFF periods are equal to E[TON ] =
1/C1 and E[TOFF ] = 1/C2, respectively. We note that the IPP-based model is
a continuous-time model, whereas the DBMAP-based model is a discrete-time
model. In order to perform the discretization of the IPP the time axis should be
slotted. Fig. 4 shows a Markov chain with transition probabilities that correspond
to the considered case. We assume that the IPP state cannot change within a
slot duration, which holds only for the sufficiently small slot sizes.

O N O F F

1 – e–C 1Δτ

1  – e –C 2Δτ

e–C 1Δτ e– C 2Δτ

λO N

Fig. 4. Constructed Markov chain

According to the DBMAP description in Section 3, it is fully described by a
set of matrices Bn. In the considered case the size of the matrices is 2× 2. Their
elements are obtained as follows:
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Pr{Xt = n, St+1 = ON |St = ON} =
λn
ON

n! · e−λON · e−C1 .

Pr{Xt = n, St+1 = ON |St = OFF} =
λn
ON

n! · e−λON · (1− e−C2).
Pr{Xt = n, St+1 = OFF |St = OFF} = 1 · e−C2 , n = 0.
Pr{Xt = n, St+1 = OFF |St = ON} = 1 · (1− e−C1), n = 0.
Pr{Xt = n, St+1 = OFF |St = OFF} = 0, n 6= 0.
Pr{Xt = n, St+1 = OFF |St = ON} = 0, n 6= 0.

Now in order to write the set of matrices Bn explicitly one should substitute
the values of n (in the most general case ranging from 0 to ∞) and calculate the
respective elements. Below we illustrate the general structure of these matrices:

B0 =

[
e−λON · e−C1 e−λON · (1− e−C1)
(1− e−C2) e−C2

]
. (14)

B1 =

[
λON · e−λON · e−C1 λON · e−λON · (1− e−C1)

0 0

]
. (15)

B2 =

[
λ2
ON

2 · e−λON · e−C1 λ2
ON

2 · e−λON · (1− e−C1)
0 0

]
. (16)

5 Numerical Results

In this section we conduct the performance evaluation of the DBMAP-based
traffic model constructed in Section 4. This discrete-time model is equivalent
to the the continuous-time IPP model proposed for HTTP traffic simulation in
the IEEE 802.16 wireless networks [11]. In order to compare the IPP and the
DBMAP input sources we consider the simplest queueing system with the deter-
ministic service time. Therefore, for the discrete case we have a DBMAP/D/1
queue. We assume that the service time is equal to an IEEE 802.16 frame du-
ration (5 ms). In order to use the expressions (14)-(16) and establish the set of
matrices Bn we also make the slot length equal to an IEEE 802.16 frame.

In Fig. 5 we plot the simulated average packed delay for IPP and DBMAP
traffic models. The bottom axis ranges possible packet arrival rates. We note that
the delay for both models is approximately the same, except for some discrepancy
in the near-critical region, which however falls into the confidence interval.

We further investigate the delay distribution for the intermediate normalized
packet arrival rate of 0.5. Fig. 6 demonstrates the empirical Probability Den-
sity Function (PDF), which verifies that the delay distributions for both traffic
models are very close.

Finally, we also show the empirical Cumulative Distribution Function (CDF)
in Fig. 7 to confirm that the IPP and the DBMAP input sources demonstrate
similar delay performance.
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Fig. 5. Packet delay comparison

6 Conclusion

In this work we have conducted a survey of existing traffic models for emerg-
ing wireless communication systems. It indicated that there is a disproportion
between the models proposed by the standardization bodies and the models
that are analyzed in the scientific literature. While the former are often analyt-
ically intractable, the latter have limited practical relevance. We fill in this gap
by proposing a simple technique to construct a model, which is based on the
discrete-time batch Markovian arrival process from the realistic model, which is
based on the continuous-time interrupted Poisson process. We also verify that
the models demonstrate similar performance in the framework of a simple queue-
ing system. The constructed model shows an example of how the existing theory
behind the DBMAP processes could be used to assist the performance evaluation
of the real-world networking technologies.

Experimental traffic generation models are generally continuous-time and
thus their analysis is somewhat complicated. At the same time, the theory behind
the discrete-time processes is much more developed. Therefore, it is important to
construct a discrete-time model equivalent to an experimental continuous-time
model. In this paper we present such a construction mechanism.
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Abstract: The state-of-the-art IMS-IPTV integration fails to support the mixing 

of IMS applications with IPTV applications. To solve the problem this paper 

proposes an integration scheme on the client side. Taking into account the 

economical requirement of the set top box the solution chooses to extend the 

SIP User Agent with an IMS/SIP Web Interface, which allows the generation of 

Web pages. The browser on the Application layer of the set top box can display 

these pages on the multi-layered presentation on the TV screen without 

obstructing the TV content. 

 

Keywords: IPTV-IMS integration, IPTV-IMS client, IPTV IMS CND. 

1 Introduction 

IMS (IP Multimedia Subsystem) [1][2] is intended to pave the way for the 

development and deployment of innovative and attractive services and applications. It 

is supposed to enable the combination of services such as voice, video, TV and 

mobility in quadruple or quad-play services. Unfortunately, so far the focus of the 

telecommunication community represented by the work of TISPAN 

(Telecommunications and Internet converged Services and Protocols for Advanced 

Networking) is only on the integration of the network infrastructure of IMS and IPTV 

[3]. IPTV service is essentially a digital television service whose channels are 

delivered through IP (Internet Protocol) over a managed network infrastructure, which 

may include delivery by a broadband connection. The paradigm change lies in the fact 

that television content, instead of being delivered through traditional broadcast and 

cable formats, is received by the viewer through the technologies used for computer 

networks.  

 

Although such network integration of IMS and IPTV is necessary it is only sufficient 

to allow the bundling of the four mentioned discrete services together but fails to 

enable the real blending of services. The combination of services will have endless 

potential and a few examples are as follows: 

• Ubiquitous TV: the ability to watch favorite TV programs on the home TV 

set, cell phone, PC or laptop.  
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• TV telephony: the ability to receive a phone call while watching TV. The 

program would pause and display caller ID information and allow the user to 

choose to take the call or refer it to voice mail.  

• IM with TV:  the ability to communicate with friends and colleagues about a 

program the user is watching.  

• Remote Digital Video Recorder (DVR): the ability to program the DVR 

remotely to record programs that the user might miss, and then to play them 

back on mobile phone. 

 

To enable the real blending of services, in addition to the integration on the network 

side a proper integration on the terminal side is required. In this paper an IMS-IPTV 

integration on the client side proposed by the EUREKA Mobicome1 project is 

thoroughly explained. The paper starts with a brief description of state-of-the-art on 

the IMS-IPTV client. The limitations of existing solutions are explained in details. 

Next, the features of the proposed solution are described. The central part of the paper 

is, of course dedicated to the presentation of the Mobile IMS-IPTV integration 

solution. Further works will be included in the conclusion. 

2 State-of-the Art on IMS-IPTV integration 

TISPAN specifies an IPTV services Customer Network Device (IPTV-CND) which is 

a physical device enabling the consumption of IPTV services, such as live TV or 

Video on Demand [3]. As shown in Figure 1 the architecture of the CND is divided in 

three layers: 

• Transport layer: provides IPTV transport functions such as network 

attachment or media processing and streaming functions. 

• Service layer: provides IPTV functions such as Media Management, 

Discovery, Platform security, CA/DRM etc. to the Application layer. The 

service layer can also make use of the transport to communicate either with 

other components in the customer network or the external network. 

• Application Layer: hosts applications that have user interface such as VOD, 

Broadcast TV, IPTV Service Guide Interface, etc. 

 

 

                                                           
1 The EUREKA Mobicome project is aiming at providing a unified user subscription in an 

fixed mobile convergent IMS environment. The Mobicome partners include Telenor, 

Ericsson, Telefonica, Linus, Ubisafe, Oslo University College, Polytechnical University of 

Madrid, Blekinge Institute of technology, Huawei and HiQ. 
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Figure 1 The architecture of the TISPAN IPTV CND 

 

3 Limitations of the standardised IMS-IPTV Client 

The following limitations are observed. 

• The SIP user agent is organized in the service layer. It is only used for the 

authentication of the user towards the network. It does not have any user 

interface with the user and does not support any IMS application. 

• The TISPAN architecture is at conceptual level and does not provide 

sufficient details for implementation. No API is defined between the layers. 

• In the application layer there are only defined some IPTV applications, 

Service Profile application, Metadata application and Browser function. No 

IMS application is defined and it is unclear whether non-IPTV applications 

are anticipated in this layer. 

75



4 The Mobicome extension for IPTV-Customer Network Device 

To remove the mentioned limitations the straightforward way would be to introduce 

an IMS/SIP client in the Application layer as a native application or a Java application 

with full UI capabilities which interacts via an API (Application Programming 

Interface) with the SIP User Agent in the Service layer. However, such a solution will 

require an advanced multi-tasking operating system on the CND that is capable of 

supporting multiple applications simultaneously. This is not adequate for current 

simple and low-cost set top boxes in the market and another solution is demanded.  

 

 
 

 

Figure 2 The Mobicome extension for the IPTV CND 

To ensure compliance with the TISPAN architecture the Mobicome project 

proposes to introduce an IMS/SIP client in the Application layer as a browser-based 

application as shown in Figure 2. A browser-based application is referred to as any 

piece of software which runs inside of a web browser. In DVB (Digital Video 

Broadcasting) terminology it is referred to as DVB-HTML application consisting of a 

set of documents that can be interpreted and presented by the Web browser [4]. The 
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SIP User Agent needs to be equipped with an IMS/SIP Web Interface module which 

is capable of generating the HTML pages constituting the IMS/SIP client application 

as shown in Figure 3. 

 

Application Layer

Service Layer

SIP User Agent

IMS/SIP Web Interface

Display Presentation

A/V Interface

Browser

IMS/SIP Client App

 
 

Figure 3 Functional architecture of the Mobicome IPTV CND 

5 Implementation of the Mobicome IMS-IPTV integration 

To verify the concept an IMS-IPTV client prototype has been implemented. To ensure 

that the solution is working with most of the TV set top boxes (STBs) in market 

without requiring modification on the STBs, it is proposed to implement both the 

SIP/IMS User Agent, the SIP/IMS Web Interface and the generated IMS HTML Web 

pages on a separate PC connected to the STB via LAN as shown in Figure 4. 

 

As shown in Figure 5 the Mobicome testbed consists of a FOKUS Open Source 

IMS Core [7], two laptops hostings a UCT (University of Cap Town) IMS client [5] 

[6] and an Aminet, a very popular STB from Amino Inc (http://www.aminocom.com). 

 

The UCT IMS Client is fully compatible with the Open IMS Core and is installed 

on top of an Apache Tomcat 5.5 web server with Java JDK. 

 

The Aminet STB may be provided with two different web browsers: Opera or Ant 

Fresco. Some preliminary tests indicate that Ant Fresco is better since it supports both 

Javascript and Macromedia Flash 5. However Opera may be used also. Amino 
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licenses an SDK, which includes all the APIs for the STB. On the Application layer 

information must be presented in an appropriate format so as it can be accessible to 

the STB’s web browser (Opera/Ant Fresco). The main strength of the Aminet STB is 

the possibility to use a remote control with full keyboard, which is very convenient 

for interactive applications based on text like chat. 

 

 
 

Figure 4 Architecture of the Mobicome IMS-IPTV client prototype 

 

 

Figure 5 The Mobicome IMS-IPTV testbed 

When combining IMS and IPTV applications together it is crucial to have 

simultaneous presentation of video and text on the TV screen. This is made possible 
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by using the two-layered, configurable transparency structure of STB display. Both 

layers are overlapping on the screen as shown in Figure 6. 

Layer 1: Video Layer 

Layer 2: Browser Layer 

 

Figure 6 Two-layered structure of STB display 

Video Layer Alpha property can be controlled by the user, i.e. the web browser 

layer can be shown to the user as desired. The IMS/SIP web interface has been 

implemented to generate simple and general Web pages in order to avoid 

compatibility problems with heterogeneous browsers of different STBs. 

6 The TV Chat application 

To demonstrate the usefulness and attractiveness of the IMS-IPTV client 

integration a TV Chat application is implemented. A group of friends has planned to 

watch a football match together at the pub but can finally not due to different 

circumstances. Thanks to the TV Chat application they can now still enjoy the game 

at home and chatting at the same time as shown in Figure 7. 

 

Figure 7 The TV Chat brought by the IMS-IPTV client 

They are allowed to access and participate in real-time IM sessions [8][9] through 

a simple web interface, while an IPTV program is displayed in the background. The 

registration and deregistration of participants to the IM session are shown in the 

screen, as well as the text messages, in different font formats or colors for the 

different participants. Additionally, conversation logs are saved while the IM session 

is active. A generated Web page is shown in Figure 8. 
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The IMS/SIP Web Interface is realised by the modifications of two modules of the 

UCT IMS Client: 

 

SIP Event Manager: some changes have been made in this module in order to 

detect the arrival of a new instant message, translate it into HTML format and present 

it in a Web page. Line 7 enables the automatic refresh of the web page. Lines 11 & 12 

set up the specific parameters for the Amino browser (hiding pointer, no border, no 

toolbar, etc. and #00FF00 green as the transparent color). Line 14 defines an iframe 

for displaying instant messages. Lines 17 & 18 contain JavaScript code for enabling 

the transparency and the background playing of IP video. 

 

Interface Event Manager: adaptations have been made to allow the capture of 

text introduced by the IPTV service and its presentation in the Web page. 

 

 

 

1  <!DOCTYPE html PUBLIC "-//W3C//DTD 

XHTML 1.0 Transitional//EN" 

2  "http://www.w3.org/TR/xhtml1/DTD/xhtml1-

transitional.dtd"> 

3  <html xmlns="http://www.w3.org/1999/xhtml" 

lang="en-US" xml:lang="en-US"> 

4  <head> 

5  <title>STB Chat</title> 

6  <meta http-equiv="Content-Type" 

content="text/html; charset=utf-8" /> 

7  <meta http-equiv="refresh" content="5" /> 

8  <link href="chat.css" rel="stylesheet"> 

9  </head> 

10  <body> 

11  <aminoattr tcr="#00FF00" 

UNLOADVIDEO="no" hidepointer notoolbar noborder  

retain_notoolbar="yes" retain_noborder="yes" 

retain_nomouse="yes"/> 

12  <amino fgalpha="5"> 

13   <p align=center> 

14  <iframe width=75% name="chat" id="chat" 

src="uctimsclient/log.html#bottom"/> 

15   </p> 

16  <script type="text/javascript"> 

17  VideoDisplay.SetAlphaLevel(100); 

18  AVMedia.Play('src=igmp://224.1.1.1:1234'); 

19  </script> 

20  </body> 

21  </html> 
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Figure 8 A sample of a generated Web page2 

For the display of the instant messages, a new method displayInstantMessage as 

shown in Figure 9 has been added to useful_methods.c. This method keeps track of 

the messages in a log file, and formats them for their presentation in the Web page.  

The proof-of-concept prototype has been implemented and is working quite 

satisfactory. It has been demonstrated internally in the Mobicome partner’s 

companies. 

 

 

Figure 9 The method displayInstantMessage 

                                                           
2 It is worth noting that some attributes in this page may only be used under Amino license 

1  void displayInstantMessage(char *user, char 

*message, int color) 

2  { 

3  FILE * fout; 

4  FILE * fout2; 

5  char ch;  

6  fout = fopen("log.txt","a+t"); 

7  if (color==0) 

8   fprintf(fout, "<p style=\"color: green;\"><b>");

  

9  else if (color==1) 

10   fprintf(fout, "<p style=\"color: red;\"><b>");

  

11   fprintf(fout, user); 

12   fprintf(fout, "</b>"); 

13   fprintf(fout, message); 

14   fprintf(fout, "</p>"); 

15   fclose(fout); 

16   fout = fopen("log.txt","rt");  

17   fout2 = fopen("log.html","wt"); 

18   fprintf(fout2, "<html><body>"); 

19   while (!feof(fout)) { 

20    ch = fgetc(fout); 

21    if (!feof(fout)) fputc(ch,fout2); 

22  } 

23  

fprintf(fout2,"<aname=\"bottom\"/></body></html>"); 

24  fclose(fout2); 

25  fclose(fout);26   } 
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7 Conclusions 

This paper points out the main shortcoming of current state-of-the-art IMS-IPTV 

integration, namely the lack of support for mixing of IMS applications with IPTV 

applications. To solve the problem an integration scheme on the client side is 

proposed. Taking into account the economical requirement of the set top box the 

EUREKA Mobicome project proposes to extend the SIP User Agent with an IMS/SIP 

Web Interface which allows the generation of Web pages. The browser on the 

Application layer of the set top box can display these pages on the multi-layered of 

the TV screen without obstructing the TV content. A proof-of-concept prototype 

hosting a TV chat application is successfully implemented and demonstrated at the 

Mobicome partners. As further work it is envisaged field trials with real users to 

gather feedbacks and comments about the mixing of IMS and IPTV. The input of text 

can be further improved by allowing the usage of wireless devices such as the STB 

remote control or the user’s mobile phone. 
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Abstract: With IP Multimedia Subsystem (IMS), operators can provide users 

with converged and advanced services. IMS lets users accessing services 

independently of communicating devices, hence providing real convergence of 

services. This paper presents an application which integrates also the Web 2.0 

technologies with IMS in a novel fashion. The application called Family Portal 

facilitates communications between family members. This paper presents an 

IMS Voice solution that is ubiquitously available on heterogeneous devices, 

fixed and mobile alike. The solution includes an innovative device, the IMS 

Smartdongle that allows the user to make phone call from any PC by simply 

inserting the Smartdongle into the USB port. The user can initiate calls using a 

contact list also hosted by the Smartdongle. Calls can also be made via a Web 

page accessed by a browser on the mobile phone. 

 

Keywords: Authentication, convergence, identity, IMS, IMS voice service, 

portal, voice call continuity, Web 2.0 

1 Introduction 

Many telecom operators have currently rolled out IMS (IP Multimedia Subsystem) 

[1][2] in their networks. However, the focus is the renewal and transition of network 

elements towards IP based equipment which is both more economic and simpler to 

manage. The potential of IMS as platform for the development and deployment of 

innovative and attractive services and applications is unfortunately still very much 

unexplored. This paper describes an application called Family portal and 

demonstrates the strength of IMS as a catalyst for the creation of futuristic services. 

The feasibility of combining IMS and Web 2.0 technologies [3] is demonstrated. The 

Family portal unifies user subscriptions and allows the service delivery across fixed 

and mobile devices. 

The Family portal addresses the needs of communications within a family. Due to 

employment or political and financial reasons, a modern family can be scattered all 

over the world in different continents, making communications more difficult and 

scarcer. With decreasing communications, the families ties are getting loser or even 

broken in many cases. With the Family portal application, family members can keep 

in touch and communicate with each other anytime anywhere in a very simple way 

using a variety of devices. The paper starts with a review of the goals of the Family 
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Portal. Next the overall architecture is given. To elucidate the functions of the Family 

portal some use cases are presented.  

 

2 Goals of the Family Portal 

 

Figure 1  A typical Family Portal 

 

In modern society, the notion of family is reduced to the smallest unit comprising 

of parents and children while grandparents, uncles and aunts are pushed aside. In fact, 

due to different circumstances like employment, business, education or other political 

and financial reasons, the “small” family may have to live far away or even in 

different countries or continents than the rest of the family. In addition to the distance 

and cost, the work pressure and time constraint really reduce the family 

communications to the minimum. The familial ties are getting weaker and weaker or 

in many cases broken.  

The problem is manifold. First, quite often, the communications are exclusively 

reserved to the “strong” family members such as parents while the “weak” ones like 

grandparents and grandchildren are very much ignored. “Weak” family members are 

the ones with limited budget, limited decision influence or limited technology 
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knowledge. Consequently, they are quite often not initiators of communications but 

are reduced to receivers waiting to be communicated with. A rather unfortunate 

situation occurs: the family members that have time and demands for communications 

do not have much possibility to initiate communications while the one with 

possibilities do not have neither time nor wish. To remedy the situation, there is a 

need for both cheaper and simpler communication services. 

Another problem is due partly to the mobility of the people and partly to the 

frequent changes of telephony subscriptions. Indeed, a change of address or a change 

of subscription may result to a loss of contact if notifications have not been sent to the 

other members. A stable contact list may be a good solution to the problem. 

 

The goal of the Family Portal is to address the two mentioned problems by offering: 

 A stable place hosting contact information of all the family members 

 An easy and secure way to initiate familial communications  

  

For each family subscription, there will be established a family portal. Through this 

portal, family members can communicate with each other quite easily no matter 

where they are. Family members and friends can join the family portal and each 

individual gets defined an account, i.e. a user name that is used at sign up. An 

example for a Family Portal is shown in Figure 1. The mobile version is depicted in 

Figure 2. 

 

 
 

Figure 2  The Family portal on mobile phone 
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3 Overall architecture of the Family Portal 
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Figure 3  The Family portal architecture 

As shown in Figure 3 the Family portal architecture is based on the standard IMS 

Core Network comprising of a CSCF and a HSS. In addition there are the following 

entities: 

 A Family Portal: A Web 2.0 server hosting family web pages 

 A Voice server: A SIP [4] server combined with MCU (Multiparty 

Conference Unit) supporting conference call and call continuity. The Voice 

server is connected to the PSTN via MGCF combined with MGW. 

 An IDP:  A Liberty Alliance [5] compliant Identity Provider in charge of the 

SIM strong authentication when the user is accessing from a regular mobile 

phone or a PC with SIM Smartdongle. The IDP is communicating with the 

VitalAAA server which again is interacting with the HLR via the Ulticom 

Signalware MAP Authentication Gateway. 

 A BSF: The Bootstrapping Server Function [6] is hosted in a network 

element under the control of a Mobile Network Operator. The BSF is used to 

mutually authenticate and share keys between the UE and the NAF to 

provide for secure yet easy access to services like VOD applications and the 

Family Portal. 
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The VOD server: A Web server offering video on demand. For the GBA 

authentication it is acting as a NAF (Network Application Function) in the Generic 

Bootstrapping Architecture and is communicating with the BSF (Bootstrapping 

Server Function), which in turn is interacting with the HSS 

On the client side there are three devices: 

 

 A regular 2G/3G mobile phone with an xHTML browser. It is hosting also a 

Gemalto SIM with EAP-SIM applet. 

 A PC with a SIM Smartdongle 

 A PC with a GBA Smartdongle 

4 Characteristic use cases 

In this chapter a few use cases that are characteristic to the Family portal application 

will be described thoroughly. 

4.1 Communicating through the family portal 

Every family member can access the family portal through a variety of devices: 

 Regular mobile phone with xHTML browser 

 Mobile phone with IMS voice client and xHTML browser 

 PC with Smartdongle 

 PC and mobile phone 

 

As any other family members, Charles can call any other members by simply 

clicking or selecting the picture or icon. A call will be established from Charles’s 

currently used phone which could be his mobile phone, his office fixed phone or his 

PC equipped with a Smartdongle, a USB dongle equipped with a SIM card. Charles 

can also invite more members to join and extend the initial dialogue to a conference. 

The strength of such a family portal lies on the fact that it is a common stable place 

maintaining the contact information of all the family members. It helps to prevent the 

loss of contact in the family. Moreover, it offers a distributed and decentralised 

updating mechanism where each family member can modify and ensure the validity 

of their personal phone numbers. 

The sequence diagram in Figure 4 shows the interactions between the Mobicome 

network elements. The IMS CSCF issues two INVITE messages, one to the IMS 

client and one to the corresponding party to initiate the call. 
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Figure 4 Sequence diagram of making a call 

4.2 Call transfer from one device to the other one 

Each family member may have more than one device and may want to interchange 

them even during an ongoing call.  

For example, Charles talks with Eric on his mobile phone while walking to his 

office. The communication session is only voice-based.  

When entering his office, his mobile phone and his multimedia stationary PC 

detect each other. A pop up window on the PC display will ask him whether he wants 

to continue the conversation on his multimedia PC. He clicks on “yes” and the 

conversation is transferred to his PC and Charles can now talk freely to the 

microphone attached to the display. In addition to voice, the communication session is 

augmented with video and text.  

After a while, Charles finds out that he has to go to a meeting. He clicks on a 

phone icon on the screen and the conversation is moved back to his mobile phone. He 

can now go to the meeting room while continuing his conversation with Eric. 

As shown in Figure 5, the call transfer is materialised by the INVITE message sent 

by the CSCF to the new device. When a session is established with the new device, 

the session with the former session will be terminated. 
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Figure 5 Sequence diagram of call transfer between devices 

4.3 Secure signing in to the family portal 

On one hand, the sign-in procedure must be sufficiently simple such that even 

grandmother can manage it. On the other hand, the family portal needs to have proper 

protection since it contains confidential and sensitive information that can be abused. 

Passwords are not sufficiently strong and stronger authentication scheme is required. 

Furthermore, since there could be many different devices in use there must also be 

several strong but user-friendly authentication schemes. 

4.3.1 SIM Strong authentication for regular mobile phone 

This authentication scheme reuses the GSM authentication on the SIM card and 

SMS is used as transport channel [7]. The authentication is carried out as follows: 

1. Charles is browsing on his mobile phone and visiting his family portal. 

2. He wants to log in and selects the mobile phone “sign in” button. He will be 

directed to the Telenor’s IDP page as shown in Figure 3, where he will be asked for 

his mobile phone number. He enters his phone number. 
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Figure 6 Telenor’s IDP login page for mobile phone 

3. An approval request pops up on the mobile phone display. Charles selects 

“YES” 

4. Charles is now signed in to his family portal and can initiate calls to other family 

members. 

4.3.2 GBA authentication for PC with GBA (Generic Bootstrapping Architecture) 

Smartdongle 

This authentication scheme is realised according to the Generic Bootstrapping 

Architecture [6] specified by 3GPP that reuses the USIM and ISIM for authentication. 

The authentication is carried out as follows: 

1. Charles is browsing on his PC with a GBA dongle and visiting his family portal. 

2. He wants to log in and selects the GBA Smartdongle “sign in” button. 

3. An approval request pops up on the PC display. Charles selects “YES”. 

4. Charles is now signed in to his family portal and can initiate calls to other family 

members. 

As shown in Figure 7 the browser is redirected to the Bootstrapping Server 

Function (BSF) which requests an authentication from the HSS. 
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Figure 7 GBA authentication 

4.3.3 SIM Strong authentication for PC with SIM Smartdongle 

This authentication scheme reuses the GSM authentication on the SIM card [8]. 

The authentication is carried out as follows: 

1. Charles is browsing on his PC with a SIM Strong Smartdongle and visiting his 

family portal. 

2. He wants to log in and is redirected to the Telenor’s IDP page, cf. Figure 4. He 

selects the SIM Smartdongle “sign in” button. 

3. An approval request pops up on the PC display. Charles selects “YES” 

4. Charles is now signed in to his family portal and can initiate calls to other family 

members. 

As shown in Figure 9 the browser is redirected to the Identity Provider (IDP), 

which communicates with the Radius server using the SIM Extensible Authentication 

Protocol (SIM-EAP) [9][10]. The Radius server will then communicate with the GSM 

HLR via a MAP gateway to carry out the GSM authentication. 

91



 
 

Figure 8  The Telenor’s IDP login page for PC 
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Figure 9 Authentication with SIM Strong Authentication 
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4.3.4 The Smartdongle 

The Smartdongle is a USB (Universal Serial Bus) key with flash memory bundled 

with a standard UICC (USIM Integrated Circuit Card), which offers access to 

operator services from any PC and which is illustrated in Figure 9. By inserting it into 

the PC’s USB port, the subscriber gains access to your communication applications 

including Voice over IP and Instant Messaging, as well as an attractive range of web 

services such as music download and on-line storage. 

More specifically, the Smartdongle contains the following components: 

 A SIM application 

 An EAP-SIM authentication applet 

 A browser 

 A SIP agent (SIP Softphone) 

The most attractive aspect of the Smartdongle is the ability for users to access to 

communication tools such as Voice over IP, Instant Messaging, and Mail, as well a 

SMS.  It is a genuine extension of the mobile environment. 

5 Conclusions 

In this paper, a combined IMS-Web 2.0 application is presented. The solution enables 

family members to keep in touch and communicate with each other more easily and 

more often. It is available anywhere on a variety of devices and yet quite secured 

thanks to the stronger authentications schemes. By bringing real value to the users, the 

Family Portal will most likely succeed in the near future. However, the most 

important contribution is the demonstration of the IMS potential and its compatibility 

with the Internet technologies. A proof-of-concept implementation has been 

completed by Telenor, Gemalto, Ubisafe, Linus and Oslo University College in 

collaboration with Alcatel Lucent Technologies and Ulticom. As further work it is 

definitely interesting to integrate even more applications such as chat, presence, blog, 

etc, in the Family portal. 
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Abstract. Feedback devices in combination with smart phones and / or wireless 
technologies are becoming more and more relevant to be applied in eMobility 
artifacts such as Electric Vehicles. Additionally, governmental enforcements to 
reduce CO2 emissions urge for ICT solutions, which enable drivers to become 
more aware of sustainability. In this conceptual paper, we therefore critically 
evaluate existing literature in this field and narrow down the research question 
by comparing it with other related questions. Then, we introduce a sustainable 
socio-technical model, based on existing socio-technical theories. This extended 
model could be applied to analyze the impact on feedback devices to increase 
the awareness of CO2 emissions caused through non-ecological road 
transportation. 

Keywords: eMobility, electrical vehicles, CO2 reduction, sustainability, green 
mobility, intelligent ICT devices, feedback technology, socio-technical. 

1. Introduction 

In the past, mankind has achieved technical improvements in many areas. 
However, the majority of advancements neglected the focus on sustainability. 
Recently, the debate of Electric Mobility (eMobility) concepts due to new 
governmental regulations to reduce CO2 emissions has ignited the industry and 
research community. Sustainable eMobility concepts emerge, most recently in the 
automotive industry. New electric vehicle (EV) market players, innovative sustainable 
urban (e)Mobility concepts, and latest improvements of EV technologies trigger 
stakeholders to rethink the concept of sustainable mobility and driving.  

Important technologies to reduce CO2 emissions are sustainable mobile ICT 
solutions, mobile devices, location based services, and the wireless integration of 
relevant data to backend information systems (e.g. ERP). Therefore, this paper raises 
the research question of, “how and which sustainable feedback information from 
intelligent ICT devices enable and motivate stakeholders before, after and during 
driving to become a more sustainable driver?”  
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We evaluated various research questions and discussed them with the industry and 
research community in order to be able to narrow down the research focus. In [4], we 
got reminded, that many current ICT enhancements in eMobility are defined from 
engineers. Hence, they are often technically sophisticated, but their user-friendliness 
leaves a lot to be desired. Therefore, we suggest a sustainable socio-technical 
theoretical model to explore the research question. 

This paper is structured as follows. Section 2 introduces related work relevant for 
understanding the importance of our stated research question and the proposed 
solution approach. In Section 3, we present the research question in more detail. We 
introduce our approach of a socio-technical model in relation to sustainability in 
Section 4. Finally, Section 5 concludes this paper. 

2. Related Work  

Critical evaluations of relevant literature show current perceptions of the adoption, 
maturity, and usefulness of ICT eMobility solutions. Particularly, work related to 
feedback technologies such as energy, water, CO2 monitoring applications, and the 
impact on users can be associated to this research area [7]. 

 

 
Fig. 1. Examples of external factors which influence the driver 

 
The Fig 1. shows external factors which influence the driver in the vehicle. For 
instance, the current environmental political agenda to reduce CO2 emissions until 
2050 is a strong external factor in which each single citizen needs to be motivated to 
act sustainable. In general, a reliable eMobility infrastructure which connects 
charging spots at home, work place or in public areas with an electric grid influences 
the driver to switch to an electric vehicle or not. In the meantime though, interaction 
with feedback devices in cars could enable the driver to act more sustainable by 
displaying relevant information about CO2 emissions. Monetary aspects, e.g. how 
much money a driver has saved by driving slower, is another influential indicator [7].  
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Smart Phones such as the Apple iPhone and Google’s Android phone have begun to 
integrate fairly sophisticated sensors such as accelerometers and GPS into the device 
itself. However, it is unclear whether the iPhone accelerometer is accurate enough to 
measure the car trips and to calculate a personalized carbon footprint. No field tests 
have been conducted so far which analyze the impact on sustainability or how ICT 
feedback devices influence the driver to develop a more sustainable behavior. 
Therefore, relevant analogies are also drawn from energy and water feedback devices. 

Studies in energy or water consumption applications such as smart meters or 
energy monitors evaluate the impact of displaying the consumption level by 
instantaneous feedback [12]. These commercial applications focus on the 
visualization of consumption of an entire household or on the device level [2,7], 
Power Cost Monitor [6], and TED-1000 [9]. For instance, in [14], a wireless 
networked sensor node that measures the power consumption and uses the 
communication interface to automatically transmit the data was developed. However, 
the majority of these solutions require a complex installation before usage or at least 
technical understanding. Therefore, they are not very user-friendly. Nevertheless, 
field tests unfold that receiving instant feedback and incentives on the usage reduces 
electricity and water consumption: “32 percent reduction in electricity use 
(amounting to savings of 68,300 kWh, $5,107 and 148,000 lbs of CO2) but only a 3 
percent reduction in water use.” [12]  

Additionally, environmental settings, social norms, sociodemographic, and 
additional variables require different approaches and feedback information for 
changing energy-related behaviors [13]. For instance, social norms provide a behavior 
from which people do not want to deviate, since being too deviant is being above or 
below the norm. The authors of [13] defined five clusters of behavioral patterns: 
conservers, spenders, cool, warm, and average. Results show a considerable 
discrepancy in the energy use of these clusters. For instance, conservers use less 
energy than spenders, which use more than the average household. 

In sum, several factors influence the behavior of more sustainable usage of energy, 
water, and alternative transportation to reduce CO2 emissions: external factors, 
governmental, technical, behavioral, and social norms.  

3. Research Question(s) 

To enable a stringent evaluation of the research area, we collected a first set of 
relevant research questions, presented in Table 1. These research questions support 
our further research process by evaluating the consumers´ behavior -, technical - and 
socio-technical perspectives. Questions in the first column explore consumers’ 
behaviors in the eMobility domain, the second column ICT relevant areas, and the 
socio-technical perspective features the comparison of both columns. Through 
interviews with industry and academic experts in this field and analysis of these 
questions, we were able to derive the research question for this paper. “How and 
which sustainable feedback information from intelligent ICT devices enable and 
motivate stakeholders before, after and during driving to become a more sustainable 
driver?” This research question is relevant twofold. It explores which feedback 
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technologies are existing in the market, as well as which information or services are 
required to motivate stakeholders to become more sustainable or not. 

Table 1. Relevant research questions 

Consumers’ Behaviors Perspectives Technical Perspectives 
Why do drivers switch to EVs? 
 

Which ICT applications and / or devices are 
relevant in relation to eMobility or EVs? 

What are the charging behaviors of EVs 
from consumers? 

Which wireless technologies do exist in the 
automotive industry to support eMobility? 

What are the driving patterns? 
 

How can ICT help to reduce the anxiety of the 
driver to reach, for instance, the final destination? 

What are the most anxious factors to use 
new (e)Mobility concepts? 

How can ICT support the awareness of 
sustainable driving and vehicle usage? 

What are the important aspects for 
sustainability? 

Which ICT functionalities are relevant to support 
a sustainable vehicle usage? 

How is it possible to change the 
awareness of driving more sustainable? 

Which data should be analyzed from a backend 
information system? 

How and which information about 
sustainability influence consumers? 

How are data transferred securely and wirelessly 
to a backend information system? 

4. Theoretical and Conceptual Lens 

In the middle of the 20th century, examples of unsuccessful introduction of new 
ICTs were often linked to the resistance of users. ICTs were associated with being too 
technical and not providing user-friendly functions [1]. As a result, research in ICT 
goes far beyond technical rationales and analyze the research object in multilevel 
aspects such as organizational, sociological, socio-technical and process-based. 
 

 
Fig. 2. Structuration Model of Technology [10] 

 
Socio-technical ideas began to be used in the IT / IS field in the 1960s [4]. One 

example is Orlikowski`s Structuration Model of Technology (SMoT) (see Fig. 2). Her 
concept does not only need to be applied in organizational or institutional 
environments, it is also possible to apply it within the group and individual levels of 
analysis [10,11]. The SMoT is based on three components, Human Agents, 
Technology, and Institutional Properties. Technology only comes into existence 
through creative human action. She also defines a duality of technology: the 
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technological artifact (design mode) and technology-in-practice (use mode). Later, 
she claims that the separation between technologies as IT artifacts and the use of such 
artifacts is especially useful in both empirical research and everyday usage.  

In the context of the research interest, the focus on a socio-technical model helps to 
understand humans (e.g. drivers), technical aspects (e.g. feedback ICT devices) and 
the interactions between those two areas as presented in Fig. 3. 

 

 
 
 
 

 
Fig. 3. Socio-Technical Model [3,8] 

 
 

 
 

 
 
 
 
 
    
 

 
 
Fig. 4. Socio-Technical Model in relation to 

Sustainability 
 
Nevertheless, in order to include also sustainable aspects and a metric to measure 

sustainability in relation to eMobility, a third dimension needs to be included as 
shown in Fig. 4. This dimension should support the primary research by being able to 
measure what sustainability actually means for humans, how it relates to ICT devices, 
and finally, what the impact of sustainable feedback information would be in order to 
become a more sustainable driver. The ICT device can be an enhanced navigation 
system, an on board communication device (e.g. Continental “Always On” concept of 
a networked car), or applications in smart phones. Especially the latter provides 
already means to track the driver’s driving behavior (e.g. using MIX Mobile or Green 
Milage Android applications). One scenario could display a CO2 mobility footprint in 
such a device according to the driving speed and evaluate if the driver would drive 
more sustainable if the CO2 barometer would go up. Another scenario could test if 
driving with or without such devices influences the driver to become “greener”. 

5. Conclusion, Limitations and Outlook 

In conclusion, while the socio-technical model is going to broaden one’s horizon, it 
is elementary to extend the model by including the sustainable dimension. Only then, 
the enablement of drivers to become more sustainable can be measured. Probably a 
fundamental change of the stakeholders’ thinking towards IT artifacts as feedback 
devices has to evolve. Therefore, this paper presents a future research area that could 
help to gain a better theoretical and practical understanding of socio-technical models 
in relation to sustainability, specifically to sustainable drivers. The outcome might be 
relevant not only for the research community but also for the industry. The first, could 
contribute to theoretical extension of socio-technical models towards sustainability. 

Socio Technical Socio -
Technical Socio Technical 

Sustainable 

Sustainable 
Socio- 

Technical 
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The latter, could facilitate a practical impact for the industry market players, to get 
more insights how their consumers perceive the current notion of sustainability.  

Relevant technical aspects should be further investigated and explained. However, 
due to the early stage of feedback devices in this field, technical use cases, 
architectural concepts, and prototypes need to be defined and built first. Afterwards, 
the sustainable socio-technical model suggested can be tested in the field. Therefore, 
meetings with industry partners and EU funded research projects are in progress to 
facilitate technical realization very soon. Due to the strong governmental attention to 
reduce CO2 emissions, several research and industry projects are currently conducted 
or planned. These future projects such as ELVIRE, Vlotte, and SAP Future Fleet 
provide a very good platform to conduct the research. We are in advanced 
conversations to conduct research with these project partners. 
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Abstract. Beaconing is envisioned to build a cooperative awareness in
future intelligent vehicles, from which many ITS applications can draw
their inputs. The problem of scalability has received ample attention
over the past years and is primarily approached using power control
methods. We reason power control alone will not be sufficient if we are to
meet application requirements; the rate at which beacons are generated
must also be controlled. Ultimately, adaptive approaches based on actual
channel and traffic state can tune MAC and beaconing properties to
optimal values in the dynamic VANET environment.

Key words: VANETs, beaconing, 802.11p, V2V

1 Introduction

Many Intelligent Transportation System (ITS) applications can be based on the
concept of cooperative awareness. In Vehicle-to-Vehicle (V2V) communications,
an important method of communication is the periodic transmission of short
status messages or beacons. They contain such information as speed, position
and vehicle state, from which a cooperative awareness can be constructed. The
message format is standardised in the European ITS VANET Protocol (EIVP)
[1] Cooperative Awareness Message (CAM). So far, these messages are defined
to be “broadcast on a periodic basis”, generally 10Hz. Several proof-of-concept
implementations have seen the streets (e.g. CVIS [2] and Safespot [3]) but all
on a small scale. Before such systems can be deployed on a large scale, there are
some serious scalability issues which need to be resolved.

This short paper focuses on the following question: How can we build a coop-
erative awareness with beaconing in a scalable manner? We propose to achieve
this with an adaptive architecture and adapting timing aspects of beacon gener-
ation. Background is presented in Section 2. We briefly present the requirements
in Section 3. In Section 4 we elaborate on beacon generation and present sev-
eral methods, including the adaptive architecture. Section 5 gives an outlook on
future work.

? This work is supported by the Dutch NL Agency/HTAS (High Tech Automotive
Systems) Project Connect&Drive, Project no. HTASD08002
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2 Background

The IEEE 1609 and CALM M5 standards denote IEEE 802.11p to be the
MAC and Physical layer for VANETs. The random access nature of 802.11’s
CSMA/CA is reasoned by [4] not to be the best MAC for applications with
strict delay requirements, because no upper bound to delay can be given.

As shown in [5] and also observed in [6], the wireless channel rapidly becomes
overloaded with beacon messages under high vehicle densities typical for con-
gested traffic. As a result, the performance of the beaconing system deteriorates.
This has several causes, the most trivial of which are an increasing number of
nodes n and a high generation rate λg in (1), which we use to illustrate the
normalised channel load:

µ = n · λg · tb. (1)

Here tb is the duration of one beacon transmission, which depends on the
number of bytes and the bit rate. Generally, as µ approaches 1 (the theoretical
maximum capacity) the useful throughput declines as loss increases. This loss is
reflected in the probability of successful beacon reception Ps, decline of which
is caused by the inability of 802.11 broadcasting to operate under high-load
conditions. This has several causes:

– no acknowledgements for broadcast messages: a source cannot infer cor-
rect reception by the destination and no retransmissions are performed.

– no reaction to load on the network: there is no exponential Contention
Window (CW) increase like in unicast.

– no reservation by means of RTS/CTS: increased susceptibility to the hid-
den terminal problem.

The beacon reception rate λr can be expressed as λg · Ps. Alleviating the
shortcomings with proper MAC configuration and network-layer measures can
raise Ps, and hence raise λr and the quality of the cooperative awareness.

3 Requirements

ITS applications require awareness with certain qualities. Aside from the con-
tents of the beacon messages (extensively covered in [1]), these qualities are in
the spatial and temporal domain, as illustrated in Fig. 1(a). They are:

Range of Awareness - distance up to which a vehicle has information about
other vehicles.

Accuracy of Awareness - freshness (delay) and update rate.

In this light we use a functional design as illustrated in Fig. 1(b). As an
application we use Cooperative Adaptive Cruise Control (CACC), which is under
development in the Connect&Drive project [7]. From this we derive requirements
for the cooperative awareness: range is expressed as 200m or 15 vehicles, accuracy
as up to 25Hz, although these values are themselves subject of research from the
CACC controller point of view.
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(a) Range and accuracy
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(b) Functional design

Fig. 1. Cooperative Awareness

4 Beaconing Solutions

Many research activities propose to solve the scalability problem using Trans-
mission Power Control, effectively reducing the space covered by a transmission;
increasing frequency reuse. This approach reduces n in (1). Examples include
D-FPAV [6], DTRA [8] and the method in [9]. The aim is to reduce transmis-
sion power when the vehicle density increases while guaranteeing fairness, i.e.
each vehicle has equal opportunity to communicate its beacons to its neighbours.
Though effective, reducing the transmission range cannot be done indefinitely.
A minimum range of awareness is required for the ITS applications to run.

When searching for a scalable solution for beaconing, we may sacrifice some
accuracy for range. The reasoning behind this is that information at lower up-
date rates is better than no information at all. Furthermore, we reason adaptive
configuration of MAC properties based on channel estimations may be able to
increase performance of 802.11’s CSMA/CA under a large variety of circum-
stances. An ultimate solution lies in the application of adaptive control in both
space and time, and dynamic configuration based on channel and traffic state.

We present several beacon generation approaches in 4.1, and an adaptive
architecture in 4.2.

4.1 Beacon Generation Schemes

We propose to control the beacon generation rate, λg in (1). The aim is to limit
the supplied load to the channel. This has several motivations:

1. Inherent unreliability of wireless communication implies that λr ≤ λg. Ap-
plications should cope with this (e.g. Kalman filtering, predictions, etc.).

2. More load leads to more loss - in some cases λr may even be raised by
deliberately lowering λg because of its effect on Ps.

3. Traffic dynamics decrease as vehicle density increases, high update rates may
not always be necessary. Note this also depends on the traffic context.

Controlling timing of beacon generation can increase coordination, e.g. tem-
poral alignment improves. This is mostly reflected in the timing relative to others.
Medium access can be deliberately delayed or jittered in order to break or avoid
synchronisation and spread beacon transmission attempts evenly over time. We
now present five generation schemes.
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Simple Timer This is the base case of beaconing, as interpreted by most lit-
erature [6, 9, 10]. A node transmits a beacon when a timer τ expires, and then
resets τ . The timer is set to 1

λg
, e.g. 100ms for 10Hz. A problem is that nodes

can become synchronised. The medium may be very busy for a few milliseconds
in which a cluster of collisions occur, followed by a period of silence.

Jitter Timer This scheme is similar to the above, except on reset τ is randomly
chosen from a uniform distribution [ 1

λg
−σ, 1

λg
+σ]. The random element aims to

break the synchronisation and spread medium access attempts evenly over time
while still satisfying the average λg. This breaks what has been identified in [11]
as the Timeslot Boundary Synchronisation Problem. The same happens—though
on a finer granularity—in the CSMA/CA backoff procedure.

TDMA-like schemes These schemes observe the medium for a while and then
synchronises τ to expire in the periods when the channel is least busy. A proposal
by [4] is to use a Spatial Time Division Multiple Access method instead of
the Random Access provided by 802.11. The “spatial” element here is that,
when all slots are taken, a node chooses a slot occupied by the most remote
node (or the weakest signal). Subsequent transmission in that slot will locally
“overwrite” transmissions by the other node. TDMA on top of 802.11 has been
proposed in [12] for low power video surveillance in a sensornetwork, or for
strict QoS requirements [13] but also for application in a VANET [10], albeit at
relatively low rate (2Hz). Generally, these methods require some form of master
node for coordination and rely on tight synchronisation. Especially the latter is
problematic in a VANET. Nonetheless, for application in a VANET a distributed
Soft TDMA overlay on top of CSMA/CA may be beneficial. Based on channel
estimations, the periodic broadcast is performed when the probability of success
is highest. Soft in this case means that it is not strict TDMA, but timers are
loosely synchronised. This method spreads access attempts over time, relieving
the burden on CSMA/CA.

GeoMapped Beaconing A solution developed in the GeoNet project [14] provides
a coordinated time reference by means of Global Navigation Satellite signals
[15]. Based on a geographic overlay grid a vehicle determines when to transmit
its beacon. This scheme is designed primarily to alleviate the hidden terminal
problem, but has not yet been analysed from a scalability point of view.

Reactive Beaconing Whereas the Jitter Timer and TDMA schemes aim to keep
a node’s transmission away from transmissions by others, we propose a new
scheme where a node transmits its beacon in reaction to reception of a beacon
from a vehicle in front. This method relies on a modification to a slotted position-
aware flooding scheme and functions on top of 802.11. The aim is a cascade of
beacon transmissions which moves against the flow of traffic, followed at a certain
distance by the next. This distance is chosen appropriate for frequency reuse. A
timer τ is set in reaction to reception of a beacon. This timer is proportional to
the distance. A second timer κ ensures a minimum generation rate if there are
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no vehicles in front. κ is set to a little more than 1
λg

. The following code snippet

describes the Reactive Beaconing:

scheduleEvent(kappa)

loop

if event tau || event kappa then

sendDown(new beacon) && scheduleEvent(kappa)

if event beaconReception && notScheduled(tau) then

scheduleEvent(new tau) //proportional to distance to transmitter

end loop

At this moment this scheme exists only on a conceptual level, actual feasi-
bility and comparison to other methods is future work.

4.2 Adaptive Architecture

In the dynamic context of VANETs, a static MAC configuration is not always
optimal, as shown in Section 2. We propose an architecture which adapts the
beacon generator and MAC layer. An estimator observes both network and traffic
context, as also described in [16]. To estimate channel load, the estimator obtains
information from the driver [17] by means of Clear Channel Assessment and
RSSI measurements, or by analysis of information from received beacons (e.g.
sequence numbers [9]). MAC properties such as CW or transmission power can
be adapted. In this way we can mimic the increase of the CW in response to high
load on the channel. In the generator, properties such as λg and the scheduling
of τ as presented in 4.1 can be adapted.
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Fig. 2. Adaptive beacon generator and MAC based on channel estimates

Fig. 2 shows our proposed adaptive architecture. Responsibility for the bea-
coning is located in the network layer and allows ITS applications to obtain
information from a cooperative awareness as shown in Fig. 1(b).

5 Conclusion & Future Work

At this moment, beaconing cannot yet be used in a scalable manner to generate
a cooperative awareness in vehicles in a large-scale deployment scenario. We
propose an adaptive architecture to tune network and MAC-layer parameters
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to match configuration to the context. New is the concept of adapting timing
aspects of beacon generation in conjunction with transmission power and MAC
layer configuration. Due to space limitations, the description of the proposed
solution is necessarily brief.

Evaluation of the adaptive architecture by means of simulation using the OM-
NeT++[18]/MiXiM[19] framework is planned. The existing beacon generation
schemes and the proposed Reactive Beaconing will be evaluated. Comparison to
analytical modelling and measurements from field tests carried out in the Con-
nect&Drive project will help tweak models and gain more insight. Another point
of interest is the channel estimator, which will be the subject of future research.
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Nowadays, information and communication technology (ICT) has already brought
significant cost savings to several industries. During the construction of a building, mod-
ifications may require costly on-site visits of engineers to adapt plans to the new cir-
cumstances. ICT such as video conferencing systems may reduce the number of these
visits significantly. Video conferencing enables the engineers to remain in the office. But
nevertheless they can comprehend any problems and particularities of the complex new
situation, adapt their planning, and then instruct the workers on-site. Unfortunately, in-
building communication networks, as well as electric installations, are set up very late
in the building construction process. In addition, communication over cellular mobile
networks (GSM/UMTS) is often not possible inside buildings, especially in basements.

As deviations to the plan are quite common during building construction, an electric
installation company’s engineers often have to support their electricians in adapting the
planning on-site. The costly engineer then spends a lot of his working time by trav-
elling from the office to the construction site. The obvious solution of using a phone
often fails due to missing reception of any cellular mobile network at the location of
interest, e.g., the switching centers in the basement. Moreover, the situation may be
too complicated to be explained on the phone. A picture or video could illustrate the
situation more easily. A temporarily disposable communication infrastructure, which
enables a telepresence system, would therefore constitute a much-appreciated benefit.
It should be simple, straightforward and safe in its deployment. As on-the-fly cable in-
stallations are safety risks on a construction site, we have investigated the usability and
applicability of a wireless mesh network (WMN) with battery-driven nodes as a tempo-
rary communication infrastructure and have developed a first prototype of our on-site
video-conferencing system (OViS). The application of WMN for temporary venues and
spontaneous networking has also been suggested in [1]. In order to provide ”as easy
as winking” deployment, OViS includes self-configuration and self-awareness mecha-
nisms and guides the user through the deployment by a wizard application.

We propose to deploy a temporary WMN with battery-driven nodes (see Fig. 1) for
the necessary network connectivity to a commonly available DSL or UMTS router. The
WMN does not require any existing commmunication infrastructure inside the build-
ing and does not introduce additional safety risks. As video conferencing is required to
set up the electricity and communication networks of the building, no infrastruture that
could be utilised for communication is already available, i.e., power-line communica-
tion is not an option for this particular use case. Any temporary wire-based infrastruc-
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Fig. 1. Scenario for an OViS deployment

ture would either be too time-consuming in the deployment or end up as trip-wire and
therefore compromise the work safety.

The on-site video-conferencing system (OViS) prototype consists of a handheld de-
vice (Asus Ultra Mobile PC), six battery-driven mesh nodes (PCEngines ALIX) and
an Ethernet cable. We have used simple standard indoor enclosures for nodes and bat-
teries for our first functional prototype. In order to comply with the harsh environment
at construction sites, we plan to employ the same aluminium weather-sealed (IP-67)
outdoor enclosures, which we have used for our meteorological WMN [2], for the next
prototypes. In order to provide energy for our application scenario (8-10h network life-
time), the nodes of our prototype are equipped with one lithium-ion polymer batteries
(3200 mAh). Depending on the application scenario, the dimensioning of the batteries
can adapted.

All equipment of OViS is placed in a bag to provide comfortable handling during
the deployment. We face the challenge of simple, straightforward, and fast deployment
by non-experts. Self-configuration and self-awareness mechanisms as well as a wizard-
based deployment guide support the deployment process. The OViS deployment wizard
application runs on the handheld and guides the user through the deployment process.
Such support as provided by the wizard application is important to overcome deploy-
ment issues such as the non-uniformity of propagation delay of wireless signals, espe-
cially indoors.

The OViS deployment starts with the gateway node. The user first grabs the hand-
held and powers it on. The handheld automatically launches the deployment wizard,
which then directs the user to connect the first node to the DSL/UMTS router (see
Fig. 2(a)) and to power it on. The gateway configures itself at boot time, e.g., setting the
IP address of the Ethernet interface by, e.g., DHCP (IPv4/IPv6), the IP address of the
wireless interface using IPv6 autoconfiguration (see Fig. 2(b)), and starting up the ad-
hoc routing protocol (Optimized Link State Routing). Then, it announces its presence
and its status (e.g., gateway or not) to the handheld device by sending an OViS HELLO
message. After deploying the gateway, the OViS wizard on the handheld sends an OViS
DEPLOYED NODE message to the gateway node in order to stop the hello mechanism
and to configure additional communication parameters.
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(a) Deployment of gateway node (b) Deployed gateway node

(c) Intermediate node too close (d) Intermediate node too far

(e) Optimal node placement (f) Intermediate node deployed

Fig. 2. Screenshots of the OViS deployment wizard application running on a handheld device.

Afterwards, the OViS wizard advises the user to deploy the first intermediate node.
The user has to take the next node, power it on, and move towards the installation
site. The intermediate node also configures itself at boot time and then announces its
presence by an OViS HELLO message. As not being a gateway, the node carries out
measurements of the received signal strengths to the previously deployed nodes and
transmits them to the handheld. The OViS deployment wizard then uses these signal
strength measurements to instruct the user in a proper placement of the next node by
giving audio-visual feedback (see Fig. 2(c) - 2(e)). The wizard signals the user if he/she
has reached the optimal position for the node (see Fig. 2(f)). Afterwards, the deploy-
ment process is repeated for the next intermediate node. Once the installation site has
been reached, the user switches the handheld from the deployment mode to the video
conferencing system mode (see Fig. 2(f)) and starts the video conferencing application.

OViS supports IPv4 and IPv6 access networks. If IPv6 is supported over the whole
communication path, the video conference can take place directly over IPv6. Otherwise,
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if the communication peer (office) or the access network (DSL/UMTS) are only IPv4
capable, OViS automatically sets up an IPv4 over IPv6 tunnel between the gateway node
and the handheld. If so, an additional IPv4 address is configured for the handheld. The
current OViS prototype provides a DNS service by using the global Google Public DNS
resolution service, which makes OViS less dependent of external services: although
implementing a DNS proxy service on the gateway node is also feasible.

After having set up the complete network, the video conferencing application (e.g.,
Skype) is started on the handheld and the user may communicate with the office and
solve his/her installation problem using telepresence. Although the current OViS proto-
type uses Skype for video conferencing, other applications can be easily integrated.

OViS may also provide a valuable solution for other use cases, e.g., disaster recov-
ery. Currently, we are evaluating the optimal signal strength thresholds to maximise net-
work throughput and their combination when multiple nodes are in range of the active
node to be deployed. We plan to extend OViS to support multi-channel communication.
Moreover, we are also evaluating different open-source video conferencing applications
in order to provide more seamless integration into OViS. Other possible extensions are
the integration of a whiteboard, support of file transmits (e.g., technical manuals, anno-
tated construction plans), and enhancing the video with overlay networks.
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Abstract. Cooperative Adaptive Cruise Control (CACC) is a type of cruise 
control in which the speed of a vehicle is controlled based on wireless 
communication between vehicles. In this paper we tackle the communication 
needed in case of fully automatic CACC merging at a junction. The first 
contribution of our paper is to show that to target the vehicles involved we need 
a special kind of geocast that takes both the geographical location and the 
dynamics (speed, acceleration) of a vehicle into account. The second 
contribution is to give a first approach to such a geocast solution. The resulting 
geocast protocol is able to target multiple destination sets that are 
geographically dispersed and that are persistent in time. This paper does not yet 
include an analysis of the protocol, but analyses by means of simulation and 
real-world testing have already been planned. 

Keywords: VANET, CACC, V2V, geocast, merging 

1   Introduction: the Problem of CACC Merging 

With Cooperative Adaptive Cruise Control (CACC) the longitudinal speed of a 
vehicle is automatically controlled based on the behaviour of vehicles up to a certain 
distance ahead of the vehicle. Information about this behaviour is obtained by having 
each CACC vehicle regularly (≥ 5 Hz) broadcast a so-called beacon: a small message 
containing all information (including the position, speed, and acceleration of a 
vehicle) needed for CACC to operate. The goal of CACC is to anticipate earlier and 
more accurate to traffic disturbances than a human driver can, and thus improve 
overall traffic efficiency by dampening out any traffic disturbances.  

Within the Connect & Drive1 project we are currently working on automatic 
CACC merging at a freeway, where the merging vehicle is a “normal” vehicle 
(without CACC) and the freeway vehicles are a mix of CACC vehicles and normal 
vehicles. We focus on gap creation: the CACC freeway vehicles must be told in 
advance to create a gap for the merging vehicle. We use a so-called road side unit 
(RSU) to detect oncoming merging vehicles and to tell the freeway vehicles to make a 
gap. Such a gap is created by having a CACC vehicle decrease its speed, so that its 

                                                           
1 This work is supported by the Dutch NL Agency/HTAS project Connect & Drive, Project no. 

HTASD08002 
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headway will increase. The goal of our project is to minimize the resulting speed 
disturbances caused by this deceleration.  

Fig. 1 illustrates the problem: two merging vehicles, M0 and M1, are approaching 
the merge area (a1 to a2) where they both want to join the freeway traffic. Vehicle D1 
has created a gap for M0, while one of the vehicles of the platoon D3-D7 must create a 
gap for M1. We define the moments in time when a merging vehicle reaches a1 and a2 
as ta,1, and ta,2. The destination sets drawn in the picture can be ignored so far, they are 
discussed in Section 3. 

 

M1

 
Fig. 1. Merging vehicles wish to join the downstream freeway vehicles. The arrows denote the 
direction of travel. The dotted lines represent the borders of geocast destination sets. The 
subnetworks of downstream travelling vehicles are D0, D1D2, and D3-D7. 

Informing the right CACC vehicles (henceforth also referred to as nodes) in advance 
to their arrival at the merge area involves quite a number of problems, two of which 
are relevant here: (i) how can be decided in advance which vehicles are responsible 
for creating a gap, (ii) how should these vehicles be informed of this responsibility.  

The first goal of this paper is to show that to inform these responsible nodes, we 
need a novel geocast approach that is able to target vehicles based on their location 
and their vehicle dynamics. To do this, we first introduce a simple approach to 
defining which vehicles should be informed: instead of explicitly defining which 
vehicles are responsible and targeting only them, we choose to inform every freeway 
vehicle that may be responsible, and defer the question of who should actually create 
the gap till later. 

The second goal of our paper is to give a first approach to a geocast solution able 
to target multiple, geographically dispersed destination sets along a straight road, 
which are defined by the nodes’ location and dynamics. These destination sets are 
persistent in time, similar to abiding geocast, but also dynamic in size: as time 
progresses the destination sets shrink, and nodes automatically fall out of them. 

Several research activities have focused on how vehicles could use communication 
to realize merging manoeuvres, see e.g., [4] and [5]. However, their goal was to 
optimize the merging procedure from the point of the merger’s benefits. Our approach 
focuses on the realization of a merging manoeuvre where the disturbances on the 
highway are minimized. 

Geocast is a routing paradigm that supports the dissemination of information to a 
certain geographical area, rather than to a certain address. Data is typically only sent 
once. In abiding geocast a geographical area is targeted for a specified duration: every 
node that enters the destination region during a certain period is part of the destination 
set. For more work on (abiding) geocast see [1], [2], and [3]. The authors of this paper 
could not find any geocasting solution developed to support merging manoeuvres. 
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Transportation systems that utilize ICT are called Intelligent Transport Systems 
(ITS) and are receiving quite some research attention. A good general resource is [6]. 

The outline of this paper is as follows. In Section 2 the set of vehicles that may be 
responsible is defined. In Section 3 a design is presented that is able to target these 
vehicles in the context of our merging application. Section 4 concludes the paper by 
giving a summary of the presented work and by presenting our future plans extending 
this work.   

2   Determining the Destination Set 

In this section we give a definition of the set of vehicles that may be responsible for 
creating a gap. It is this set that we want to target with our dynamic geocast protocol 
presented in the next section. We show that the destination set depends on a vehicle’s 
geographical location and its vehicle dynamics, and that its size is dynamic in time. 
Note that the definition given here is conceptual – its implementation is shown in the 
next section. 

We define that every vehicle that may fall within a certain margin (μ) of the 
merging vehicle’s estimated position during the period [ta,1,ta,2] may be responsible, 
and is therefore part of the destination set. The margin is not of constant size: it is a 
function of the (un)certainty about the merger’s position during that period. As the 
merging vehicle approaches the merge area uncertainty should normally lessen, as a 
result of which the margin should decrease in size. 

Estimating a vehicle’s future position is fraught with uncertainty – especially when 
the driver is human. For the freeway vehicles we use the formula for linear motion 
with constant acceleration, see Eq. (1). Here the position at a future time t, s(t), is 
calculated using the position (si) and speed (vi) at ti, and a constant acceleration a. Let 
t range over the period [ta,1,ta,2], and a between the maximum deceleration and 
acceleration values of the CACC control algorithm. We can then theoretically 
calculate all future positions of the vehicle during [ta,1,ta,2], and whether or not the 
vehicle may fall inside the merger’s margin (or μ).  

We do not specify how the time of arrival of the merging vehicle (i.e., ta,1 and ta,2) 
should be estimated but this could be done in the same way as with the freeway 
vehicles. 

 

s(t) = si + vi · (t - ti) + ½ · a · (t - ti)2. (1) 

 
Fig. 2 shows the estimated trajectories of five of the freeway vehicles in Fig. 1., 

whose estimated distance to the merge area are shown for the period [t0;ta,2] for 
different acceleration values: maximal deceleration (amin), no acceleration (a0), and 
maximum acceleration (amax). The solid lines indicate the estimated trajectories of the 
vehicles when they were to start accelerating at t0. The dotted lines show the actual 
trajectories between t0 and t1 (assuming that the vehicles move at constant speed), and 
beyond t1 the estimated trajectories of the vehicles if they were to start accelerating at 
t1. The width of the margin at t0 is μ0, and at t1 its width is μ1. The parallelograms 
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show the margins μ0 and μ1 for the period [ta,1,ta,2]. Note that as the merger nears the 
merge area μ will continually decrease. 

It is important to note that as vehicles get closer to the destination area the 
destination set will decrease because (i) μ continuously decreases, and (ii) because 
even for a static μ fewer vehicles will be able to fall inside it (since the effect of 
accelerating/decelerating hard becomes less). A vehicle must therefore not only be 
informed when it has entered a destination set, but also when it has left it. Fig. 2 
shows how for a static μ the destination set becomes smaller as vehicles get closer to 
the merge area: at t0 (solid lines) vehicles D4, D5, and D6 can all fall inside the wider t0 
margin, while at t1 (dotted lines) only D5 can still fall inside it. We can also see how 
the destination set becomes smaller as the margin decreases: at t0 vehicles D4, D5, and 
D6 can all fall inside the wider margin, but D5 is the only vehicle that can fall inside 
the smaller margin. 

 
 

 
Fig. 2. The trajectories of five freeway vehicles of Fig. 1 through time and space. The merger’s 
trajectory has also been projected on the figure as a line between the points (ta,1,a1) and (ta,2,a2). 
The shaded parallelograms represent the margin μ around the merging vehicle during [ta,1,ta,2], 
calculated at t0 and t1. The dotted trajectory for D5 is hidden beneath the solid trajectory. 

3   Design of a Dynamic Geocast Approach for CACC Merging 

This section presents a design for a dynamic geocast approach that is able to 
disseminate messages to multiple, geographically dispersed destination sets at once 
(assuming a straight road). The destination set defined in the previous section is used. 
The resulting protocol can be seen as an abiding geocast approach, in which location 
and time are mutually dependent: the location moves as time progresses. An 
important difference with abiding geocast is that the location also depends on a 
node’s velocity, and is therefore different per node. The destination sets are 
furthermore regularly updated by specific update messages. 

For ease of reading we refer in this section to CACC vehicles that travel 
downstream as class 1 nodes, and to CACC vehicles that travel in another direction as 
class 2 nodes. A set of class 1 nodes that can all reach each other via only class 1 
nodes is called a class 1 subnetwork. Fig.1 shows three such networks: D0, D1D2, and 
D3-D7. Nodes that are within each other’s transmission range are called neighbours. 
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Due to the information contained in the CACC beacons nodes know the location and 
the direction of travel of all their neighbours (as well as their own of course). 

System Operation. As the merger approaches the merge area the RSU regularly 
estimates ta,1 and ta,2. The first estimation must be made well enough in advance to be 
sure that there are freeway vehicles that have enough time to create a gap. How far in 
advance this should be is still subject of research. After each estimation the RSU 
creates a merge request: a message containing a1, a2, ta,1, ta,2, and μ. The merge 
request is then disseminated to its own destination set (defined further below) and to 
the destination set of the previous merge request for the same merger (if applicable). 
The latter is necessary to inform vehicles that were part of the previous destination set 
but not of the current one that they have fallen out. A vehicle that receives a merge 
request and that is part of the destination set will inform the CACC software layer of 
the merge request. Because a vehicle may fall out of the destination set as it 
approaches the merge area it has to regularly check whether it is still part of the 
destination set. If not then it should again inform the CACC software layer.  

Joining of Merge Requests. When there are multiple merging vehicles at the same 
time, the RSU will combine all merge requests into a single merge message. Each 
merge message must therefore be disseminated to multiple destination sets, which 
may or may not overlap. We thus want to target multiple destination areas that may be 
geographically dispersed, see for example Fig. 1 where the destination sets for M0 and 
M1 are shown. 

 
The Destination Set. A class 1 node considers itself part of the destination set of a 
merge request if any of the following statements hold: 

1. it may itself fall inside μ (by using Eq. (1) with a ranging over the possible 
CACC values); 

2. it has an upstream and downstream neighbour that may fall inside μ; 
3. it is estimated to always fall in front (i.e., further downstream) of μ, but it has 

a downstream neighbour that may fall inside the margin; 
4. it is estimated to always fall behind (i.e., further upstream) of the margin, but 

it has an upstream neighbour that may fall inside the margin. 
Nodes check regularly whether they are still part of a destination set. A node that is 

not (or no longer) part of the destination set will discard the message after having 
forwarded it. A node that is part of the destination set will keep a received merge 
request as long as it has not passed a2 (in space) or ta,2 (in time), whichever comes 
first. 

Forwarding by the RSU. The RSU forwards a merge message to every neighbour 
that is part of the destination set. If this set is empty it will forward it to its most 
upstream class 1 node. If it has no class 1 nodes at all it will act as if it is the most 
upstream node of a class 1 subnetwork (see below). 

Forwarding inside a class 1 subnetwork. Forwarding between class 1 nodes is done 
reliably, either by means of unicast, by means of broadcast with implicit 

117



acknowledgement, or by piggybacking on the CACC beacons (also with implicit 
acknowledgement). 

A node that is part of the destination set and that has previously received a merge 
message will include either the entire merge message in its CACC beacons, or only 
the message’s identifier. If forwarding is done by means of piggybacking then the 
entire message is included, else only its identifier. A node will include the message 
(identifier) in its beacons for as long as the node is still part of the destination set and 
the message is still valid. 

A node will forward a message to any new neighbour it might get (after the initial 
forwarding) that is also part of the destination set, but that has not yet included the 
message in its CACC beacons. It will not forward a message to a node that has 
already included that message in its beacon. Class 1 nodes discard duplicate 
messages; class 2 nodes do not. 

A class 1 node that received a message from a downstream class 1 node will 
forward it in the upstream direction, and vice versa. If the message came from a class 
2 node then it will forward the message in both directions.  

A class 1 node will not forward in the upstream direction if all its upstream class 1 
neighbours fall behind every destination set. Similarly it will not forward in the 
downstream direction if all its downstream class 1 neighbours fall in front of every 
destination set.  

A node that considers itself part of the destination set will forward a message to its 
nearest class 1 neighbour in the direction it wants to forward. Outside the destination 
set forwarding between class 1 nodes is done in greedy fashion by forwarding a 
message to the class 1 neighbour that is located furthest away (in a certain direction). 

Forwarding between subnetworks. Although the direction of forwarding inside 
subnetworks is arbitrary (i.e., upstream or downstream) we assume that by following 
the rules below the subnetworks themselves are targeted in an upstream matter.  

If the most upstream node of a class 1 subnetwork is either part of or situated in 
front of at least one destination set, it has the responsibility to forward the message to 
the next upstream class 1 subnetwork. If possible this can be done using reliable 
multi-hop (geo-)routing (i.e., the original sender receives an acknowledgement if the 
intended receiver has received the message), see for instance Fig. 1 where node D2 
has a connected path to subnetwork D3-D7 using the upstream nodes U2 and U3. If this 
is not possible however the node should resort to store-carry-forward: it forwards the 
message to every class 2 node it encounters, for as long as the message is valid. The 
class 2 node forwards the message to the first upstream class 1 node it encounters 
(unless that node has included the message in its beacon), after which it will discard 
the message. A class 2 node will also discard the message when it has travelled so far 
upstream that even a class 1 vehicle travelling at maximum speed can no longer fall 
inside any of the margins.  Forwarding between subnetworks is work in progress: we 
still have to research whether a combination of reliable multi-hop and store-carry-
forward is viable.  

Nodes decide for themselves whether they are the most upstream node of 
subnetwork, so responsibility for reaching the next subnetwork shifts automatically 
when necessary. 
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Delimiting the destination set. The forwarding protocol presented here aims to keep 
the destination area purposefully small, to increase the system’s bandwidth efficiency. 
As a result some vehicles may receive a merge request too late to be able to create a 
gap. Suppose for example that behind and outside the transmission range of D7 (in 
Fig. 1) another class 1 vehicle is travelling, D8. If this vehicle’s speed is high enough 
then it will also be part of the destination set, even if D7 is not, but it will initially not 
receive the message. However, such a vehicle will be forced to either adapt its speed 
to the vehicles in front (that are not part of the destination set) so that it will no longer 
be part of the set anyway, or to change to the faster lane (when possible), in which 
case it should simply treat the merge request as a warning to do just so. 

4 Conclusions & Future Work 

We have shown that CACC merging on a freeway requires a geocast protocol 
capable of targeting a destination set whose make-up depends on the location and 
dynamics of both the merging vehicle and the freeway vehicles. A first (rather simple) 
approach to defining the destination set was given. Using this definition a geocast 
solution capable of targeting multiple such destination sets at once was discussed.  

Within Connect & Drive we will first focus on defining which vehicles are 
responsible for creating a gap. Following that we will finalize our merging protocol 
and analyse it using e.g. simulations, and later on implement it and subject it to real-
world testing in the first half of 2011. Parallel to our project-related work we plan to 
generalize the idea of a dynamic geocast protocol whose target set depends on a 
vehicle’s location and dynamics. 
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Abstract. The EU FP7 collaborative project ELVIRE (ELectric Vehicle
communication to Infrastructure, Road services and Electricity supply) is
a European pilot initiative on connecting the drivers of Electrical Vehicles
with their E-energy environment. This includes connecting the vehicles
and their E-HMI (Human Machine Interface), external E-services and
the electricity providers in order to take away drivers’ range anxiety. The
project ELVIRE started in January 2010 and will run for 36 months.

ELVIRE’s Approach

There are many problems that we are faced with when trying to enable E-
Mobility for road transport. Some of the on-board problems that need to be
solved are electrical storage, thermo-electrical management, energy efficient and
light weight E-auxiliaries, E-energy transponder and E-HMI, etc. External fac-
tors influencing successful deployment of E-Mobility are mainly infrastructural
measures, such as electricity grid enhancement, billing & roaming, safe sockets,
E-management & service centers, regenerative energy utilities, etc.

The ELVIRE project will identify realistic use cases, scenarios and new busi-
ness models for E-Mobility. Using the insights gathered form the use cases and
typical Electrical Vehicle scenarios, the ELVIRE consortium will develop an ef-
fective and open E-service platform consisting of a connected on-board unit and
external service infrastructure, which will support optimal and seamless interac-
tion between the user/vehicle, the data processing & service provision layer and
an intelligent electricity infrastructure. Furthermore, the protection of privacy
and data authenticity are in the focus of the project.

The developed platform will be tested using prototypes of the on-board com-
munication and e-energy service unit. Tests will be performed at the individual
manufacturing sites of the prototypes / components and at Lindholmen (Swe-
den) where the overall system integration will take place.

? ELVIRE is a Collaborative Project (STREP) supported by the European Commis-
sion in the 7th Framework Programme (Project Reference: ICT-2007-249105).
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1 Objectives and Technical Approach

Fig. 1. Architecture framework.

EU-MESH (ICT-215320) is a 30 month
project, which started January 2008, and
is funded by the European Commission
within the 7th Framework Programme, un-
der the Information and Communication
Technologies (ICT) objective ”Network of
the Future”. EU-MESH’s goal is to develop,
evaluate, and trial a system of software
modules for building dependable multi-
radio multi-channel mesh networks with
QoS support that provide ubiquitous and
high speed broadband access.

The system will be based on a converged
infrastructure that uses a wireless mesh net-
work to aggregate capacity from both sub-
scriber broadband access lines and provider
fixed broadband links to form a virtual ca-
pacity pool, and provide access to this ca-
pacity pool for both stationary and mobile
users. It will support low operational and
management costs, through novel configu-

ration and management procedures. This will increase the competitiveness of
existing providers, lower the barrier for small and medium enterprises to enter
the mobile broadband access market, and enable innovative services. Existing
mesh systems are based on non-standard solutions, do not achieve efficient re-
source utilization, have sub-optimal channel and power control that prohibits

? This work was supported in part by the European Commission in the 7th Framework
Programme through project EU-MESH (Enhanced, Ubiquitous, and Dependable
Broadband Access using MESH Networks), ICT-215320, http://www.eu-mesh.eu

?? The author is also with the Department of Informatics, Athens University of Eco-
nomics and Business
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large-scale deployment, and lack a comprehensive security solution combining
proactive and reactive mechanisms.

The system will be assessed through local experiments and metropolitan
scale trials, from the perspective of a pure wireless network operator and a
wired/wireless telecom provider.

2 Key Results

Next we highlight some of the key results obtained within the project.
In the area of requirements and architecture, EU-MESH has identified the

technical requirements and the necessary high-level functionalities that jointly
consider QoS, mobility, and security, and designed a cross-layer architecture that
supports these requirements.

In the area of mesh configuration and management, EU-MESH has developed
a novel, patented opportunistic scanning approach realizing interruption free
network discovery, a DHCP-based auto-configuration scheme supporting mesh
network visualization, utility-based link configuration, and self-healing.

In the area of resource and QoS support, EU-MESH has developed a utility-
based framework for joint channel assignment, topology control and routing,
congestion-aware routing metrics for multi-radio mesh networks, a network-layer
framework for load-balanced route and gateway selection and a queuing-theoretic
network model for estimating throughput and delay performance in mesh net-
works. Regarding mobility, EU-MESH has analyzed handover and performance-
oriented sharing incentives between overlapping 802.11 WLANs and mesh net-
works, and has optimized the WiOptiMo framework to support seamless and
fast handoffs over heterogeneous and multi-operator wireless mesh networks.

In the area of security and intrusion detection, EU-MESH has designed and
implemented a secure link-state routing protocol, fast mesh client authentica-
tion protocols that allow for secure and fast handover between access points
belonging possibly to different operators, and various jamming attack detection
procedures based on anomaly detection, and procedures for combining detectors
from multiple locations.
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Abstract. Federica stands for “Federated E-infrastructure Dedicated to
European Researchers Innovating in Computing network Architectures”.
The aim of this project is to provide a technology-independent infras-
tructure throughout Europe. The FEDERICA network is being built up
on the basis of the existing network for the GÉANT [1] European back-
bone, with the participation of the National Research and Education
Networks (NRENs). The virtual infrastructure of FEDERICA is to be
made available to computing network researchers who are working on
new Internet technologies.

Keywords: Future Internet, Research Infrastructure, Virtual network,
Virtualization, shared dedicated recourses.

FEDERICA (Federated E-Infrastructure Dedicated to European Researchers In-
novation in Computing network architecture) [2] is an FP7 project started in
January 2008 and will end in June 2010. The scope of this project is to create
an e-infrastructure for “Future Internet” research, by providing virtualized net-
works/facilities for the end-users (researchers) allowing disruptive experiments.

Architecture and end-user-process of FEDERICA:
The network topology of FEDERICA substrate consists of sixteen physical lo-
cations, four core nodes and twelve non-core, peripheral nodes. The physical
substrate of FEDERICA is based on GÉANT/NRENs fiber-equipment [1]. The
node-facilities [2] are set up to programmable high-end router/switches (Juniper
MX series), which enable logical instances of router/switches only on the core
nodes. The non-core nodes are equipped with multi-protocol switches (Juniper
EX series), which extend virtual links from the core to non-core nodes. Every
node is composed with so-called “V-nodes”. These are hosts running virtualiza-
tion software, which allow end-users to install arbitrary systems including virtual
routers. Thus the focus of FEDERICA e-infrastructure is on reproducibility of
slices (user-experiments) by providing virtualized computing resources, binding
separate, additional physical network interfaces to virtual slices, assigning sep-
arate logical instances for switch/routing components, and dedicated physical
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communication-links. FEDERICA provides dedicated private management net-
works to the end-users for configuring their slices. The user-access to the slice
takes place by a dedicated proxy-server for securing their slices from unautho-
rized access. The end-users are therefore able to configure network-components
inside their slices, down to the data link. Furthermore, the user is not restrained
to use specific operating systems or applications rather he is free to install or to
upload its own software components to the slice. So the user is fully enabled to
mange its slice.

The user-process is a five-step process [3]: 1. Negotiation between the end-user,
the User Policy Board (UPB) and the Network Operating Center (NOC) of
FEDERICA; 2. Configuring a public, private and management Interface on the
virtual access server by NOC; 3. Creating user-credentials on to expiration data
and time by NOC; 4. Configuring the slice on physical machine, the physical
interface and the VLANs by NOC; and 5. User-access to the slice via public
Internet by NOC.

Vision and outlook of FEDERICA:
FEDERICA is designed as a dedicated e-Infrastructure for network research-
ing and is already engaged in a service infrastructure for federated resources in
other collaborations, e.g. European activities or the U.S. GENI initiative. Thus
Federated services, extension of scope and dimension, support for research in
virtualization (cloud computing) and the addition of optical resources to the
FEDERICA substrate are in focus of the follow up project FEDERICA II.
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Abstract. The GINSENG FP7 project is described with emphasis on the 
technological challenges associated with the deployment of Wireless Mesh 
Networks in industrial environments. In particular, an overview of the 
definition of the application-oriented scenarios for monitoring and control of an 
oil refinery is presented, as well as preliminary performance studies that assess 
the influence of ATEX approved containers in the wireless communication 
between sensor nodes. 

Keywords: Wireless Sensor Networks, Industrial Environments, Application-
oriented Performance. 

1   An Overview of the GINSENG project 

GINSENG is an FP7 STREP project involving 8 partners from 6 European countries 
[1]. The main goal of the project is to enhance Wireless Sensor Networks (WSN) in 
such a way that they achieve controlled performance within industrial environments. 
In particular, GINSENG aims at conceiving WSN which are able to satisfy 
application-specific performance requirements, integrated within industry resource 
management systems.  

To accomplish such goal, GINSENG is addressing research is WSN according to 
three different planes. The first plane concerns sensor deployment planning to support 
performance control [2]. The second plane comprises the design and development of 
reliable operating systems and protocols, such as the ones used for access to the 
wireless medium [3]. The third plane pertains to the conception of algorithms that 
ensure the control of both network topology and traffic delivery [4].  
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The validation of the research results within the three planes identified is being 
carried out on a real scenario, at an oil refinery run by Petrogal, one of the industry 
partners in GINSENG. A WSN empowered with the mechanisms developed in 
GINSENG is being developed to monitor and control the industrial processes within 
the oil refinery as well as to control safety and pollution levels. 

As the GINSENG project aims at satisfying application-specific performance 
requirements within WSN, three main application scenarios were identified in the 
context of the oil refinery. One of the scenarios pertains to the monitoring of the 
condition of a pump, fluid level on a storage drum, and the pressure on a pipe 
connecting them. Pipeline leak detection and monitoring of the health of the refinery 
personnel are two other challenging scenarios. 

The integration of WSN in the Petrogal refinery needs to meet the ATEX 
directives [5]. Therefore performance studies are being carried out to evaluate the real 
influence of ATEX approved containers in the wireless communication between 
sensor nodes, by measuring Received Signal Strength Indicator (RSSI) values at 
different ranges. 

Overall, the work being developed in GINSENG has the potential to bring 
important gains concerning deployment and maintenance costs of WSN. Moreover, 
the use of suitable WSN in critical industry environments introduces the advantages 
of easy reconfiguration and adaption to new needs. 
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1 The Socrates Project

Future communication networks will exhibit a significant degree of self-organisation.
The principal objective of introducing self-organisation, comprising self-optimisation,
self-configuration and self-healing, is to effectuate substantial operational ex-
penditure (OPEX) reductions by diminishing human involvement in network
operational tasks, while optimising network efficiency and service quality.

The SOCRATES [1] (Self-Optimisation and self-ConfiguRATion in wirelEss
networkS) project aims at the development of self-organisation methods to en-
hance the operations of wireless access networks, by integrating network plan-
ning, configuration and optimisation into a single, mostly automated process
requiring minimal manual intervention.

Regarding the technological scope, SOCRATES primarily concentrates on
wireless access networks, as the wireless segment generally forms the bottleneck
in end-to-end communications, both in terms of operational complexity and
network costs. As a consequence, the largest gains from self-organisation can be
anticipated here. We select the 3GPP LTE (3rd Generation Partnership Project,
Long Term Evolution) radio interface as the central radio technology in our
studies. The reason for this choice is that 3GPP LTE is the natural, highly
promising and widely supported evolution of the world’s most popular cellular
networking technologies (GSM/EDGE, UMTS/HSPA).

2 Project Objectives

The general objective of SOCRATES is to develop self-organisation methods in
order to optimise network capacity, coverage and service quality while achieving
significant OPEX (and possibly CAPEX) reductions. Although the developed
solutions are likely to be more broadly applicable (e.g. to WiMax networks), the
project primarily concentrates on 3GPP’s LTE radio interface (E-UTRAN). In
more detail the objectives are as follows:

– The development of novel concepts, methods and algorithms for the efficient
and effective self-optimisation, -configuration and -healing of wireless access

? The SOCRATES project is supported by the European Union under the 7th Frame-
work Program, and will run from January 1, 2008 until December 31, 2010.
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networks, adapting the diverse radio (resource management) parameters to
smooth or abrupt variations in e.g. system, traffic, mobility and propagation
conditions. Concrete examples of the radio parameters that will be addressed
include: power settings, antenna parameters, neighbour cell lists, handover
parameters, scheduling parameters and admission control parameters.

– The specification of the required measurement information, its statistical
accuracy and the methods of information retrieval including the needed pro-
tocol interfaces, in support of the newly developed self-organisation methods.

– The validation and demonstration of the developed concepts and methods
for self-organisation through extensive simulation experiments. In particular,
simulations will be performed in order to illustrate and assess the established
capacity, coverage and quality enhancements, and estimating the attainable
OPEX (/CAPEX) reductions.

– An evaluation of the implementation and operational impact of the devel-
oped concepts and methods for self-organisation, with respect to the oper-
ations, administration and maintenance architecture, terminals, scalability
and the radio network planning and capacity management processes.

– Influence on 3GPP standardisation and NGMN activities.
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The Wireless World Research Forum (WWRF) has recently predicted 7 trillion
wireless devices for 7 billion people by 2017, which would amount to around a
thousand devices for every human. What types of devices do we expect to appear
on such a massive scale? Examples include personal devices like wearable wireless
sensors or wireless sensors integrated in homes, cars, or home appliances; auto-
nomic devices like robots with communication abilities; medium-specific devices
like underwater wireless acoustic sensors or in-body sensors for health monitor-
ing; location or position-specific devices like manned and unmanned terrestrial
and aerial vehicles for surveillance and rescue scenarios; and all other mixed
type devices forming an environment possibly with unique highly dynamic and
agile requirements. Therefore, the Internet of the Future will need to be capable
of supporting a large number of diversified objects, based on different types of
radio interfaces with very different requirements in terms of available resources.
Such diversity in terms of connected moving objects will also permit to provide
a variety of information to Internet users, resulting in new applications and ser-
vices that require intelligent data gathering as well as appropriate filtering and
dissemination approaches.

Achieving the Internet of the Future, will require global interoperability
amongst objects/devices, not typically commonplace due to inherent features
of today’s Internet. To overcome current shortcomings, a number of research
challenges have to be addressed in the area of networking, including protocol en-
gineering, development of applications and services, as well as realistic use-cases.
The COST Action IC0906 will increase the knowledge and coordinate research
efforts of national and international projects in the area of Wireless Networking
for Moving Objects (WiNeMO). Its activity will foster wide dissemination of re-
search results, serving as an internationally recognized reference point. This will
be achieved through capacity building of WiNeMO stakeholders offering appro-
priate networking opportunities to Early Stage Researchers. Results will also be
demonstrated through joint living labs and showcases for researchers, decision
makers and public exhibitions.
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1 Overview

The Wireless Sensor Networks Testbed (Wisebed) project is a STREP supported
by the EU 7th framework programme (www.wisebed.eu). The goal of the project
is to develop an infrastructure interconnecting individual wireless sensor network
(WSN) testbed sites, which are operated at different European universities. The
individual sensor networks consist of various heterogeneous hardware devices
such as TelosB, Micaz, SunSpot, or iSense nodes. Each WSN testbed is connected
to a portal server, which interconnects the WSN testbed with the Internet and
protects each WSN testbed from unauthorized access via the Internet. The portal
server also exports a configuration interface, which is based on Web Service calls
and allows remote entities to access the WSN nodes. For example, commands
for initialization and reprogramming can be invoked. Each portal server includes
an implementation of TARWIS (Testbed management ARchitecture for WIreless
Sensor network testbeds), which is the central management software of Wisebed.

2 TARWIS

TARWIS provides testbed management services based on a comprehensive web-
based graphical user interface. The services include multi-user access to testbed
resources, online experiment configuration and scheduling, data acquisition and
logging as well as real-time experiment observation. Users can upload binary sen-
sor node code, select and configure nodes to set up an experiment, and schedule
the time of an experiment. The TARWIS user interface conveniently guides the
user through the work flow to define experiment resources and the preferred time
for scheduling the experiment. As soon as the TARWIS controller executes the
experiment and invokes the Web Service calls, the user can monitor the ongoing
experiment by observing the output of the selected sensor nodes. Furthermore,
the user can interact with the sensor nodes remotely by sending commands to
them via the TARWIS web interface. In addition, the TARWIS graphical user
interface displays the nodes’ connectivity as soon as nodes transmit packets and
discover each other. Throughout the entire experiment time, all experiment data
is retrieved and stored for offline analysis. At the end of an experiment, the ex-
periment results are stored in an XML file and saved to the TARWIS database.
The user, who scheduled the experiment, receives a notification via email as
soon as the experiment time expires. Then, the user is able to download the
experiment results and logged data via the web-based user interface.
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3 Federated Authentication and Authorization

In order to support scalability of user management as well as authentication
and authorization, we implemented a federated Authentication and Authoriza-
tion Infrastructure (AAI) based on Shibboleth, which is an attribute-based ac-
cess control system based on standard security protocols such as X.509, PKCS,
SAML, TLS/SSL. To enable single sign-on each Wisebed site runs a Shibboleth
Identity Provider that hosts the user accounts supported at that site. Shibbo-
leth Service Providers run at each WSN testbed site for authorisation of access
requests and redirect resource requesting users to their home Identity Provider
for authentication. When a user wants to access or use a testbed, he/she must
authenticate once at the Identity Provider of the home organization. Then, this
is honored across all other sites in the federation. Authentication is performed
once per session. A session is defined as an interaction sequence with any of the
testbed reservation, instantiation or operation systems. Following successful au-
thentication, a secret session ID is returned to the user, which is used to access
the various Wisebed systems. It is also used as a basis for authorisation, i.e., to
verify whether the user is allowed to perform reservations or issue commands
to nodes. While existing Shibboleth AAI implementations can only be used for
access control to web pages, we extended the AAI to be used for Web Service
calls.

4 Resource Reservation

Sensor nodes or even whole WSN testbeds are resources to be used exclusively by
testbed users in order to avoid interference of experiments. Resource reservation
is based on a set of distributed reservation servers. Each physical testbed site has
the responsibility for its own resources and their reservations. Each reservation
server is responsible for keeping track of which resources in the local testbed
have been reserved, including the start time and duration of each reservation.
Access to resource servers is protected by the Shibboleth AAI.
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