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Editorial 
 

Eating and drinking are, perhaps, some of the most multisensory events of our everyday life. Take, for 
instance, flavor, which is one of the most important elements of such experiences. It is known that 
flavor is the product of the integration of, at least, gustatory and (retronasal) olfactory cues. 
Nevertheless, researchers have suggested that all our senses can influence the way in which we 
perceive flavor, not to mention our eating and drinking experiences. For instance, the color and shape 
of the food, the background sonic cues in our eating environments, and/or the sounds that derive 
from the food’s mastication can all influence our perception and enjoyment of our eating and drinking 
experiences. 
  
In this workshop, we were particularly interested in new systems that were designed to enhance 
people’s eating experiences in the context of HFI and which were based on the principles that govern 
the systematic connections that exist between the senses (e.g., spatiotemporal congruence, semantic 
congruence, and crossmodal correspondences. This included the experiencing food interactions 
digitally in remote locations, sensing flavor information from one place, transferring them over the 
internet digitally, and effectively regenerate at the destination. Further, we were interested in digital 
interfaces that would bring advantages such as precious controlling, cheaper maintenance, avoid 
refilling, and avoid calories. Therefore, in this workshop we called for studies on flavor sensing and 
actuation interfaces, new communication mediums, and persisting and retrieving technologies for HFI. 
Enhancing social interactions to augment the eating experience was another issue we intended 
addressed in this workshop. In addition, we wanted to discuss what is possible through multimodal 
technology and what is not possible without it during this workshop. Factors such as measurement 
techniques (e.g. mastication, eating speed, food tracking, psychophysiological responses to food 
consumption), potential for interactivity, and potential for customized experiences were taken into 
consideration. Finally, applications of multisensory approaches to HFI were also encouraged to submit 
since they can promote healthy eating habits, design of food-related products (e.g. packaging) and 
more compelling eating experiences. 
  
A number of researchers from multiple disciplines contributed their work from topics such as taste 
technologies, multisensory flavor perception, sound enhancing food and drink experiences, and 
multisensory product design. An invited talk was presented by Dr. Takuji Narumi from the University 
of Tokyo. In addition to the regular paper presentations there was also a presentation by Dr. Harold 
Bult (NIZO food research, Ede, The Netherlands) and demonstrations by Dr. Kasun Karunanayaka and 
Dr. Harold Bult. 
  
We are grateful to our PC members who were responsible for reviewing the submitted papers: 
Professor Charles Spence (University of Oxford), Professor Dirk Heylen (University of Twente), Dr. 
Merijn Bruijnes (University of Twente), Professor Kees de Graaf (Wageningen UR), Professor Rick 
Schifferstein (TU Delft), Dr. Andy Woods (University of Oxford), Professor Xiaoang Wan (Tsinghua 
University), Dr. Nimesha Ranasinghe (National University of Singapore), Dr. Olivia Petit (INSEEC 
Business School). The wonderful MHFI logo was designed by Simplicio Michael Luis Herrera (M). 
 
The workshop organizers: Carlos Velasco, Kasun Karunanayaka, Gijs Huisman, Anton Nijholt 
October 20, 2016  
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ABSTRACT 
In the field of virtual reality (VR) research, media technologies to 
create a realistic feeling of being present in a real/virtual world by 
duplicating multi-sensory information have been studied over a 
long period. Recently, technologies for multi-sensory feedbacks 
achieved a major breakthrough by utilizing cross-modal 
interactions. By changing sensory stimuli through only one 
modality using these technologies, the impression from our 
experience can be modified significantly. These novel 
technologies have a great potential in changing our food 
consumption experience and behavior. For example, 
“MetaCookie” is a flavor augmentation system that enables us to 
change the perceived taste of a cookie by overlaying visual and 
olfactory information onto a real cookie. “Augmented Satiety” is a 
system that enables us to control the perception of satiety and 
food intake implicitly by changing the apparent volume of food 
with augmented reality and computer vision techniques. This 
paper introduces such novel techniques that augment our eating 
experience by using multimodal VR techniques and discusses the 
future of Human Food Interaction. 

CCS Concepts 

• Human-centered computing➝Virtual reality  

Keywords 
Human Food Interaction; Virtual Reality; Augmented Reality; 
Multi-sensory; Cross-modal effects 

1. INTRODUCTION 
Our perception of reality is determined by our senses. In other 
words, our entire experience of reality is simply a combination of 
sensory information and sense-making mechanisms related to that 
information in our brain. This implies that if a person’s senses are 
exposed to computer-generated information, their perception of 
reality would also change in response to it.  

Technologies that duplicate multi-sensory information and 
simulate a realistic experience of being present in a place in the 

real or virtual world have been studied over a long period. Virtual 
Reality (VR) and Augmented Reality (AR) are some examples of 
such technologies. Particularly, AR has recently been the focus of 
significant growth in numerous fields. VR entails the simulation 
of our senses with a computer generated virtual environment, 
which we can explore in some fashion. On the other hand, AR 
enhances and modifies our perception of reality by presenting 
computer-generated virtual sensations in a semantic context with 
real environmental elements. The latest VR/AR offerings deal 
primarily with visual experiences that are displayed either on the 
screen of a mobile device or through head-mounted displays. 
However, they have great potential to change perceptions in 
applications other than that of vision.  

In order to realize multi-sensory feedback, multi-sensory 
information associated with a place must be simulated. Thereafter, 
the stimuli associated with each simulation and sensory organ are 
generated using specialized display systems for each measured 
modality. This simulation and feedback via multi-modal display is 
normally performed separately for each modality. This modularity 
leads to the design of complex multi-modal systems.  

Traditionally, perception has been regarded as a modular function. 
It has long been thought that the different sensory modalities 
operate independently of each other. This is because multi-modal 
systems deal with each modality separately. However, recent 
behavioral and brain imaging studies suggest that cross-modal 
interactions play an important role in our perception [1]. Cross-
modal interactions are a type of perceptual illusion. In cross-
modal interactions, the perception of a sensation through one 
sense is changed by stimuli received through other senses 
simultaneously. For example, the ventriloquist effect involves an 
illusory experience about the location of a sound that is produced 
by the sound's apparent visible source. The effect is neither 
inferential nor cognitive; instead, it results from cross-modal 
perceptual interactions. However, cross-modal interactions are not 
limited to the impact of vision upon the experience perceived 
through other sense modalities.  

By utilizing this illusionary effect, we might be able to provide 
people with a multi-modal experience with a combination of 
limited sensory feedbacks. In this context, since VR/AR changes 
our perception by providing sensory information in a semantic 
context, these technologies can be used to induce cross-modal 
effects.  

Eating is a perceptual experience that involves the integration of 
various sensations including vision, hearing, olfaction, and 
trigeminal sensations. Different flavors and palatability are 
experienced by different people when consuming the same food 
or even by the same person at different times. Moreover, flavor 
and palatability perception are based not only a food’s ingredients, 
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but also on various factors such as physiological states, eating 
environment, understanding of the food, and previous experiences 
related to food [2-5]. By eliciting such effects using media 
technologies, we can realize novel “Human Food Interaction” 
techniques that induce people to experience different flavors and 
palatability without altering the food itself. In this paper, I 
introduce a novel multi-sensorial VR/AR system, which is 
capable of changing user perception related to eating experiences. 

2. VIRTUAL FLAVORS WITH 
AUGMENTED HUMAN FOOD 
INTERACTION 
Humans receive gustatory inputs through sensory organs called 
taste buds, which are concentrated on the top surface of the 
tongue. Taste is physiologically defined as a minor sensory 
modality, comprising a limited number of sensations: sweetness, 
sourness, bitterness, saltiness, and umami. Thus, a taste can be 
duplicated if the basic constituent taste components are combined 
in the quantities measured. Using this as the underlying concept, 
Maynes-Aminzade [6] proposed the idea of "edible user 
interfaces" and developed several low-resolution gustatory 
simulations. More recently, a number of researchers have tried to 
make a “Food Printer” that can “print” food by combining basic 
taste components [7]. However, synthesizing a specific taste on 
demand by combining basic tastes is difficult because the sense of 
taste is a multi-modal sensation and is not determined solely by a 
combination of the basic tastes. 

The term "taste" signifies a perceptual experience that involves 
the integration of various sensations. When we use the common 
word "flavor" in place of taste, we refer to what is a very multi-
faceted sensation. Auvray et al. reviewed the literature on 
multisensory interactions underlying the perception of flavor. 
They concluded that flavor is not defined as a separate sensory 
modality but as a perceptual modality that is unified by the act of 
eating, and it should be used to describe the combination of taste, 
scent, touch, visual cues, auditory cues, and the trigeminal system 
[8]. These definitions suggest that the flavor experience can be 
modified by changing the stimuli received through modalities 
other than the sense of taste.  

Based on this knowledge, some flavor simulation systems have 
been developed. Iwata et al. developed the "Food Simulator" [9] 
using an interface that integrates and simulates biting force, 
auditory information, and chemical sensation of taste. In this, the 
chemical sensation of taste is evoked by the release of prepared 
taste components using a micro injector. Even though this study 
did not focus on the various tastes synthesized by using this 
system, it revealed that texture has an important role in identifying 
food. Another example is Hashimoto’s “straw-like user interface,” 
which allows users to experience the sensations of drinking by 
representing data in terms of actual pressures, vibrations, and 
sounds produced when drinking through an ordinary straw [10]. 
The experimental results indicate that users can experience the 
sensation of drinking, even though they are not consuming any 
liquid. “Chewing Jockey” [11] uses the cross-modal effect 
between sound and haptics to change the perceived food texture. 
It measures bites using a photo reflector and presents a filtered 
and designed sound effect through a bone-conduction speaker. 
This auditory feedback evokes the cross-modal effect that changes 
the perception of food texture without any complex mechanical 
structures to represent the biting forces. 

Under most conditions, humans have a tendency to rely on vision 
more than the other senses. Several studies have explored the 
effect of visual stimuli on our perception of flavor. However,  

 

Figure 1. MetaCookie+: Flavor display based on cross-modal 
interaction among vision, olfaction, and gustation. 
according to Spence et al., the empirical evidence regarding the 
role that food coloring plays in the perception of the intensity of a 
particular flavor or taste to which it is attributed is rather 
ambiguous, although food coloring certainly influences how 
people identify flavor [12]. 

Nevertheless, their survey results suggest that it is possible to 
change the flavors perceived by changing the appearance of the 
food. Many studies support the claim that the identification of 
flavor is influenced by the color of the food. For example, 
DuBose et al. showed that people attempt to identify the flavors of 
a variety of fruit-flavored drinks using their different colors, to the 
extent that some participants misidentified the flavor of the drinks 
when the color was inappropriate (e.g., when an orange-flavored 
drink was colored purple) [13]. Narumi et al. designed a pseudo-
gustatory simulation that allows users to feel various tastes 
without changing its chemical composition by superimposing 
virtual color onto a drink [14]. In this system, they used light-
emitting diodes (LEDs) to change the color of the drink 
interactively. They showed that our perception of the intensity of 
fundamental tastes is not changed by the variation in the 
appearance, but that the identification of the flavor is changed 
when the color of the drink is changed, whether using LEDs or 
using dyes. 

Among the other senses, the sense of smell is most closely related 
to our perception of taste. This relationship between gustatory and 
olfactory sensations is commonly known and is illustrated by the 
fact that we pinch our nostrils when eating food that we find 
displeasing. One method that utilizes this effect is “Meta 
Cookie+” (Fig. 1), proposed by Narumi et al. [15]. It is an AR 
system that changes the flavor of a real cookie by overlaying 
visual and olfactory information onto it. The results of a user 
study they conducted indicated that the system can change the 
perceived taste, with over 70% of their participants associating 
various flavors with a plain cookie. This was achieved by simply 
changing of visual and olfactory information without changes to 
the chemical ingredients of the cookie.  

Although these pseudo-gustatory simulations allow us to 
experience various flavors by changing only the visual and 
olfactory stimuli, conventional simulations require one olfactory 
stimulus for each flavor, which imposes a limit on the number of 
flavors that can be stimulated. A method to simplify the olfactory 
simulations for the pseudo-gustatory simulation based on the work 
by Nambu et al. [16] was also proposed by Narumi et al. In their 



simulation, they built a map of perceived similarities among 
scents and selected a few aromatic chemicals as the set of key 
aromatic chemicals based on the clustering of scents. In the 
experimental evaluation, various pictures and select key aromatic 
chemicals were presented to subjects who were then asked to 
identify the scent. The results demonstrate that the participants 
experienced a greater number of scents than the actual number of 
selected key aromatic chemicals because of the effects of visual 
stimulation. Although they used only four key aromatic 
chemicals, the participants identified 13 kinds of scents on an 
average. Based on this knowledge, Narumi et al. proposed visual-
olfactory simulation method which can present more patterns of 
scents than the actual number of key scent components because of 
the visual-olfactory cross-modal effect and similarity-based 
replacement of scent, and  proved its effectiveness [17]. 

Some other technologies try to change the flavor and palatability 
perception by changing a person’s physiological state. People 
regard food as being more appetizing when they are hungry. 
Similarly, people regard drinks as being more appealing when 
they are hot and perspiring. It is believed that the body makes 
demands to avoid shortages and unhealthy or dangerous 
conditions by providing cues to eat and drink. In particular, our 
body changes our flavor perception in order to return the 
physiological state to a proper condition. When people consume 
food, their physiological state changes. For example, a solution 
including fat, sugar, and umami is believed to stimulate the 
secretion of pleasure-producing chemical substances [18]. When 
people experience this, pleasurable feelings are evoked directly 
and people exhibit stronger perceptions of food palatability. 

Physiological change is not only a matter of nerve system 
communication. Recent physiological research has demonstrated 
that there are some specific bodily reactions associated with flavor 
perception. A representative example is the temperature change of 
the skin around the nose. Asano et al. demonstrated the possibility 
of quantitative evaluations of flavor and palatability based on 
measured changes in nasal skin temperature because these can be 
considered as types of pleasant or unpleasant feelings experienced 
during eating [19]. 

In the field of cognitive science, numerous researchers argue that 
changes in physical and physiological responses can 
unconsciously evoke an emotion. W. James aptly expressed this 
phenomenon, stating “We don’t laugh because we’re happy— 
we’re happy because we laugh” (James-Lange Theory [20]). 
Many works based on the James–Lange theory demonstrate that 
changes in physiological states affect feelings. For example, 
Yoshida et al. constructed a system that manipulates an emotional 
state via visual feedback from artificial facial expressions [21]. By 
using this system, they arrived at the conclusion that not only our 
emotions but also preference assessments can be affected by the 
system. 

Based on this knowledge, Suzuki et al. developed an “Affecting 
Tumbler,” which induces thermal sensations on the skin around 
the nose to simulate the skin’s temperature response during 
drinking [22]. Their user study suggested that flavor richness and 
aftertaste strength were significantly improved by heating up the 
skin around the nasal region.  

Some researchers have also tried to display/change the taste by 
changing the physiological state with electric stimulation. For 
example, Nakamura et al. proposed a method to change the 
perceived taste of foods and drinks by using the electric taste 
evoked by electrically stimulating the tongue [23]. Ranasinghe et 
al. digitally simulated multiple taste sensations using electrical 

and thermal stimulations on the tongue [24]. Sakurai et al. 
demonstrated the inhibition of sweet, salt, and umami perception 
by applying cathodal current electrical stimulation to the tongue. 
By focusing on the electrophoresis of ions generated by the 
dissolution of taste-inducing substances in water, they 
demonstrated how human gustation is inhibited by electrical 
stimulation. This is a key addition to the knowledge base for 
achieving control of the five basic tastes. These kinds of emerging 
technologies may become a key component in simulating taste in 
a future virtual environment. 

3. PLEASURE AND SATISFACTION IN 
HUMAN FOOD INTERACTION 
The purpose of eating is not limited to the intake of energy. 
Pleasure and satisfaction are also important factors that motivate 
human consumption. Consequently, many researchers have 
studied the enhancement of pleasure and satisfaction in eating by 
augmenting Human Food Interaction. 

Contemporary humans enjoy gourmet food. Humans have 
improved culinary techniques and the food production system in 
pursuit of delicious food. On the other hand, obesity has become a 
serious public health issue worldwide, with one of the major 
causes being overeating. Consequently, systems that make diners 
aware of the amount of food being consumed have been 
developed. However, adequately sustaining a highly conscious 
effort to control the amount of food consumed is difficult because 
eating a meal is a daily activity and is often pleasurable.  

To decrease rates of obesity, many researchers have developed 
systems to change our eating behavior. Mankoff et al. developed a 
system that analyzes individuals’ food purchases at grocery stores 
and suggests a method for users to make healthier selections from 
logs of receipts [25]. Noronha et al. developed a crowdsourcing 
nutritional analysis system that estimates users’ food intake (and 
the types of food eaten) in order to change their eating habits [26]. 
One limitation of these methods is that they are based on 
conscious education. This requires continuous effort on the part of 
the consumer to change their eating habits. Sustaining highly 
conscious effort when performing an intended behavior can be 
difficult.  

On the other hand, humans cannot accurately assess the volume or 
nutrition value of the food they consume. Therefore, humans 
estimate their fullness by using indirect cues such as distension in 
the stomach and bowels, elevated blood-glucose levels, and 
apparent amount of food. This estimation is inaccurate because 
some types of cues are evaluated relative to an individual’s 
surroundings. Recent studies in psychology and economics have 
revealed that the amount of food consumed at a given time is 
influenced by characteristics of the food itself as well as 
environmental factors during eating. These include plate size, 
package size, type of food, lighting, and social company [27-30]. 
These indicate that the satisfaction of eating can be modified by 
changing these environmental factors using VR/AR. 

Narumi et al. utilized this finding in their “Augmented Satiety” 
system, which controls nutritional intake by changing the apparent 
size of food (Fig. 3) [31] or volume of a cup of liquid [32]. This 
system uses a method for food-volume augmentation using shape 
deformation processing in real-time [33] to simulate the cross-
modal effects between vision and the perception of satiety. Their 
user study showed that the system could change the consumption 
volume of a food item by changing only its apparent size with 
augmented reality. This suggests that the technology will enable 
us to control the perception of satiety and nutritional intake while 



providing the satisfaction of eating. Moreover, Sakurai et al. 
constructed a tabletop system called “CalibraTable” that projects 
virtual dishes around a food platter in order to change the 
perceived food volume interactively [34, 35] (Fig. 4). This system  

Figure 3. Augmented Satiety: An AR system to control our 
food consumption by changing the visual size of food. 
also increases/ decreases the amount of food intake unconsciously 
without compromising on the perceived palatability and 
satisfaction of the food. The size of the virtual dish can be 
variedto control the amount and types of food consumed, thereby 
appropriately balancing the nutritional intake. This enables us to 
use the system with any kind of solid food. It also eliminates the 
need to use a wearable device. Interactive projection techniques at 
a table can also be used for making meals appetizing or for 
facilitating communication.  

Meal satisfaction is influenced not only by the food itself, but also 
by external factors such as the location of restaurants, public 
reputations, and so on. Particularly, social influence is an 
important factor in determining the pleasure and satisfaction of 
eating. The term "food porn" refers to images of food across 
various social media platforms such as television, cooking 
magazines, online blogs, and websites [36]. People share food 
porn to derive satisfaction by demonstrating conspicuous 
consumption. 

This type of behavior changes our satisfaction and eating behavior 
since the satisfaction derived from a meal is influenced not only 
by taste but also by external information. In behavioral science, 
findings on Expectation Assimilation (EA) have revealed that the 
imagined palatability of a meal changes one’s perception of the 
actual meal. Wansink described EA as the unconscious 
expectation about how satisfactory or appetizing a meal will be, 
which affects how appetizing it is [37]. He noted that something 
that was anticipated to be delicious was perceived as being more 
delicious than was something that was not anticipated to be 
delicious. 

Takeuchi et al. proposed a social media system, Yumlog (Fig. 3), 
for improving eating habits without conscious effort using EA 
[38]. They focused on others’ evaluations on social media as a 
trigger of EA. Social media has become increasingly popular in 
recent years, and many users share their meals with others 
virtually. Good evaluations by others please a user and the user’s 
satisfaction with the meal increases. In addition, others’ 
evaluations are versatile as they can be added to all meals 
uniformly. An interesting feature of Yumlog is the secret 
replacement of a “Looks healthy” evaluation with a “Looks 
yummy” one. For example, if others evaluate a shared meal as 
having a score of +1 yumminess and +3 healthiness, an evaluation 

of +3 yumminess is delivered to a person who eats the meal. This 
manipulation enables the user to experience greater satisfaction 
with healthy meals. The researchers confirmed the efficacy of 
their proposal through a controlled user study as well as a real-
world user study by releasing their system on a smartphone 
application store. They also revealed that a feedback method 
corresponding to individual taste for meals further improves users’ 
eating habits [39]. 

4. CONCLUSION 
Our perceptual experience involves the integration of various 
sensations including vision, hearing, haptics, olfaction, gustation, 
and other sensations. Moreover, external information such as the 
reputation of the food also changes our perception of the eating 
experience. The studies discussed here indicate that Human Food 
Interaction techniques that modify not only the taste/flavor but 
also external information related to food have a potential to 
augment our eating experience. Hence, I believe that Human 
Computer Interaction studies should be considered in Human 
Food Interaction research along with cognitive science, 
phycology, and economics. While research on Human Food 
Interaction in HCI is currently in its infancy and has its limitations, 
I believe that these technologies can enhance the well-being of 
humans. For example, augmented Human Food Interaction 
techniques will help individuals control their food consumption 
more effortlessly without losing the pleasure of eating and have 
significant effects in promoting nutritional health. I hope that 
Human Food Interaction research brings about a new interest in 
multi-sensory systems and VR/AR technologies and contributes to 
the promotion of human happiness. 
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ABSTRACT 
In this work, we demonstrate that cathodal direct current 
stimulation to the tongue suppresses the perception of saltiness 
and umami. This work also investigates the relationship between 
the amplitude of the stimulation current and the magnitude of the 
taste suppression. With this technique and extensions to it, any 
tastes would be able to be reproduced or modified virtually, which 
would be helpful to reduce excessive intake of substances causing 
lifestyle disease. 
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1. INTRODUCTION 
Excessive intake of salt causes lifestyle diseases like hypertension. 
In order to address such diseases, suppression of salt intake by 
modified dietary habits is required. However, tasteless salt-free 
diet does not provide enough gastronomic satisfaction, which is a  

 

great obstacle to maintain the salt intake suppression. If tastes for 
the restricted diet can be modified, it would support sustaining the 
restrictions.  

Especially from the view point of the treatment of hypertension, 
excessive intake of salt is blamed mainly because it causes over-
intake of sodium ion[1]. This means that monosodium glutamate, 
the origin of umami taste, is also responsible for the disease. 
Therefore, there is a big interest to modify the strength of both 
saltiness and umami arbitrary.  

For the modification of saltiness, previous works introduced 
several methods to virtually suppress or present the taste using 
electrical stimulation[2,3]. Hettinger et al. (2009) reported that 
cathodal current stimulation to the tongue can suppress the 
perception of saltiness caused by sodium chloride[4]. Nakamura 
et al. (2013) showed that the perceived strength of the taste of a 
sample increases after stopping the cathodal current stimulation 
for taste suppression[5]. They also insisted that the enhancement 
effect is a counter effect of the taste suppression effect caused by 
the electrical stimulation[6]. Thus, any material which would be 
affected by electrical taste suppression are highly assumed that the 
taste of them can be enhanced by an electrical stimulation, even 
though the previous work by Nakamura focused only on saltiness. 

Previous studies show that humans perceive saltiness by direct 
entry of Na+ through the specialized membrane channel on the 
apical surface of the taste-cell. On the other hand, umami is 
presented by L-amino acid and it is accepted by T1R1 and T1R3 
GPCRs (G protein coupled receptors) – the umami receptors[7]. 
GPCR can be divided into T1R family and T2R family. T1R 
family has larger extracellular region. T1R family also can be 
divided into T1R1, T1R2 and T1R3. 

Based on the above, the mechanism of the taste modification by 
electrical stimulation can be described with the electrophoresis 
hypothesis[4]. This hypothesis describes the mechanism as 
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follows: Ionized materials, which trigger taste receptors, move 
away from the surface of the tongue by an electrical stimulation, 
as shown in Fig.1, and the decrease of ions on the tongue results 
in the taste suppression. This hypothesis implies that the taste of 
any substances which ionize in a liquid can be suppressed by 
electrical stimulation to the tongue. Moreover, since, in this 
hypothesis, the force to move ions is generated by the electric 
field yielded by the stimulation, the magnitude of the taste 
suppression should be freely controlled by the amplitude of the 
stimulation current. 

In this work, we demonstrate that the perception of both saltiness 
and umami can be suppressed by cathodal direct current 
stimulation to the tongue, as the first step to develop a method to 
enhance those tastes for sodium-ion-free diet. This paper also 
investigates the relationship between the amplitude of the 
stimulation current and the magnitude of the taste suppression, in 
order to demonstrate that the taste suppression effect can be freely 
controlled by the strength of the stimulation. 

 
Figure 1. Electrophoresis during cathodal stimulation 

 

 

Figure 2. Experimental condition 

 

2. EXPERIMENT 
2.1  Apparatus 
 Our experiment system is shown in Fig.3. Hereby we attached a 
lead as the cathode on a straw (6 mm diameter and 200 mm 
length), from which subjects ingested materials into mouth. The 
anode was attached on the forehead of subjects, using a gel 
electrode. This configuration is based on the hypothesis, 
introduced above, that the taste suppression is caused by 
electrophoresis of ions which wipes substances triggering taste 
receptors away from the tongue. 

 

Figure 3. Experimental condition 

 

2.2 Procedure 
Six male adults in their 20s participated in our experiment. Note 
that two of them tested only one out of the two tested substances 
due to the schedule. All of the participants consented to join the 
experiment. 

The model of our experiment is shown in Fig.2. Before the 
experiment, we prepared comparison samples and stimulation 
samples. Comparison samples were aqueous solution of either 
sodium chloride (NaCl) for saltiness or monosodium glutamate 
(C5H8NNaO4) for umami with density of 0.2, 0.4, 0.6 or 0.8%. 
Stimulation samples were 1.0 % aqueous solution of either 
sodium chloride or monosodium glutamate. Subjects then were 
given one of the comparison samples, which was chosen 
randomly. After dumping the comparison sample, subjects were 
told to ingest and hold the stimulation sample in their mouth. 
Thereafter, the electrical stimulation was applied. After the 
stimulation started, subjects were instructed to quickly adjust the 
slide bar, which is the controller of the stimulation current, so that 
perceived density of the stimulation sample equaled to that of the 
comparison sample. 

For each stimulation sample, there were four conditions of the 
comparison samples and each condition was examined six times: 
Namely, each subject had 24 trials for each stimulation sample. 
Subjects rinsed their mouths between trials using purified water. 
In order to ensure that the taste comparison within each trial was 
unaffected, they were not allowed to rinse their mouths during a 
trial. Subjects were instructed to keep 1 – 2 cm of their tongue tip 
dipped into the ingested solution and not to choke the end of the 
straw during the stimulation. Subjects were also told not to move 
their tongues during trials. The temperature of the samples was 25 

± 3 ℃.           

3. RESULTS 
Table. 1 shows average measured amperage for each comparison 
sample. Values in parentheses are the standard deviations. 

Fig.4 and Fig.5 show average normalized amperage for sodium 
chloride and monosodium glutamate, respectively. The horizontal 
axis represents the density of the tested comparison sample and 
the vertical axis represents normalized amperage. Namely, the 
graphs show required stimulation amperage to yield the taste 



 

equivalent to the respective 1.0-% solution.  Error bars show 
standard deviations. Asterisks ( ∗ሻ  on Fig.4 and Fig.5 indicate 
respective significant differences calculated by ANOVA (p<0.05). 
Note that the normalized amperage Inorm is calculated with 
Equation 1 for each subject, where Imax is the average measured 
amperage of the condition which records the highest amperage 
throughout the conditions. 

௡௢௥௠ܫ                           ൌ  
௢௕௦ܫ

௠௔௫ܫ
                        ሺ1ሻ 

 

The plots with blank circles (○) represent the assumed amperage 
for the conditions where the comparison sample and the 
stimulation sample had the same density of 1.0 %, i.e. 0. 

 

Table 1. Iobs value for the concentration and taste quality 

 

 
Figure 4. Correlation between the normalized magnitude of 

current and the perceived intensity of saltiness 

 

Figure 5. Correlation between the normalized magnitude of 
current and the perceived intensity of umami 

4. DISCUSSIONS 
The results clearly indicate that the perception of both saltiness 
and umami can be suppressed by cathodal electrical stimulation to 
the tongue. We also calculated linear approximation with the 
method of least squares, which is shown in Fig.4 and Fig.5. The 
coefficients of determination were 0.997 (saltiness) and 0.823 
(umami). These high coefficients indicate that there is a linear 
relation between the amplitude of the stimulation current and the 
magnitude of the taste suppression of saltiness or umami. These 
results are another good evidence that the “electrophoresis 
hypothesis” discussed above is valid.  

The data points in Fig.5 suggest non-linear relation between the 
amplitude of the stimulation current and the magnitude of the taste 
suppression. We calculated cubic curve approximation for Fig. 5 
and got a high coefficient of determination (0.982). However, it 
must be an apparent result as there are only 4 points and the 
number is not enough for appropriate cubic curve approximation. 
We need further experiments and increase the number of data for 
the explanation. 

As saltiness and umami have been revealed that perception of 
them can be suppressed with electrical stimulation, now we have 
our interest in enhancement of those taste qualities. If taste 
enhancement indeed occurs as a counter effect of the taste 
suppression, it is highly expected that umami can be enhanced 
with electrical stimulation, which helps sustaining sodium-ion-
free diet. 

The taste enhancement as a counter effect is considered to be 
caused as a result of adaptation to the taste suppression 
stimulation. Therefore, the magnitude of the taste enhancement 
effect should correlate to the magnitude of the taste suppression 
effect. The investigation on the relationship between those two 
magnitudes will be one of our future works. 

The results show that the magnitude of the taste suppression 
caused by stimulation with a specific amperage depends on the 
substance used along with the electrical stimulation. Therefore, it 
would be possible to manipulate relative strength of a particular 
taste quality against each other quality. Once techniques to 
manipulate strength of other basic taste qualities, i.e. sweetness, 
sourness and bitterness and a technique to control these strengths 
independently and concurrently, it would be possible to virtually 
reproduce an arbitrary taste using “standard material” which 
contains triggers for each type of taste receptor. Development of 
these techniques will be our another future work. 

 

5. CONCLUTION 
In this work, we demonstrated that perception of both saltiness 
and umami can be suppressed by electrical stimulation. It also 
revealed that there is a linear relation between the amplitude of 
the stimulation current and the magnitude of the taste suppression. 
These findings lead development of techniques to enhance those 
quality of taste and techniques to manipulate strength of any 
qualities of taste, which can be used to enrich taste of restricted 
diet. 
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ABSTRACT 
Visual search for a downward-pointing triangle among upward-
pointing triangles is faster than vice versa, a phenomenon 
referred to as the downward-pointing triangle superiority (DPTS) 
effect. Here, we report two new experiments designed to 
investigate whether this phenomenon also emerges when a 
triangle appears as a local feature within a wine label. The 
experimental task was to identify whether all of the wine bottles 
in a store display were the same or not, while each wine bottle 
had either a downward- or upward-pointing triangle displayed on 
its label. The results of Experiment 1 revealed that the 
participants responded more rapidly when searching for a wine 
bottle with a downward-pointing triangle on its label than when 
the target had a triangle pointing upward, indicating the presence 
of a DPTS effect. In Experiment 2, the DPTS effect was 
replicated while varying the set size. The magnitude of the DPTS 
effect increased with increasing set size. Taken together, these 
results revealed similar visual search results for pictorial stimuli 
with triangles as local features as for geometric triangular shapes. 
The implications of these findings for the design of product labels 
are discussed. 

CCS Concepts 
• Applied computing~Psychology 

Keywords 
visual search; set size effect; wine label 

1. INTRODUCTION 
Larson and colleagues [2007] reported that searching for a target 
consisting of a downward-pointing triangle was faster than 
searching for an upward-pointing triangle or a circle, an effect 
they referred to as the downward-pointing triangle superiority 
(DPTS) effect. According to the “Shape of Threat” account, this 
phenomenon can be attributed to the possibility that downward-
pointing triangles might be perceived as conveying threat-related 
information and therefore capture attention more readily than do 
neutral stimuli [Larson et al. 2007, 2012; Watson et al. 2012].  

 

 

One of the reasons for this might be that a downward-pointing 
triangle resembles an angry face in which the muscles are pulling 
down to form the ‘‘V’’ shape [Larson et al. 2012; Toet and Tak 
2013] and therefore perceived as negative [Lundqvist et al. 1999]. 
It has been suggested that the rapid detection of such potentially 
threatening stimuli is vital to survival and has its evolutionary 
advantage. Nevertheless, this account cannot easily interpret the 
comparable DPTS effect observed recently by Shen et al. [2015] 
with images of triangular-shaped foods and pizza packaging 
which were presumably entirely non-threatening. Alternatively 
then, the DPTS effect documented with desirable food images 
and product packaging might be better attributed to the special 
perceptual features of downward-pointing triangles, e.g., their 
lack of stability and people’s expectations of the consequences 
of that perceived instability. 

Even though previous research has revealed the DPTS effect 
when the stimuli were in the triangular form, it remains unclear 
whether the DPTS effect also emerges when a triangle is only 
used as a local feature within pictorial stimuli. To answer this 
question, two experiments were conducted in which downward- 
or upward-pointing triangles were shown as local features of the 
wine labels. Specifically, we first examined whether the DPTS 
effect would emerge in Experiment 1; and then, in Experiment 2, 
we examined the set size effect by varying the number of items 
of each display to investigate whether the orientation of the 
triangles influences the search efficiency. Wine labels were 
chosen as the experimental stimuli for three reasons: First, the 
wine labels (attached to the bottles) are typically presented 
vertically in real life, so the triangles presented on them actually 
do point downward or upward. Second, searching for a specific 
wine amongst all the many other, ever-changing wines in the 
wine aisle is especially difficult/challenging as compared to other 
categories of product search. Third, the downward-pointing 
triangular shape is actually used in wine labels [see also Shen et 
al. 2015]. Hence, the potential benefit of an especially attention-
capturing figure on the label (such as a downward-pointing 
triangle) might be particularly advantageous in the wine aisle, as 
compared to the others in the supermarket. 

2. EXPERIMENT 1 
2.1  Method 
2.1.1  Participants 
Twenty Chinese participants (24.0±1.7 years on average, ranging 
from 20 to 28 years; 10 female) took part in this experiment in 
exchange for 25 CNY. All of the participants reported having 
normal or correct-to-normal visual acuity, and no color blindness. 

2.1.2  Apparatus and Stimuli 
The experiment was run on Pentium-based computers, and the 
stimuli were presented on 16-inch monitors set to a resolution of 
1024×768 pixels and a refresh rate of 60 Hz. MATLAB 2009b 
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and PsychToolbox 2.54 were used to control the experimental 
process and collect the data. The participants viewed the display 
at a distance of approximately 50 cm, and responded by pressing 
a key on the keyboard. 

As shown in Figure 1, each experimental display consisted of 
four grayish white shelves (against a white background) and 16 
bottles of liquid on it. Each bottle had a downward- or upward-
pointing triangle (in black) on its white label. The images were 
edited via Adobe Photoshop; whereas the scene images were 
edited via Maya 2009 to simulate the light and shadows that are 
present in natural scenes. The bottles were in clear glass to show 
the colour of the liquid (approximately crimson, beige, or brown), 
implying that the liquid inside the bottles might be red wine, 
white wine, or whisky, respectively. The colour of the liquid in 
bottles remained the same within each trial and within each block, 
but varied between blocks.  

In each display (subtending 20.51° horizontally and 20.01° 
vertically on the screen), bottles (each subtending 1.02° 
horizontally and 4.11° vertically) on the same shelf were 5.23° 
from each other, while a bottle on one shelf was 1.20° apart from 
another one on the adjacent shelf. All of the bottles in each 
display presented the same wine, though different displays could 
be classified into oddball-absent in which all the bottles had the 
same label (i.e., all the triangles pointed downward or upward), 
and oddball-present displays in which one of the bottles had a 
different label from the others (i.e., one had a downward-pointing 
triangle on its label among others having upward-pointing ones, 
or vice versa). 

Figure 1. An Illustration of the Two Types of Oddball-
Present Displays used in Experiment 1. 

2.1.3  Procedure 
The task was to identify whether all of the bottles were the same 
or not. After finishing a practice block of 10 trials, each 
participant completed 6 blocks (2 blocks of each type of wine), 
each of which consisted of 64 trials (32 oddball-present and 32 
oddball-absent trials) presented in a random order. Within each 
block, an equal number of oddball-present trials with a 
downward- and upward-pointing oddball were mixed, and each 
target only appeared once in each location; as for the oddball-
absent trials, all the triangles pointed downward in one half of the 
trials and upward in the remainder.  

At the beginning of each trial, a blank screen with a centered 
black circle fixation (0.36o×0.36o) was presented for 1-1.5 s. 
Next, the display was presented until the participants made a 
response. The participants were instructed to respond as 
accurately and quickly as possible. A beep was presented over the 
headphones to alert the participant to an incorrect response. After 
a response was made, the next trial started after 1s. 

2.2  Results and Discussion 
Mean accuracy was 92.6% correct. RTs that were two standard 
deviations beyond the means were discarded from the data 
analyses, accounting for 3.2% of all the data. Mean RTs 
(calculated based on the correct trials) and accuracy in each 
condition were calculated and analyzed. Importantly, searching 

for a downward-pointing oddball (2455 ms) was faster than 
searching for an upward-pointing oddball (2619 ms), t(19)=5.61, 
p<.001, Cohen’s d=1.30, indicating a DPTS effect of 164 ms; 
whereas the accuracy difference between these two conditions 
did not reach significance (86.1% and 88.6%, respectively), 
t(19)=1.52, p=.145. What is more, the participants were slower 
(3893 ms) and less accurate (97.7%) in their responses to the 
oddball-absent trials consisting of downward-pointing triangles 
than to those consisting of upward-pointing ones (3380 ms, 
99.5%), RTs: t(19)=9.67, p<.001, Cohen’s d=2.16, accuracy: 
t(19)=2.85, p<.01, Cohen’s d=.70. These results suggested that it 
might be more difficult to disengage attention from those wine 
bottles with downward-pointing triangles on their labels than 
from those with upward-pointing ones. Taken together, these 
results reveal that the wine bottle with a downward-pointing 
triangle on its label might attract attention more readily and make 
it more difficult for the participants to disengage their attention 
from it. In Experiment 2, we further examined the effect of set 
size (i.e., the number of items) in the display in order to 
investigate whether the visual search for these wine labels was 
efficient, and whether the orientation of the triangular shapes 
influenced the search efficiency. 

3. EXPERIMENT 2 
3.1  Method 
Twenty Chinese participants (21.2±2.1 years on average, ranging 
from 19 to 25 years; 10 female) took part in this experiment in 
exchange of 25 CNY. All of the participants reported having 
normal or corrected-to-normal visual acuity. None of them took 
part in Experiment 1. The methods were the same as those in 
Experiment 1 except for the changes specified below. In this 
experiment, the number of wine bottles on each display could be 
4, 8, or 16. In order to control the influence of the size of the 
visual search field, we used the same shelves for different sizes; 
and when there were 4 bottles in one display, they were presented 
at the top left, top right, bottom left, and bottom right corners of 
the shelf; when there were 8 bottles in one display, they were 
presented at the leftmost and rightmost locations of each shelf 
(see Figure 2).  

Figure 2. Displays of set size 4 and 8 used in Experiment 2. 

After a practice block consisting of 10 trials, each participant 
completed 6 blocks of 72 trials. Within each block of trials, an 
equal number of trials with 4, 8 and 16 bottles were mixed and 
presented in a random order. The location of the oddball for each 
oddball-present trial was also determined randomly. 

3.2  Results and Discussion 
The participants showed a high level of accuracy (92.4%). RTs 
two standard deviations beyond the means were discarded, 
accounting for 0.5% of all the data. Mean RTs for the correct 
trials and accuracy in each condition were calculated and 
analyzed, and the RT data were plotted in Figure 3. 

We first conducted 2(Oddball Orientation: downward- or 
upward-pointing) × 3(Set Size: 4, 8, or 16) ANOVAs on the RT 
and accuracy data from the oddball-present trials. The results 



 
revealed a significant main effect of set size on the RT and 
accuracy data, both Fs>19.65, ps<.001. Pairwise comparisons 
with Bonferroni correction revealed that the participants were 
faster and more accurate when the set size increased from 4 to 8, 
and to 16, all ts>3.45, ps<.01, Cohen’s ds>.82. Importantly, the 
results also revealed a significant main effect of Oddball 
Orientation on the RT data, F(1,19)=25.04, p<.001, ηp

2=.569, 
qualified by the significant interaction term on the RTs, 
F(2,38)=4.69, p=.015, ηp

2=.198. Neither of other main or 
interaction effects was significant, both Fs < 1.14, ps > .30. 

 

Figure 3. The effect of set size on RTs in Experiment 2 (with 
SE shown by error bars). 

In order to interpret the significant Oddball Orientation × Set Size 
interaction in the RT data, the data were further broken down 
based on the set size of the trials, and then compared the RTs for 
those trials with a downward-pointing oddball to those with an 
upward-pointing oddball. The results revealed significant DPTS 
effects of 46 ms, 175 ms, and 191 ms, for the 4, 8, and 16 item 
set size, respectively, all ts>2.40, ps<.03, Cohen’s ds>.63. 
Pairwise comparison with Bonferroni correction revealed that 
DPTS value was the smallest when the set size was 4, both 
ts>2.64, ps<.05, Cohen’s ds> 0.80, whereas the DPTS effects 
were comparable when the set size was 8 and 16, t(19)=.26, n.s.  

Considering the increase in the overall RTs with greater set size, 
we also calculated the ratio score for the DPTS effect (by 
dividing the magnitude of the DPTS effect by the overall RT). 
The ratio scores were smaller when the set size was 4 (3.6%) than 
when it was 8 (10.0%), t(19)=3.1, p=.018, Cohen’s d=.71. Yet, 
the differences did not reach significance when the ratio scores 
for the set size of 16 (9.2%) was compared to the other two scores, 
both ts<2.07, ps>.156. These results confirmed that the DPTS 
effect increased with set size from 4 to 8, though the increase in 
the DPTS effect when the set size increased from 8 to 16 might 
be proportional to the increase in the overall RTs. 

Orientation × Set Size ANOVAs were also performed on the data 
of the oddball-absent trials. The main effect of Set Size was 
significant on the RTs, F(2,38)=91.03, p<.001, ηp

2=.827, and 
marginally-significant on the accuracy data, F(2,38)=3.22, 
p=.051, ηp

2=.145. Specifically, the participants were faster when 
the set size increased from 4 to 8, and then 16, all ts> 7.66, 
ps<.001, Cohen’s ds>2.49; whereas these differences were not 
significant for the accuracy data, all ts<2.21, ps>.12. The results 
revealed a significant main effect of Orientation on the RT data, 
F(1,19)=214.92, p<.001, ηp

2=.919, and on the accuracy data, 
F(1,19) =6.95, p=.016, ηp

2=.268, but they were both qualified by 
significant interaction terms, both Fs>4.11, ps<.024. 

In order to interpret the significant interaction effects between 
Orientation and Set Size, we further broke the data down based 
on the set size of the trials, and then compared the data from those 

trials consisting of downward-pointing items with those with 
upward-pointing ones. The results revealed that the participants 
were slower to respond to the oddball-absent trials consisting of 
downward-pointing triangles than to those consisting of upward-
pointing ones when the set size was 4, 8, and 16, all ts>10.32, 
ps<.001, Cohen’s ds>2.45. Yet, the RT difference between these 
two conditions was greater when the set size increased from 4 
(281 ms) to 8 (448 ms), and then to 16 (604 ms), all ts>2.64, 
ps<.048, Cohen’s ds>.62. What’s more, the participants were 
also less accurate in responding to those trials consisting of 
downward-pointing stimuli than those consisting of upward-
pointing ones when the set size was 4 and 8, both ts>2.49, ps<.05, 
Cohen’s ds>.60, whereas this effect was not significant when the 
set size was 16, t(19)=.21, p=.839. 

Combining the data from the oddball-present and oddball-absent 
trials, we also calculated the search slopes for all four conditions 
(i.e., RTs were plotted as a function of set size). As can be seen 
in Figure 3, the search slope for trials with a downward-pointing 
oddball (40 ms/item) was smaller than those with an upward-
pointing oddball (51 ms/item), t(19)=2.20, p=.04, Cohen’s d=.54; 
and the search slope for trails with all downward-pointing 
triangles (111 ms/item) was larger than those with all upward-
pointing ones (85 ms/item), t(19)=5.31, p<.001, Cohen’s d=1.21. 
On the one hand, these results suggest that the visual search for 
these wine bottles with triangles on their labels involved serial 
processing [Treisman 1988], as the ratio of the search slopes for 
the oddball-present and oddball-absent trials were 0.47 and 0.46 
for the downward- and upward-pointing oddballs, respectively. 
On the other hand, the results also confirmed that the stimuli with 
a downward-pointing triangle as a local feature might be 
processed more readily and make it more difficult to disengage 
attention from them.  

4. GENERAL DISCUSSION 
The results of the present study revealed that searching for a wine 
bottle with a downward-pointing triangular shape on its label was 
significantly easier than for the same bottle with the same triangle 
oriented in an upward-pointing direction instead. These results 
suggest that the DPTS effect emerges not only when the shape of 
the stimuli are triangular, but also when the triangular shape is 
used as a local feature within the stimuli on product packaging. 
The results of Experiment 2 also revealed that the visual search 
for these wine bottles with triangles on their labels likely 
involved serial processing. The DPTS effect observed with non-
threatening stimuli in the present study and Shen et al.’s [2015] 
study cannot easily be incorporated within the “Shape of Threat” 
account [e.g., Larson et al. 2007, 2012; Watson et al. 2012], but 
are more in line with the account that search advantage for the 
downward-pointing triangle might be related to its perceptual 
features. 

What is more, our results also demonstrated how the appearance 
of the bottles, in particular, the design of the wine labels, might 
guide consumers’ attention when searching for the product 
presented on the store shelves [for more evidence regarding the 
influence on consumers’ perception, see also Elliot and Barth 
2012; Thomas and Pickering 2003]. Instead of changing the 
appearance of the product, changing the design of the packaging 
and labels might be a more efficient and effective method of 
attracting the attention of consumers. Attention–capture on shelf 
displays that are both complex and ever-changing (such as 
represented by the typical wine aisle) is important, and figures 
presented on the wine labels have been shown to influence the 
visual appeal of the product and consumer’s liking of the product 
[Labroo et al. 2007]. Nevertheless, Westerman et al. [2013] 
reported that bottles of drinks with angular shapes on the labels 
were rated to be less preferred than those with round ones, and 
those with downward-pointing triangles on their labels were 
rated as being less liked, less appealing, and less likely to be 



 
purchased than those with upward-pointing ones. Taken together, 
these findings demonstrate the dissociation between attracting 
consumers’ attention and promoting greater purchase intent 
when using the triangular shapes in the wine labels. 
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ABSTRACT
The perception of food involves, not just taste, but all senses. We
describe several interactive and novel mixed reality systems de-
signed to enhance or change a dining experience by using computer
generated visual, audio, and tactile stimuli. We describe how ideas
from these playful designs can influence the perception of, and the
interaction with food, and can inform the design of studies into
human-food interaction.

Categories and Subject Descriptors
H.5.1. [Information Interfaces and Presentation (e.g. HCI)]:
Artificial, augmented, and virtual realities

Keywords
Mixed reality technology; Multimodal flavour perception; Techno-
logical Cuisine; Projection mapping

1. INTRODUCTION
Research has shown that all of the senses contribute to the per-

ception of flavour [2, 5, 30, 37]. A clear example of the influence of
other senses on the perception of flavour is the popular maxim ‘we
eat with our eyes first’ [6]. Indeed visual impressions of food drive
expectations of what the food will taste like, and can influence the
actual taste [6, 19, 39]. In addition, the sounds that are audible while
chewing can make a crisp seem either fresh or stale [17], and even
certain musical compositions can affect the perception of certain
tastes, such as sweetness or bitterness, in chocolate [26]. Not only
that, but the weight of a piece of cutlery [11] can affect how people
perceive the food consumed from such a utensil.

The notion that flavour is a multi-sensory percept has been ex-
ploited in modernist restaurants that typically aim to stimulate all the
diners’ senses [33], and has thus inspired creative and novel dishes
by famous chefs. For example, in the ’Sounds of the Sea’ dish,
served at The Fat Duck restaurant, a seafood dish is accompanied
by an MP3-player that plays ocean sounds, purportedly transporting
diners to the seaside [33]. This not only underlines the multi-sensory
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nature of flavour, but also indicates another opportunity: the use of
technology to influence food experiences.

The combination of food and technology can be interesting for
the introduction of stimuli that may be difficult to introduce in a
dining environment otherwise. Here, there are clear opportunities
for the use of mixed reality technology, which can introduce digital
elements into the real world [22]. This combination of mixed reality
technology and food is especially tantalizing because it allows for
digital cues to be presented in combination with actual food items.
The use of digital visual cues, for example, could allow for visual
enhancements of food items in order to make them look more appeal-
ing, tasteful, or interesting [32]. Projection mapping, a technique
where projections are adjusted to exactly fit an area of projection,
can be used to alter the colour of a food item, the colour and shape
of the setting in which the food item is presented [32], and could
even be used to project animations onto the food [16].

Sensor technology combined with computation and various out-
puts, be they visual, auditory, or tactile, can also allow for interesting,
useful, or novel human-food interactions. Technology that monitors
the food intake as well as the eating speed of diners is for example
already being used for monitoring a persons eating habits [12]. Nev-
ertheless, the same technology could be used to for example alter
projections, and music, creating rich multi-modal eating environ-
ments that have the potential to enhance a person’s experience with
food.

In this paper we present a number of student projects that were
created with the idea of introducing multi-modal interfaces into the
dining experience. We will discuss these installations based on a
categorization of approaches to multi-modal interfaces in human-
food interaction that was identified in the literature. We outline
the ideas behind these installations as well as their general design,
and we will discuss public reactions to these installations gathered
during an informal event. We will show how these installations can
not only offer interesting human-food interactions, but could also
serve to inform the design of studies into the perception of flavour.

2. RELATED WORK
The use of multi-modal technology in combination with food,

begs the question of exactly how technology can be used to en-
hance the experience of food. To provide a tentative answer to this
question we conducted a literature study [1] of which a selection is
listed below, and held discussions with experts from leading food
companies. Using these methods, we identified five approaches for
the use of technology to enhance food experiences:

• Technology with food as the medium: with aid of technol-
ogy, food itself can be used as a medium, for example as a
way to display data [15], or for communication purposes [21].



• Technology and cooking/dining rituals: technology can be
introduced into the rituals that surround the preparation and
the consumption of food at the dinner table. For example,
dining together in remote locations using technology for tele-
presence [38], using augmented reality to teach cooking skills
[20], and making the act of cooking more fun and enjoyable
through augmented appliances [9]. Many of the works found
in this area are aimed at existing social structures, such as
family dinner time [29].

• Technology to change eating behaviour: by leveraging the
measurement capabilities and interactive nature of mixed re-
ality technology, interventions can be created with the goal of
changing eating behaviours. Here, there is an almost exclusive
focus on healthier eating behaviours. Three subcategories can
be distinguished, namely: teaching basic good eating habits
to children [7], behaviour change for healthy eating in gen-
eral, such as eating more slowly [14], and technology used to
change eating behaviour in a clinical setting, such as treating
obesity [3].

• Technology to change flavour experiences: inspired by find-
ings from research on cross-modal perception, technology can
be used to augment the way the flavour of actual food items
is experience. For example using top-down projection tech-
niques to enhance colour saturation of food [16], or augment-
ing the sound of chewing the change food texture perceptions
[17], both which can influence the taste of the food.

• Technology to simulate flavour: technology can be used to
fully simulate eating or drinking, without actual consumption
of food items. An example is a digital taste simulator using
electrodes placed on the tongue that can produce mint or
lemon flavours [25].

The approaches listed above should help researchers and profession-
als think about ways in which technology can be used for enhancing
food experiences. Technology can enable food itself to become
an expressive medium, and can help to maintain social structures
surrounding the preparation and consumption of food. Mixed reality
technology can be a powerful tool to help people eat healthier, and
might help to combat food related health issues. Technology can be
used to enhance the flavour of food, making modernist restaurants
an interesting application area, where perhaps in the future we may
experiences flavours without the presence of any actual food!

3. INSTALLATIONS
The installations we will describe in this section were created by

students who followed who followed Media Technology course from
the Human Media Interaction masters program and were demon-
strated to the general public at a food court1. In this section, we will
describe anecdotally the experiences the guests of Fooddock had
with the installations and what implications this has for designing
mixed reality installations for food. These anecdotes are based on
the observations of the authors.

3.1 Experience Dining: Ørbit
The Ørbit installation delivered a unique experience using story-

telling, molecular cooking, and a nice design. It featured a private
darkened room with a rotating platform on a table where two guests
would sit opposite each other and listen to a story. The middle of
the platform had an area where animations were displayed. Several

1http://www.fooddock.nl

cups holding edible ‘orbs’ were placed on the rotating platform,
see Figure 1. The orbs were created with spherification [23], a
molecular cooking technique popularized in 2003 by Ferran Adrià,
the legendary chef of El Bulli restaurant. The orbs are flexible
spherical membranes surrounding a flavoured liquid that release
the flavour at once when pierced in the mouth. When the rotating
platform stopped, a light under the cup facing the guest illuminated
the orb, inviting the guest to consume it.

Guests took place opposite each other at the table and put on head
phones. The setting of the story was a blind date in a bar. Each guest
heard their version of the story through a first person perspective
interior monologue, specifically a stream-of-consciousness narrative
voice. The voice was intended as the guest’s own thoughts. The
voice gave comments about the history leading up to the blind date,
the situation, the restaurant, the food and drinks, and the date (who
is ‘played’ by the other guest). During the story there were moments
where the voice, or the date, ordered food or a beverage and these
moments were synchronised in the story of both guests. At such a
moment the platform stopped rotating and the orb that represents
the food or drink item that fits the story at that moment faced the
guests and was illuminated. The projection on the platform fitted
the food or beverage with an animation of colour and shape [27,
10]. After consumption, the platform restarted rotating and the story
continued. There were two versions of the story: a good date and a
bad date. The progress of the story was driven by the interior voice’s
desire to please the other to get a follow-up date in the good date
condition, or to get out without hurting the other’s feeling in the
bad date condition. Both versions of the story followed a similar
pattern, in ordering food items and provoking guests’ behaviour, but
differed on the mood and frame of mind. Also there were gender
specific versions of the story where the voice actor is male or female
to fit the gender of the guests. The duration of the experience was 6
minutes. The reception of the Ørbit installation was overwhelmingly
positive. Guests recommended it to peers, there was a line, interest
exceeded the amount of orbs that were prepared, and guests often
inquired when and where the installation would be showed again.

Story-telling techniques and using a narrative voice allowed us to
change the mood of the user and to investigate whether the mood of
the user influenced the perception and experience of flavours.

Figure 1: The Ørbit installation. The each cup holds an orb: a
spherified liquid.

3.2 Playful Dining: Hunger Games
The Hunger Games installation featured a dining table that em-

phasised the social aspect of having dinner together by creating a
shared challenge. The plate of each guest was placed in an aperture
in the table in front of the guest, see Figure 2. These apertures
could be covered with an diaphragm making the plate and the food



on the plate inaccessible. Cutlery was placed on conductive areas
next to the aperture, making it possible for the installation to sense
whether the cutlery was picked up. When a guest picked up his or
her cutlery the system closed a diaphragm: the cutlery controlled
the irises that cover the food. The algorithm that determined which
plate was covered was unknown to the guests and the rules could
change. Guests had to work together, using careful observation and
experimentation, to figure out what the relation was between picking
up cutlery and the closing of the irises. The installation emphasised
the social aspect of having dinner together as only by collaborating
all guests could eat.

Introducing a challenge or gaming aspect to a dining installation
created positive social interaction. Having a common goal or a
shared challenge and being dependent on each other is a good recipe
for group creation [34]. Guests who interacted with our Hunger
Games installation engaged in enthusiastic conversation and collab-
oration despite never having met before. This effect was particularly
pronounced in a group of children, who seemed to remain in the
group that formed at the Hunger Games table while they visited the
other installations. Additionally, the installation had an effect on
the eating behaviour of some of the guests. Some guests tried to
beat the system by very quickly taking the food when the diaphragm
started to close.

Figure 2: The Hunger Games installation. The aperture on the
left is closing and the aperture on the right is already closed.
The conductive sensor that can detect the presence of cutlery
can be seen next to the apertures (grey areas).

3.3 Ordering: ‘Tinder’ for Food & Interac-
tive Tables

Systems where restaurant guests could autonomously order from
a digitally presented menu were patented as early as 1985 [18].
This included an entertainment system where patrons could “interac-
tively play a variety of remotely retrievable interactive entertainment
activities using the video monitor while waiting for the food to ar-
rive”[18]. While major improvements were made in the area of
graphics and interactivity, the underlying concept has remained the
same for most systems where guests can autonomously order their
food (e.g. [4]). A next step in the ordering process is a system that
can make an automatic (pre-)selection of the menu items that fit a
guest best. Some items from the menu can be hidden or given a less
prominent spot on the menu based on the profile of the guest. For
example items that a guest cannot consume due to allergies, does
not wish to consume due to convictions, or simply does not like can
be hidden. The Foodroulette ordering system presented such a menu
based on food preference.

Getting the preferences of a guest is another matter. This was

solved by creating an app that followed the interaction paradigm of
popular dating apps like Tinder2. In such apps the user is presented
with a picture of a person of the preferred gender accompanied with
a short description. The user can ‘swipe’ the picture to the right to
show interest and to the left to indicate no interest. This paradigm
was used in the app Foodroulette. Foodroulette was used to obtain a
food preference profile of guests, see Figure 3. A guest could put his
or her smartphone with the app on an NFC enabled touch table to
upload his or her preferences, see Figure 4. The table then showed
a selection of the restaurant’s menu where the dishes that the guest
might like get a prominent place, see Figure 5. The guest could
explore the personalised menu and select a dish through a touch
interface. The preparation of the selected dish could be presented
on the table, which gave a new meaning to an open kitchen, for
example through a live camera feed of the chef preparing the food or
a pre-recorded clip, see Figure 6. Additionally, an indication of the
remaining waiting time was indicated with a picture of the selected
dish that was slowly moving towards the guest on the table.

The ordering process might benefit from interactive tables, es-
pecially when combined with automated adaptation of the menu
to preference and allergies. However, beyond the novelty effect of
flashy designs and smooth interactions with touch tables the added
benefit compared to traditional ordering methods was limited. In our
opinion such technology should not be intended as a replacement
for waiting staff as guests often enjoy the social interaction with the
staff.

Figure 3: The smart-phone app Foodroulette.

Figure 4: Placing a smart-phone that has the Foodroulette app
on an interactive table.

3.4 Behaviour Change Support: Thunder Din-
ner

2www.gotinder.com



Figure 5: Ordering on an interactive table.

Figure 6: Ordering on an interactive table, visualising the time
before the order arrives.

Technology can play an important role in aiding and stimulating
healthy eating behaviours. This can take many forms, for example
helping disabled people consume food autonomously [35], teaching
basic good eating habits to children [7], or eating more slowly [14].

In the Thunder Dinner installation the eating behaviour of the
guest was observed, and auditory, visual, and tactile stimuli were
used to indicate that the guest was eating too quickly. During the
demonstration of the installation guests were invited one at a time in
a private room where they were presented with a bowl of soup and a
spoon. Unbeknownst to them, they were being observed through a
Microsoft Kinect. The Kinect data was combined with the data from
an accelerometer embedded in the handle of the spoon to allow the
installation to guess the eating speed of the guest. When a guest was
eating to fast the illusion of a thunder strike was created by flashing
the lights, playing sound of a thunder strike, and vibrating the spoon
with an actuator embedded in the handle. The initial effect of the
thunder was surprise followed by investigating what triggered the
thunder. Some guests lowered their eating frequency to avoid being
‘Thundered’. Inadvertently sometimes guests started eating faster to
induce the thunder, perhaps to repeat the experience.

The Thunder Dinner is an example of an installation that can be
used to change the eating behaviour of a user in a playful manner.
However, care should be taken that the stimulus, intended to reduce
a behaviour, is not so interesting that it is sought. Alternatively, an
interesting stimulus might be used to promote wanted behaviour.

3.5 Tasty Projections: Projection Mapping on
Food

Research indicates that visual cues, such as colour and shape,

Figure 7: A guest eating soup with the actuated spoon in the
Thunder Dinner installation.

contribute strongly to expectations about taste and taste perception
during consumption [8, 13, 24, 28, 31, 36, 11]. For example, the
colour of drinks showed consistent colour-flavour associations: red
was associated with cherry and strawberry, whereas green was asso-
ciated with mint and lime [28]. In an installation demonstrated to
the general public at ‘The Future of High Tech’3, the guests were
asked to select combinations of visualizations and animations to be
projected on a cup of yoghurt to make it appear as appealing as pos-
sible, see Figure 8. It was suggested guests try to create the sweetest
and the most sour projections. Guests could select the properties of
the projection from three categories, see Figure 9: shape (rounded
or spiked), speed of a pulsating animation (fast, slow, or still), and
colour (red, green, or grey).

This installation allowed guests to show what they thought a sweet
or sour yoghurt should look like by manipulating its appearance.
The yoghurt itself became the medium of this message.

Figure 8: The installation where guests could select their pre-
ferred ‘tasty’ projection.

3.6 Research-based Approach: Projection Map-
ping on Food

Designing recipes, especially in the commercial sector, is a te-
dious process. To investigate small changes in recipe several batches
have to be created and tested in subsequent iterations: a time-
consuming and expensive process. Mixed reality technology can
address this problem by offering structured and easy examination
of effects of colour and animation on certain types of food. In an-
other study we demonstrated associations between taste perceptions
and projections. We showed associations between sweetness and

3www.thefutureofhightech.com



Figure 9: Examples of amorphous shapes that guests could se-
lect.

red rounded shapes, and sourness and green angular shapes with a
fast animation speed [1]. In that study, the visualizations that were
projected around a cup of yoghurt that participants tasted confirmed
that specific combinations of visualizations and animation types
influence taste perceptions of the yoghurt. In particular, while the
colour and shape of the visualizations did not influence taste per-
ception of the yoghurt after tasting, an interaction effect was found
that showed that specific combinations of the visualizations with an-
imation type did influence taste perception of the yoghurt. Yoghurt
that was presented with a red/rounded still visual was rated as more
sour than when presented with a green/angular still, but when the
visualization was animated (i.e. fast motion) this effect reversed:
when yoghurt was presented with a green/angular animated visual
the yoghurt was rated as more sour than when it was presented
with a red/round animated visual, see Figure 10. This indicates that
projected animations can influence the taste perception of yoghurt,
but that the effect depends on the design of the visualizations in
terms of their colour and shape. For more details on this study, refer
to [1].

Figure 10: A photo of a projection of a green angular shape on
a cup of yoghurt.

4. DISCUSSION AND CONCLUSION
In this paper we discussed installations that used technology to

enhance food experience. These installations used technology to
change how guests experienced food: by using the food as a medium;
by changing the rituals of cooking, ordering, or dining; by changing
the eating behaviour; or by changing the flavour experience.

We showed that food can be a medium to display information. In
the Ørbit installation, the food conveyed information about a story
that the guest was experiencing. In the Tasty Projections installation,
the yoghurt became the medium with which guests could convey
their message of what they perceived to be an appearance of sweet
or sour.

The rituals of cooking, ordering, and dining could be influenced
by technology. In the Hunger Games installation the potential awk-
wardness of dining with strangers was mitigated by creating a shared
challenge that required cooperation to solve. Also for familiar diners
the installation created a new dining experience. The Foodroulette
app and interactive tables changed the ritual of ordering food. In
particular, personalised menus based on a guest’s food preference
and allergies could streamline the ordering process. However, it
should be noted that replacing the human waiter with an impersonal
system for placing an order makes ordering a less social process.
To us it seems very unlikely that this would become a trend in a
sector where the difference is made through personal attention and
heartfelt hospitality.

Changing the eating behaviour of guests proved possible as seen
by the Thunder Dinner installation. However, care should be taken
when designing the stimulus that is meant to change the behaviour.
We observed that our stimulus, that was meant to be a deterrent for
fast eating, was sometimes perceived as interesting or fascinating
leading to behaviour intended to trigger the stimulus.

We were able to change the flavour experiences with installa-
tions that create cross-modal stimuli. Projecting a coloured an-
imated shape on a food item, in this case yoghurt, changed the
taste. The taste of yoghurts that were presented with red/rounded
still visuals were rated as more sour than when presented with
green/angular stills, but when the visualizations were animated (i.e.
fast motion) this effect reversed: when yoghurts were presented
with green/angular animated visuals the yoghurts were rated as
more sour than when they were presented with red/round animated
visuals. Results from our lab study, see [1], showed that mixed
reality technology in the form of projection mapping offered unique
ways in which the taste perception of food items could be influenced,
in this case through carefully designed animated visualizations. The
implication is that mixed reality technology can be utilized to sys-
tematically investigate taste associations and taste perceptions. This
multi-modal approach could not only result in fascinating installa-
tions and food experiences, but could also shed further light on the
multi-modal perception of flavour.
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Sound-enhanced Gustatory Experiences and Technology 
 

 
Abstract 
We discuss whether sound can add value to people’s tasting 
experiences. The results presented here may be a source of 
inspiration for experience designers in the food industry wanting 
to add value to food/beverage products and/or to enhance 
multisensory tasting events. The available new technologies 
allow people to use sound as an input for moments associated 
with our eating and drinking habits. Here, we review three 
studies that used chocolate as taste stimulus. In general, the 
results revealed that sound can, in some cases and in different 
ways, modulate the taste/flavor of food (i.e., sweetness, bitterness, 
creaminess). These results also suggest that popular songs and 
soundscapes can add significant hedonic value while tasting. We 
discuss our results in light of new technologies (e.g., virtual 
reality), which offer both companies and consumers potential 
means for bringing customized multisensory eating and drinking 
experiences. We also discuss how this knowledge could be further 
applied – and perhaps improved – in order to make these 
experiences more scalable and applicable for the general public. 
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methods�  User interface design 
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1. Introduction 
Research has shown that the sounds that accompany our eating 
and drinking habits can affect the way in which we perceive tastes 
and flavors (see [30,32,33] for reviews). Think, for example, of 
the sounds that derive from mastication (e.g., crisp, crunch), the  
 

background music used in a restaurant, or the loud noise that 
sometimes goes hand-in-hand with street food. Indeed, the 
reverberation time of a room and/or the level of background noise, 
both acoustic parameters that can define the quality of an auditory 
space (see Astolfi & Filippi 2004; [8]), have an effect on people’s 
gustatory experiences. Such features could potentially modify the 
perception of food/beverage attributes as well, such as, for 
example, bitterness (e.g., [5,29,37,41]; see [31], for a review of 
the influence of noise on food and drink perception).  
Many food experience designers and chefs, among other 
professionals working in the food industry, now look into the 
recent scientific advances in multisensory flavor perception as 
source of inspiration while developing novel experiences and 
products for their customers ([18,22,25,26,27]; see [38] for a 
review). Sound, for example, can add significant value (both 
sensory and hedonic) to the consumer’s overall multisensory 
eating/drinking experience (e.g., [23,24,28,29,24,35]; see [32] for 
a review). With this idea in mind, we summarized the latest 
research led by the first author of this manuscript, whose studies 
have looked at the influence of sound on the perception of 
chocolates’ taste/flavor.  
Given the wide variety of applications of such research, we 
believe that it is also important to consider the role of new 
technologies as platforms for multisensory food and drink 
experience design, in particular, when they relate to sound 
[11,13]. Given the recent technological advances as well, 
researchers are thinking of, lets say, ‘digitizing’ all the senses 
[14], designing mixed-reality food and drink experiences [39], and 
capitalizing on the marketing applications that these technologies 
may offer for the food and drink industry [15]. In that sense, the 
customization of multisensory experiences for the consumer is 
around the corner. We believe that, in the future, we will observe 
products that come with customized multisensory experiences in 
mixed/virtual reality, customized music playlists, and 
multisensory immersive dining experiences, among others.  
In order to design meaningful multisensory tasting experiences, 
one first needs to better understand the role of sound while we 
taste. For that purpose, we first review three studies, where 
chocolates were used as taste stimuli, and songs/soundscapes were 
used as auditory stimuli. In the first study, customers evaluated a 
chocolate’s taste under four different multisensory conditions. The 
shop’s own soundscape and a pre-recorded piece of popular music 
were used as sonic stimuli. In the second experiment, the 
participants paired three soundscapes with three chocolates (on a 
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bitter-sweet dimension). The impact of the soundscapes on the 
participants’ ratings of the chocolates’ taste was also analyzed. In 
the third experiment (still under peer review), two soundscapes 
were produced to be congruent with creaminess and/or roughness. 
Here, the soundscapes were ranked in a rough-creamy scale by a 
control group, and later experienced by another group of 
participants, that ate chocolates while listening to them. The idea 
behind this manipulation was to assess their potential modulatory 
effects on the chocolate’s flavor.  
After presenting the aforementioned studies, we discuss the role 
of new technologies in sound-taste/flavor experiences, and 
introduce applicable future work, mostly related to blending the 
latter insights with state-of-the-art technology, such as algorithms, 
gadgets, virtual reality, and/or wearable sensors.  

2. Enhancing the subjective value of tasting 
experiences by means of sound-taste 
correspondences  
This study, investigated, for the first time, whether participants 
would be willing to pay more for a chocolate that comes with its 
own customized soundscape [21].  
The chocolate sample used as taste stimuli was developed based 
on an existing Belgian praline that is part of Dominique 
Persoone’s collection - the reference praline is named ‘Brasil’1. A 
fragment of “Vem Morena, Vem”, a composition by the Brazilian 
artist Jorge Ben4 (produced by Armando Pittigliani, Philips, 
Universal, re-mastered and re-released by Polysom in 2012), was 
chosen as the song to be used as one of the sound stimulus of this 
experiment. Note that the name of the chocolate, title, and origins 
of the used song were undisclosed during the experiment, in order 
to avoid bias. The second auditory stimulus used in this 
experiment was the ambient soundscape of the production kitchen 
of this chocolate shop. 
A within-participants experimental design was implemented. 
Participants responded to a number of questions before and after 
eating the chocolate in one of the four experimental conditions 
that they were assigned to. In the first condition (A), the 
participants tasted the chocolate while listening to the song, 
without extra information about the stimuli being presented. The 
second condition (B) involved tasting the chocolate while 
listening to the ambient soundscape of a production kitchen. The 
participants in the third condition (C) ate the chocolate while 
listening to the song. In this condition, the participants were also 
told that this song had been the chocolatier’s source of inspiration 
for the creation of the chocolate sample that they were about to 
taste. For the fourth condition (D), the participants ate the 
chocolate while listening to the song, and they were told that the 
song had been chosen by a team of scientists due to its enhancing 
effect on the chocolate’s taste.  
                                                                    
1 This praline consists of a colored mass based on white chocolate, 

together with a mixed filling of lime jelly and coriander ‘ganache’ (Link 
to visual aspect of chocolate: 
http://www.thechocolateline.be/en/chocolates/product/brasil-2; 
Retrieved on April, 2016). 

 
Table 1. Ratings (Means and SD) before and after tasting the 
chocolate. Values in bold were reported after the participants had 
tasted the chocolate. If comparing the answer to the pre-questionnaire 
‘tastiness’ item with their ‘liking’ while eating (post-questionnaire), 
revealed statistically significant results for each condition, when 
considered individually (p < .05). The corresponding statistical 
analysis is based on a comparison of means between the related 
groups (paired samples t-test, using SPSS). Table source: [21], open 
access. 
 

 
 
 
 
Table 2. In conditions A and B, the participants were willing to pay 
approximately 10% more for the chocolate when listening to 
customized sonic stimuli. In condition C, they were willing to pay 
almost 20% more for such an experience. A comparison of means was 
obtained to assess the difference of prices between the willingness to 
pay prior tasting and conditions A-D, individually. Significant 
differences were found for all cases for p < .05 (pPA = .014, pPB = .018, 
pPC = .001, pPD = .002). Table source: [21], open access. 
 
 

 
 
 
 
 
 

 

 

 

 

 

 

 

 

 

 

 

 
 
 
 
 
 
 
 

 Mean and SD of liking, per 
condition 

 A B C D 

Pre-tasting 3.8 
(1.5) 

4.6 
(1.6) 

4 
(1.5) 

3.9 
(1.4) 

Post-tasting 4.9 
(1.5) 

5.3 
(1.6) 

5.4 
(1.3) 

4.9 
(1.4) 

Willingness 
to pay, per 
condition 

Pre-
tasting 

A B C D 

Mean (SD) 0.59 
(0.16) 

0.65 
(0.20) 

0.65 
(0.20) 

0.71 
(0.20) 

0.61 
(0.20) 



 

 
The results of this study revealed that the participants liked the 
chocolate significantly more after than before tasting it (see Table 
1). They reported being willing to pay an average of 0.59 before 
trying the chocolate (average of the four conditions). The average 
price – again, of the four conditions – after having had the 
multisensory experience was 0.65 euros, and in condition C it was 
0.71 euros. The price difference across conditions was significant 
(see Table 2). The perceived taste of the chocolate (assessed by 
means of sweetness, bitterness, sourness, and saltiness scales) did 
not vary as a function of condition. Moreover, the participants that 
experienced Condition C gave the highest liking ratings after 
tasting. In this same condition, the differences between the ratings 
prior to and after tasting were also the highest (Mean before = 4, 
SD =1.5; Mean after= 5.4, SD = 1.3). Summarizing, the 
participants in Condition C, that is, those participants who had 
been told that the song was used as the source of inspiration by 
the chef, where the ones that liked the chocolate the most after 
eating it, and were also the ones who were willing to pay the most 
for the multisensory experience.  
 
 

 

 
Based on the results of this study, it is possible to say that people  
may be willing to pay more for a gustatory experience that comes 
with its own soundscape. Therefore, those companies that may be  
willing to pay for the development of technological multisensory 
dining experiences should be aware that there might already a 
public that is willing to pay for this.  

3. Assessing the influence of music in 
multisensory tasting experiences  
The first part of this study evaluated the way in which participants 
matched three different songs with three different chocolate 
samples (pre-test) - one sweet (SC), one bitter (BC), and another 
in between (MC) (see [20], for complete report). In the second 
part, we analyzed whether listening to each of these songs would 
modulate the perceived taste of the aforementioned three types of 
chocolates. The chocolates were also tasted in silence, and the 
effect of the soundscapes was compared with this data as well. 
The soundscape (sound stimuli) used here were produced to be 
congruent with each of the three available chocolate samples (a 

 

Figure 1. Sound-based modulation of taste for the sweet+ and bitter chocolates - considering the three soundscapes. Panels A and B follow the 
chocolate/ soundscape pairing found in the group average. In C and D, the data were reorganized based on the pre-test results, in which the 
participants made their own pairs. Thus, in A and B the soundscapes are always the same for each chocolate, for every participant. In C and D what 
the theoretical baseline pre-defined as a sweet soundscape could be sweet, medium or even bitter, depending on the participant. The asterisks 
highlight a significant difference between the conditions (p<.05). All resultant means fall between '-1' and ‘1’. Therefore, for a better visualization, 
the scale of the figure’s axis has been limited (Rates based on 7-point Likert scales). Figure’s source, [20]. 
 



sweet soundscape ‘SS’, a bitter soundscape ‘BS’, and a medium2 
soundscape ‘MS’). For their production, [10] acted as baseline, 
followed by the music samples produced for [3]3.  
A control group rated, as expected, the SS as the sweetest, the BS 
the most bitter, and the MS falling in-between the other two. As 
taste stimuli, the participants in [20] tasted the three types of 
chocolate. These samples were prepared under the supervision of 
Dominique Persoone (www.thechocolateline.be). During the 
study, the participants could not see the shape and color of these 
chocolates.  

These results revealed that most of them (approximately 83%) 
matched the bitter chocolate with the BS. However, most 
participants matched either the SS or MS with the sweet and 
medium chocolates. The participants also rated how good they 
thought the combinations they chose felt. Only 4% of these 
combinations were rated as “bad”.  
The main experiment (test) assessed whether these soundscapes 
would modulate the perceived taste of the chocolates. It was 
anticipated that the soundscapes would make the chocolates taste 
more or less bitter/sweet as a function of the soundscape played in 
the background. The results obtained were consistent with what 
was expected, especially for the bitter chocolate (see Figure 1 for 
details). When comparing the data organized considering the 
individual matches versus the group averages4, we were able to 
document one case in which the modulation effects of the 
soundscapes on taste went in opposite directions. In particular, an 
increase in sweetness was observed when considering the group 
average (MS/BC, Figure 1, panel B), whereas a trend toward 
increased bitterness was noted when considering the individually-
matched one (SMS/BC, Figure 1, panel D). 
The analyses revealed significant differences between music 
conditions only for the bitter chocolate sample (see asterisks in 
Figure 1). Figure 1 shows that the chocolate was perceived as 
significantly sweeter under the influence of SSS versus tasted in 
silence (Panel D, asterisk top right). Furthermore, there was a 
significant difference in the perceived taste of the bitter chocolate 
when tasted while listening to the SSS versus the SMS and SBS 
(Panel D, asterisks on the left). Finally, we observed a significant 
difference between the taste ratings of the MS versus the BS 
(Panel B). The reason for more conclusive results regarding the 
bitter chocolate may be related with the fact that the participants 
were not able to distinguish clearly between the sweet and 
medium chocolates5 (as the results of the pre-test showed).  
In conclusion, soundscapes can have an enhancing effect on the 
perceived taste of a chocolate sample. Ambient sound can 
                                                                    
2 By medium, we mean a stimulus somewhere in between the most bitter and the sweeter stimuli. 
3 Some guidelines concerning taste/sound associations emerged as follows: high-pitched 

“bubbling” sounds for sweetness; low resonance filters for bitterness; and a narrowed frequency 
bandwidth for the medium song. In a control test, the participants’ evaluation of the musical 
selections went as anticipated with the results of the preliminary study (Link to the songs 
http://sonictaste.weebly.com/blog/music-can-influence-tasting-experiences;  retrieved on March, 
2016). 

4 By individual matches, we refer to the data that considers the song-chocolate pairs that the 
participants made in the pre-test (namely, SSS, SMS, and SBS). By group average, we are 
referring to the data organized considering the bitter, sweet, and medium songs as always the 
same (the ones that were produced, following the theory, to be congruent with bitterness, and so 
on; namely SS, MS, and BS). 

5 Note that, due to this fact, it was decided to collapse the SC and MC into a single category next to 
the BC, namely sweet chocolate+ (SC+)(see Figure 1). 

influence taste judgments, and potentially provide useful insights 
concerning the design of multisensory tasting experiences. Such 
effects may be even more salient if each participant is allowed to 
individually customize its own sound-taste experience. When 
thinking about technological applications, sound-taste matching 
algorithms might be developed, for example, in music playlist 
customization. Consider being able to choose, from your own 
musical preferences, which songs would be better to be heard 
while drinking, for instance, red wine versus white wine, 
cocktails, whisky, beer, etc. 

4. Using music to modulate the perceived 
creaminess, and taste attributes of chocolate  
As showed above, a spate of recent studies has been asking 
whether sound can enhance basic taste attributes (i.e., sweetness, 
bitterness, sourness, etc.). Moving forward, now there is a 
growing interest on determining if sound can influence other 
flavor attributes as well, such as those which relate to oral 
somatosensation. Whereas it is known that the sounds that derive 
from mastication can be modified to augment and/or reduce 
specific food-related textures (e.g., [42]), less research has been 
conducted on the influence of non-mastication sounds on food 
texture perception. For example, would the presentation of sounds 
(that are not necessarily related to eating/drinking) nevertheless 
still make food/drinks be perceived as more/less crispy, crunchy, 
creamy, or carbonated? Research suggests that it may be the case 
[32]. 
In this study, we hypothesized that soundscapes can have a 
perceptual effect on the perceived creaminess of chocolate (see 
[28]). The participants tasted and rated the same chocolate twice, 
each time under the influence of one of two soundscapes. One 
soundscape was designed to enhance the perceived creaminess, 
and the other to have an opposite effect. The production of these 
soundscapes was based on previous literature. For instance, we 
considered the results of a study by [4] as potentially providing 
some musical guidance. They addressed musical parameters, such 
as pitch, loudness, timbre, and how their interactions affect 
auditory–tactile metaphorical mappings. For example, they found 
that a flute’s timbre, was rated as smoother than the violin’s 
timbre, which, when compared to the flute, it has a more complex 
sound in terms of harmonics.  
As baseline for the sound production, we considered that 
soft/smooth sounds are usually correlated to long-consonant-
legato notes. In contrast, hard/rough sounds are most likely 
represented by short-dissonant-staccato notes6. As a result, the 
first soundscape (produced to be congruent with creaminess, 
namely the ‘Creamy soundscape’) is a loop-ascending scale of 
consonant-long flute notes, mixed with large hall reverberation. 
The second soundscape (namely the ‘Rough soundscape’, 
intended to have an opposite effect when compared to the Creamy 
soundscape) is a loop-ascending scale of three blended dissonant-
dry pizzicato short violin lines. The results of a control test 
                                                                    
6 For example, in [4], higher – and louder – pitches/notes were rated as rougher/harder. Moreover, 

violin sound was rated as rougher/harder and drier as compared to flute. 



revealed that the participants were able to classify both 
soundscapes as expected.  
Two bitter chocolate formulas were prepared for this study (basic 
ingredients: cocoa mass, sugar, cocoa butter and natural vanilla 
flavor). One formula had 71% cocoa content and the other 80%. 
Furthermore, each formula was presented in two different molds 
(one with round features and the other with angular/asymmetrical 
features). Therefore, in total, four different chocolate samples 
were available, one for each of the four groups of participants. 
Note that all of the chocolate samples had the same dark brown 
color, and similar volume (approximately 2.5 cm3). 
The participants tasted and rated two identical chocolates 
(unfamiliar to them) in two trials, each time listening to one of the 
two soundscapes (all rates based on 7-point scales). The 
independent variables for each experiment were sound condition, 
chocolate shape, and cocoa content. The dependent variables were 
the ratings that the participants made for each trial. The 
soundscapes were presented in a counterbalanced order. 
The results revealed that the soundscapes had the predicted effect 
on the perceived creaminess of the chocolates. In particular, the 
creamy soundscape significantly elevated ratings on creaminess 
and sweetness, when compared to the rough soundscape which 
had an opposite effect on creaminess, and enhanced the perceived 
bitterness (see Figure 2). The participants also reported having 
liked the creamy soundscape significantly more than the rough 
soundscape, from which we might presume that the greater 
enjoyment of the creamy soundscape could have enhanced both 
the perceived sweetness and creaminess of the chocolate (see [2], 
on the notion of sensation transference). 

The fact that people liked one soundscape more than the other did 
not affect their overall enjoyment of the chocolates. So far, similar 
studies have reported that soundscapes tend to have an enhancing 
effect in terms of the hedonic and sensory ratings of food and 
beverages (cf. with [24], that worked with chocolate pralines; and 
with [9], that worked with ice cream). One possible explanation 
here is that the chocolates used in our experiment were pure 
chocolate formulas. Thus, people are very familiar with such 
chocolates and probably have a firm idea on how much they like 
or dislike them. So, in this case, the enjoinment of the chocolate 
could be less susceptible towards the effects of music.  
These results demonstrate that sounds can, in some cases at least, 
influence the perception of the food without altering its hedonic 
experience, regardless of their preference for the sonic stimuli. 
Here, it is also important to consider that the robustness of these 
results allow us to conclude that the soundscapes that were 
produced for this study can be considered as baseline for future 
similar assessments.   
Nevertheless, one limitation of this study deserves to be assessed 
as future work. Principally, it is difficult to conclude whether 
there is only one, or perhaps several mechanisms underlying 
sound-chocolate associations. It would appear that there are a 
number of explicit crossmodal sound-flavor correspondences, 
driven mainly by the salient musical attributes of each 
soundscape. However, some may argue that the present results 
hinge on some form of sensation transference effect rather than 

reflecting a ‘true’ crossmodal correspondence effect (see [2] for 
an overview on sensation transference; see [10], for an overview 
on crossmodal correspondences). Still, most of the musical 
attributes used in this study were chosen on the basis of contrast 
(think of consonant versus dissonant harmonies, reverberant 
versus dry ambiances, and so on). For that reason, a plausible 
assumption would be that most people (especially the ones 
without musical training) would prefer to listen to consonant 
harmonies over dissonant ones. Therefore, assessments such as 
this one will most likely be constantly conditioned by the 
individual preferences of each participant. 
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The different studies summarized here have clear applications in 
our daily lives. Consequently, we believe that these insights could 
blend with state-of-the-art technology (i.e. algorithms, gadgets, 
sensors, etc.). An extensive analysis (including potential 
examples) on foreseen applications that may derive from the 
knowledge exposed in the previous sections are further discussed 
in Section 5. 

5. Future work - Blending sound-taste 
experiences with state-of-the-art technology  
We will now focus on the role of new technologies as means for 
multisensory food and drink experience design, in particular, 
when they relate to sound. Potential applications are discussed 
below. 
 

Figure 2. Participants’ mean ratings (based on 7-point scale). For 
each attribute, the left column corresponds to Rough soundscape 
ratings, and the right column to Creamy soundscape ratings. Error 
bars indicate standard error. Asterisks ‘*’ indicates a significant 
difference - at p = .010 -, between Rough soundscape and Creamy 
soundscape ratings. 

 



5.1 Sound-taste algorithms 
The experiments summarized above tells us much about the 
potential of sounds while developing multisensory tasting 
experiences (a practice that is also commonly referred as 
gastrophysics7). So far, we have been able to show systematically 
that it is possible to produce music that modulates the perception 
of taste attributes in foods and drinks [3,20,23].  Furthermore, a 
few reports have suggested that it may also be feasible to 
characterize existent songs - that were not produced with 
gastrophysics in mind - in order to predict its potential modulatory 
effects on tastes and flavors, by analyzing their spectral, musical, 
and psychoacoustic features [21,24].   
Now, what if we could use the aforementioned ability to 
characterize songs, while thinking about their potential 
modulatory effect on taste and flavor perception? We could, for 
instance, think of developing technologies that effectively classify 
existent music playlists associated with specific tastes and 
flavors? Imagine that, one day in the near future, you will buy a 
sandwich and, with it, there may be a Quick Response code (QR 
code) that will give you access to the ‘ideal’ song to be listened 
while eating the sandwich. On the one hand, it would be possible 
to offer such solutions to the food industry. Here, food designers 
could easily access songs/music to ‘season’ their eating and 
drinking experiences, perhaps with the aim of enhancing a 
specific taste attribute on simply making the experience more 
enjoyable.  
Moreover, the same type of classification can be directly 
implemented for user experience purposes (i.e. as a plugin 
available as part of online streaming services, such as Spotify or 
Apple Music8; both offer developer kits). Personal playlists could 
be classified as a function of tastes/flavors. Customers could be 
aware, from their own musical preferences, which songs are more 
suitable while drinking, for instance, red wine versus white wine, 
cocktails, whisky, beer, etc. Given the wide range of musical and 
food preferences, it seems reasonable to explore means for 
customization.  
Finally, the same classification system, which involves music and 
foods/drinks, could be offered to musicians who are producing 
music to be used in experiences based on Gastrophysics. They 
could know, potentially in real-time, that the songs that are being 
produced may have specific enhancing effects on taste and flavor 
attributes. Given that music has a direct influence on the 
emotional state of listeners (see [2], for an overview on sensation 
transference), we can presume that the usage of a song that is part 
of a person’s favorite playlist could have more salient 
multisensory perceptual effects, when compared to another song 
that is, perhaps, unfamiliar to the same listener.   
It is worth mentioning that people already create playlists for their 
food experiences. For example, when you search for the word 
“chocolate” in sound streaming music apps (e.g., Soundcloud, 

                                                                    
7  Gastrophysics is an emerging scientific discipline that employs a wide range of the theoretical, 
simulational and experimental biophysical techniques to study the empirical world of cooking and 
gastronomy [12].  
8 https://developer.spotify.com/ (retrieved on February/2016); http://www.apple.com/music/ 

(retrieved on February/2016) 

Spotify), you will most likely find multiple playlists that people 
have created for eating situations that involve chocolate. This may 
also be extended to foods and other beverages, such as barbecue 
(BBQ), pizzas, wine, beer, etc. These music streaming services 
offer researchers the opportunity to computationally analyze the 
way in which songs are classified as a function of food.  Perhaps, 
as a first exploratory assessment, one could start by assessing 
which songs come up more often when searching for specific 
foods or drinks, and then conduct some machine learning (or 
similar) analysis for sonic parameters, and so on. For instance, if 
we search for ‘white chocolate’ in Apple Music, what would 
appear more often? Why would this be the case? 
 
5.2 Sound-taste mixed/virtual reality 
Sonic and visual stimuli are the most common sensory inputs that 
the available virtual reality environments rely on (or, at least, 
these two are the ones that are being most extensively studied and 
developed). Nevertheless, there is research that intends to work 
with taste as well. Some time ago, an ‘electronic tongue’, an 
instrument that is able to measure and compare tastes, has been 
developed [41]. Most recently, similar technologies are being 
studied with the intention of reproducing taste attributes directly 
into the brain, by means of electrical signals applied into the 
tongue [17]. What this means is that, eventually, taste could 
become part of virtual environments and, hence, sound-taste 
correspondences may also be exploited as an attractive added 
value inside mixed/virtual reality solutions. Furthermore, 
food/beverage companies (such as Coca-Cola and McDonalds), 
are already offering virtual reality solutions based on 
packaging9,10 (packages that turn into cardboard-like virtual reality 
headsets), from which we could deduce that these companies may 
already have a strong interest on the potential development of the 
type of application that we are discussing here. We believe that 
one potential direction that companies will be taking in the years 
to come concerns the design of specific multisensory experiences 
in virtual reality to accompany food and drink products. 
Moreover, Reinoso Carvalho et al. [24] reported an online study, 
where participants had to associate different sounds with food 
types. The results showed that, most of the times, the participants 
were able to consistently match one favorite food type with a 
given sonic stimulus. These preliminary results could be used as 
source of inspiration for the development of experiences where 
different background soundscapes may be used in order to 
potentially influence decision-making while ordering food in 
restaurants and catering facilities. For instance, people may feel 
commonly tempted to eat unhealthy food. What if a beach 
soundscape could gently lead customers to rethink their choices, 
while selecting from several food/beverage options? Now, think 
of this type of experiences in, for example, mixed/virtual 
environments, where people could purchase food virtually, while 
stimulated by immersive soundscaping techniques.  

                                                                    
9 Retrieved from http://mashable.com/2016/03/02/coca-cola-vr-cardboard/#TW65473RjSqE (May, 

2016) 
10 Retrieved from http://mashable.com/2016/02/29/vr-headset-happy-meals/#8OtR.JH5jiqT (May, 

2016). 



5.3 Sensors as part of multisensory tasting experiences  
Two previous studies [19,25] presented acoustic-wireless sensor 
networks (AWSN), as a breakthrough technology for 
audio/acoustic applications, such as sound design. AWSN are, in 
practice, spatially distributed devices that uses sensor to, for 
example, monitor physical or environmental conditions. These 
networks could provide opportunities to sum real-time audio 
information into sound production techniques, and such usage 
could go even further. It could, for example, help on-field 
audiovisual producers to identify ideal locations and time frames 
for future high-quality on-location sound recordings. Part of the 
studies that have been reported in this manuscript require the 
production of customized soundscapes, which are able to blend, 
for example, music with real restaurant soundscapes, such as the 
sounds of people while eating and/or the sounds of cooking 
[21,24,32]. Although these methods do not specify the necessity 
of real-time audio streaming, with a AWSN implementation, 
eating/cooking sounds could be used as part of customized 
soundscapes. With such real-time techniques, one could work 
with different soundscapes in the same place (think of a lab 
equipped with Ambisonics or Wave field synthesis set-ups). This, 
in turn, would allow the implementation of, lets say, cross-cultural 
assessments, in which it would be possible to rely on natural 
soundscapes (potentially streamed in real-time) coming from the 
most different parts of the world.  
Another interesting application relates to the role of sensors in the 
context of calories intake control.  A recent study presented [1] a 
wearable system to monitor and recognize food intakes. An 
embedded hardware prototype collects food intake sensor data, 
which is captured by a microphone worn on the person’s neck, in 
order to precisely record acoustic signals while eating. These 
acoustic data is preprocessed, and then sent to a smartphone via 
Bluetooth, where food types are immediately recognized. Now, 
imagine such system interacting with the aforementioned 
algorithms (see Section 5.1), in order to consistently align 
personal music playlists with, again, experiences designed based 
on Gastrophysics. Such playlists could potentially interact with its 
user, producing the foreseen sound-taste interaction effects on the 
food that is being eaten, in real-time.  
 
6. Final remarks 
Based on the studies reviewed, it is clear that soundscapes/music 
can influence the perception of taste/flavor. As such, we suggest 
that sound can be used to enhance multisensory food and drink 
experiences. This, and also the fact that consumers are willing to 
pay significantly more for food accompanied by customized 
soundscapes, open up new doors for the scientific inquiry of 
auditory-gustatory interactions and for rethinking the way in 
which we consume food along with music. 
How can we explain the fact that sonic cues influence the way we 
perceive tastes and flavors? When thinking about how sound can 
modulate the perceived taste, it is not so easy to point to a single 
mechanism [36]. For example, crossmodal correspondences may 
influence taste and flavor perception via psychoacoustic features 
that match or mismatch tasting attributes, by drawing people’s 

attention towards such attributes [10]. However, soundscapes (or 
music) that we enjoy may trigger emotional effects that could be 
transferred to the experience of eating/drinking. Therefore, 
specific tasting cues may be particularly emphasized by our 
emotions ([23,28]; see [2], for a review on sensation transference). 
What is more, it has also been argued that a people’s mood can 
influence their olfactory detection abilities (e.g. [16]) and the 
perception over their experience of a gustatory stimuli [6,7]. In 
addition, any emotion that might be induced by music can have an 
attentional effect on the way people perceive taste. For instance, 
[9] recently reported that sweetness can be perceived as more 
dominant when people enjoy the music that they are listening to, 
while tasting an ice cream. On the other hand, higher levels in 
perceived bitterness seem to be triggered by music that people 
dislike. What is more, a bitter chocolate accompanied by high-
pitched sounds may be perceived as less bitter, making its 
consumption more pleasant - and potentially with less added sugar 
- for those who prefer sweeter tastes [23,29]. 
Finally, it is important to note that our studies so far involved 
ecological set ups, in order to make our results widely applicable. 
As future work, we believe that such insights could blend with 
novel technological solutions (i.e. algorithms, gadgets, sensors, 
etc.) in order to potentially bring this knowledge into our daily 
lives. This way, chefs, the food/beverage industry, and people 
from the general public in general, could further rely on sound-
taste correspondences in order to customize and enhance their 
own individual (or group) eating/drinking experiences. 
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ABSTRACT 
This paper discusses two main features of flavour perception, 
namely its unity and complexity occurring at different levels of 
our cognitive system – multimodal phenomenal experience and 
underlying information processing. Exploring these issues is 
important for providing a holistic account of tasting flavours that 
is both empirically and phenomenologically sensitive. In addition, 
it yields significant clues to multimodal nature of perception and 
consciousness in general. 
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1. INTRODUCTION 
Different things may be meant by ”perception”. In order to avoid 
misunderstandings it is useful to differentiate two main ways of 
approaching perception. The view of perception as perceptual 
processing deals with different stages of information processing 
from sensory stimulation to perceptually based beliefs or actions 
(no matter if perceptual information is used at the personal or 

unconscious sub-personal level). 

In contrast, perception as perceptual phenomenology concentrates 
on conscious perception, i.e., perceptual experience, its various 
features and epistemological implications (Nanay 2016). 

The two approaches often come apart, but to understand the 
complex phenomenon that is perception, especially what kind of 
perceptual processing leads to what kind of perceptual experience, 
we should try to bring these views together. 

It seems that what may help the reconciliation between the two 
approaches to perception is to narrow down the research focus 
and work on one specific kind of perception and its 
characteristics, rather than to look for some common, universal 
features of perception. For instance, working on the specificities 
of flavour perception requires going beyond the introspection of 
conscious perceptual experience of tasting and considering 
empirical evidence of how sensory information relevant to flavour 
gets processed. 

2. THE MULTIMODALITY OF TASTING 
FOOD 
One of the recent interests in the science and philosophy of 
perception is the study of the multimodal nature of perception 
exhibited by intricate and heterogeneous interactions between 
sensory modalities, which can start at early stages of perceptual 
processing (Spence and Driver 2004; Watkins et al. 2006; 
O’Callaghan 2008; Mroczko-Wąsowicz 2016).  

Human-food interaction, in particular flavour perception is an 
example of multimodal perception par excellence, both at the 
level of phenomenology and processing. Food, as many other 
multisensory perceptual objects, can be perceived with more than 
one sense modality. Additionally, our experience of tasting food 
tells us that sensory attributes related to taste, smell, tactile 
texture, temperature, color, and sound often co-occur and 
influence each other.  

In the act of tasting something we experience a blend of sensory 
features, we experience flavours. Although we ordinarily call it 
‘taste’ assuming a unisensory basis of this experience, this is a 
complex interaction effect of gustatory, olfactory, tactile, and 
trigeminal inputs which are conjointly perceived and combined 
into an integrated flavour percept, a unified flavour experience 
(Auvrey and Spence 2008; Yeomans et al. 2008; Spence, Auvray, 
and Smith 2015; Smith 2015).  
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3. THE UNITY OF FLAVOUR 
PERCEPTION 
The unity associated with a flavour experience arises without any 
special cognitive efforts of reflecting on different sensory parts of 
the experience. This is due to their (multisensory) integration at a 
lower sub-personal level of processing (Bult et al. 2007; Spence 
2012; Smith 2015). 

While instances of successful multisensory integration facilitated 
by spatio-temporal, semantic, or sensory congruence are not 
always accompanied by unified multimodal experiences, flavour 
binding gets clearly manifested in multisensory conscious 
episodes (Deroy 2014; Deroy et al. 2016; Smith 2015).  

There are two main conceptions of multisensory integration. 
Accordingly, cross-modal cases can be interpreted in two ways, 
causally or constitutively. The causal thesis claims that input in 
one modality has a causal impact on experiences in another 
modality. The multisensory nature of sensory integration is then 
limited to processing the relevant perceptual input. It is 
multisensory only in this minimal sense because the resulting 
perceptual representations are just conjunctions decomposable 
into consciously independent, unisensory components. In contrast, 
the constitutive thesis states that the multisensory nature of 
sensory integration extends beyond perceptual processing to 
perceptual representations that are intrinsically multimodal and 
fundamentally unified states, i.e., they cannot be fully 
decomposed into independent unisensory elements (Bayne 2014). 

In flavour perception, the relationship of olfactory input to 
gustatory experience seems to be constitutive not merely causal. 
Since flavours consist in olfaction, we cannot enjoy tasting food’s 
flavours when having impaired smell during a severe cold. On the 
contrary, the contribution of auditory input to gustatory 
experience may be just a matter of causal influence, e.g., when 
hearing the sound of crunching makes potato chips taste crispier 
and apples fresher (Zampini and Spence 2004, 2010). It seems it 
is merely a causal relationship because a lack of auditory input 
would not stop us from tasting the food’s flavours. Generally, not 
everything that affects our flavour experience is a constitutive part 
of flavour, e.g., environmental lighting and sound, the perceived 
weight of the food, as well as hedonic values we assign to the 
food we like or dislike (Smith 2013b). Although these are testable 
predictions, still more work is needed to confirm the assumptions. 
Certainly, it is important to distinguish the overall 
phenomenology of eating, including evaluative, cognitive, and 
sensory aspects from the pure flavour phenomenology. 

The outcome of multisensory processing in the case of flavour 
perception is not a mere sum of co-occurring independent 
unisensory contents, but rather an inherently multimodal unified 
whole that cannot be parceled out into modality specific 
components. Experiences of flavour are genuine cases of unified 
multisensory consciousness since the emerging new quality of 
flavour could not be experienced just by a conjunction of 
unisensory contents. The single unified experience of a flavour 
comes into existence through the multimodal integration of 
chemical senses and touch; it is a joint result of their interaction. 
As its sensory elements combine outside of consciousness, we 
experience flavour holistically without a mereological part-whole 
structure. This can shed some light on the characterization of the 
basic units of conscious perceptual experience, of the building 
blocks that feature in multisensory perception as perceptual 
phenomenology (Bayne 2014). 

4. THE COMPLEXITY OF FLAVOUR 
PERCEPTION 
The above discussed unity of flavour experience is likely 
responsible for our failing to recognize the high complexity in the 
acts of tasting food.  

As Barry Smith states, “Taste has been unjustly neglected in the 
philosophy of perception, largely as the result of the failure to 
recognize the complexity of tasting experiences. This complexity 
has been brought to light through research by sensory scientists, 
which offers philosophers the opportunity to reexamine traditional 
thinking.” (Smith 2013a: 731) 

Usually we are not able to separate particular components of a 
flavour experience. This inability to phenomenologically 
decompose a flavour into its constitutive elements – especially to 
separate gustation and retronasal smell - leaves us with a single, 
unified percept of a flavour (Smith 2013b).  
The reason why the complex nature of flavour perception is 
neglected, is that one of the main components of this aggregate – 
retronasal olfaction – goes missing and cannot be consciously 
acknowledged in the phenomenology of  tasting. This is related to 
the phenomenon of oral referral. It contributes to the everyday 
confusion between taste and smell so that people are not sure 
which of their senses have actually been stimulated and which 
sense really provides the information that is bound together in 
flavour percepts and localized together to the mouth. The 
phenomenon can also be characterized as an inability to 
voluntarily attend to olfactory component once it gets integrated 
into a flavour object/Gestalt due to attentional capture by salient 
gustatory stimuli (Lim and Johnson 2011, 2012; Stevenson et al. 
2011a, 2011b; Spence 2016). As a result, people find it very 
difficult to attend selectively to food-related olfactory stimuli 
following their oral referral to the oral cavity (Ashkenazi and 
Marks 2004). 

Also, in many cases we do not notice the temporal dimension of 
tasting flavours. We fail to recognize that flavour perception is a 
compound and unfolding process, i.e., a series of stages with a 
dynamic time course influencing the phenomenal quality of 
flavour (Piggott 1994; Smith 2013a). This means that different 
flavours are perceived at different places in the mouth across the 
time of food consuming. This sequence of events shapes our 
assessment of things we eat and drink, whether we like them or 
not as well as which details we detect in different phases of 
tasting. 

Finally, there are some other extra factors able to modify our 
experience of tasting food. Though they do not belong to the 
necessary and sufficient constitutive elements of flavour, they still 
have a significant causal impact on the overall phenomenology of 
human-food interaction. These are the features of cognitive 
phenomenology and embrace cognitive, evaluative, and affective 
aspects that accompany the hedonistic side of this specific 
interaction (cf. Bayne and Montague 2011). 

5. IMPLICATIONS FOR 
UNDERSTANDING THE EXPERIENCE OF 
TASTING FLAVOURS 
Since flavour perception exhibits two main features, viz. unity and 
complexity, one may wonder what the ultimate nature of flavour 
perception actually is and how to understand flavour experiences. 
This question can be further complicated by asking whether 
flavours are mainly psychological constructs, subjective 



sensations produced by our brains when we eat or drink (Prescott 
1999; Shepherd 2012; Small 2012), or rather experiences of 
certain objective properties of substances such as foods and 
liquids (Smith 2013b). On the subjectivist view, tasting flavours is 
not one of the higher distal perceptual senses like vision or 
audition, which deliver knowledge about the external world and 
its properties. It is one of the lower inner senses giving us 
information about ourselves and our individual responses to the 
items we consume. On the objectivist view of tasting flavours, 
flavours are properties that foods or liquids possess and we are 
able to perceive these properties by tasting. This way we can gain 
knowledge of external objects, i.e., of things we eat and drink 
(Smith 2015).  

None of these conceptions seems fully capable to accommodate 
the main features of flavours and flavour experiences. A 
combination of them might provide key insights into the nature of 
flavour perception. Applying the traditional distinctions common 
in philosophy of perception between high and low senses, 
informing us about the properties of the outside world or about 
our bodily sensations, is not really useful. The same is the case for 
distinguishing between flavour perceptions and flavours per se. 
What is important for a comprehensive view of the holistic nature 
of flavour perception is to understand flavours as inseparable from 
our experience of flavours and to recognize that in flavour 
perception we deal with physical properties of something in the 
environment, features of different sensory systems involved in 
flavour binding, and phenomenal qualities of the arising 
multimodal experiences. 

Exploring these issues is crucial in order to provide an 
interdisciplinary account of flavour that is both empirically and 
phenomenologically sensitive. Combining both perspectives 
reveals that distinct components interacting together give rise to 
experiences of tasting a single but not simple flavour – an 
integrated flavour percept, or a unitary flavour object (Lim and 
Johnson 2012; Stevenson 2014). Such an intersensory Gestalt is 
an emergent multisensory property, that cannot be located in 
either of the component sense modalities but only as a result of 
their combination (Spence 2016; Spence and Bayne 2015; 
Spence, Sanabria, and Soto-Faraco 2007). Accordingly, flavour 
may be understood as a mereologically complex yet unified, 
constitutively multimodal sensory individual (cf. Nanay 2016; 
O’Callaghan 2016).  

This also means that we are not able to direct our endogenous 
attention selectively to each particular sensory modality 
contributing to this multimodal sensory individual, e.g., retronasal 
olfaction remains beyond our awareness (Spence 2014; Smith 
2013a). If so then in the case of flavour perception we cannot 
expect to be able to switch our attention between various co-
occurring unisensory components, which is generally supposed by 
the unisensory view of the structure of perceptual consciousness. 
In contrast, the multisensory view endorsing that consciousness 
contains experiences associated with distinct sensory modalities 
simultaneously can account for the conscious experience of 
flavour more adequately (see Spence and Bayne 2015 for the 
debate between the unisensory and multisensory views). 

Another consequence of the intricate concoction of flavour 
experiences is that they challenge philosophical theories that 
assume our senses transparently inform us about the character of 
our experience, theories that suppose we have a direct privileged 
access to our perceptual experiences and accurate first-person 
knowledge of their nature (Alston 1971; Shoemaker 1990; Gertler 

2003). Flavour experiences demonstrate that we may overlook 
some aspects of our perceptual episodes and even though they are 
conscious experiences almost immediately known to the subject, 
we can have neither phenomenal consciousness nor access 
consciousness of each of their components (cf. Block 1995). For 
these reasons, taking the multimodality of flavour perception 
seriously constraints what can be said about conscious perceptual 
experience. 
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ABSTRACT 
Everyday eating and drinking experiences involve multiple, 
interrelated, sensory inputs. However, when it comes to human-
food interaction design (HFI) research, certain senses have 
received more attention than others have. Here, we focus on 
audition, a sense that has received limited attention in such 
context. In particular, we highlight the role of food/drink-related 
eating sounds, as a potential input for human-food interaction 
design. We review some of the few systems that have built on 
such sounds within food and drink contexts. We also present a 
multisensory design framework and discuss how the systematic 
connections that exist between the senses may provide some 
guidelines for the integration of eating sounds in HFI design. 
Finally, we present some key prospects that we foresee for 
research in technology design in HFI. 
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1. INTRODUCTION 
It has been suggested that eating and drinking are some of the 
most multisensory experiences of our everyday lives [1,2]. Just 
think of your average snack or meal. The visual and olfactory 

characteristics of the food provide you with an initial idea of what 
you are about to experience. Then, you may use either specific 
tableware or perhaps your hands to eat it. The act of eating will 
take place in an environment characterized by specific visual (e.g., 
light or decoration) and sonic atmospheres (e.g., music or noise). 
Next, when you put the food into your mouth, you experience a 
complex psychological construct, namely, flavor. Flavor is 
generally defined as the combination of, at least, taste (e.g., sweet, 
sour, salty, bitter, and umami), which arises from the stimulation 
of the receptors of tongue, and retronasal smell inputs (smells 
processed orally), and perhaps other elements such as the texture 
and temperature [3]. In fact, whether or not the flavor construct in 
itself involves other sensory inputs is still an open question, 
though it is largely acknowledged that the other senses (e.g., 
vision, hearing) can, at the very least, influence the expectations 
associated with - and the experience of - foods and drinks [4]. 
That said, not all senses have received the same attention in this 
context. In the present article, we focus on one of such senses, 
namely, audition, and the potential that auditory inputs associated 
with eating offer in the world of HFI.  

The aim of this article is to highlight the potential role of eating-
related sounds in multisensory human-food interaction design. We 
argue that in order to successfully articulate these sounds in HFI, 
designers should focus on the different multisensory inputs 
present in a given experience, and should therefore build from the 
existing knowledge on multisensory perception. We start by 
describing the role of sound in eating and drinking. After that, we 
present some of the few technologies that have been designed to 
date that capitalize on eating-related sounds for HFI design. We 
then present a design framework based on earlier suggestions on 
synaesthetic design (e.g., [5,6]), that could be used as a guideline 
to exploit sound, combined with other sensory cues, in the context 
of multisensory HFI design. The idea here is that, in design 
contexts, the senses should not be approached separately or 
independently, but rather in combination whilst contemplating 
their systematic connections. As Haverkamp [7] puts it, the 
ultimate goal consists of “…achieving the optimal figuration of 
objects based upon the systematic connections between the 
senses” (p. 15). Following that, we present what we believe are 
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some key opportunities for research in technology design that take 
advantage of sound for the design of meaningful HFI. 

2. THE ROLE OF SOUND IN EATING AND 
DRINKING 
Many people seem to believe that audition is the least important 
sense when it comes to flavor perception [8]. However, research 
has started to demonstrate that sound is critical to both our eating 
and drinking experiences, as well as to the flavors that arise from 
them [9]. As we will see later, the sounds associated with a food 
or a drink item before we purchase them (e.g., TV ad, vending 
machine, cooking), the sounds derived from our interaction with 
such items (e.g., crunching, gulping, or smacking), but also the 
environmental noise or music that might be playing when we eat 
or drink, can impact our expectations and experiences of such 
items (see Figure 1, for some examples).  

 

Figure 1. Sounds are ever-present in HFIs, from the moment 
when we acquire and process the food (A), through our 
interaction with its presentation format, (B), to the moment 
when we eat it (C). The sounds that accompany such process 
can influence the expectations and perception of the food, but 
also our behavior towards it (D). 

A pleasant sonic atmosphere can make a meal more or less 
enjoyable [10], while the sound derived from chewing a carrot or 
potato chip can make a big difference in terms of how crunchy 
(and fresh) we may perceive it [11,12]. Even before we eat, the 
sonic cues that originate from the foods and drinks that we 
consume can already prime specific notions about their sensory 
and hedonic attributes. For instance, research has demonstrated 
that, on the sole basis of the sound that can be heard when a liquid 
is poured into a receptacle, people can tell whether the liquid is 
hot or cold. Such percept can also be modified by artificially 
changing the sonic properties of the pouring liquid [13].  What is 
more, research has begun to show that other sonic cues - such as 
the level of background noise - can modulate the perception of 
specific taste attributes (e.g., how sweet the food is). For instance, 
Yan and Dando [14] showed that noise can reduce the perception 
of sweetness and enhance the perception of umami. Perhaps 
unsurprisingly, many modernist chefs are now experimenting with 
sound as a new ‘ingredient’ in their experience recipe [12,13]. 
Whilst our understanding of the role of audition in the perception 
and experience of foods and drinks is still at an early stage, there 

has been a growing number of studies on the topic in the last 
decade or so (see [15], for a review). This has opened up a 
number of opportunities for technology design in the context of 
HFI. Nevertheless, research and development of design that 
capitalize on sounds linked with eating and drinking (e.g., 
masticating, ingurgitating, crunching, gulping, or smacking), in 
order to invent new, or re-designing already existing, food and 
drink experiences, has been rather limited. Eating-related sounds 
are critical to any eating or drinking experience as they can 
influence the perception of attributes such as crunchiness, 
creaminess, and carbonation, and influence the enjoyment of the 
food [8].  

3. FOOD AND DRINK ENHANCING 
EATING-RELATED SOUND-BASED 
SYSTEMS  
Whereas the notions of multisensory human-computer interaction 
(HCI), as well as multisensory HFI, have gained momentum in the 
last decade (see [18]), the usage/adaptation of sounds associated 
with eating, in combination with other sensory inputs, in HFI, has 
been somewhat limited [12]. Nonetheless, a few researchers have 
worked in augmenting food and drink properties by means of 
enhancing the auditory feedback associated with eating and 
drinking. 

For example, Hashimoto et al. [19] introduced one of the early 
systems design to augment drinking experiences based on the 
multisensory cues associated with drinking. “Straw-like User 
Interface (SUI)” (see Figure 2) allows people to virtually 
experience the process of drinking a beverage by reproducing the 
pressure, vibration, and sound that accompany the act of drinking 
(see also [20]). A system such as SUI may be an important step 
towards virtual food and drink experiences (see also [21]). 

 

Figure 2. A real (A) and a schematic (B) representations of 
“Straw-like User Interface (SUI)” [19]. Figure reprinted from 
“Straw-like user interface: virtual experience of the sensation 
of drinking using a straw," ACE’ 2006-Hollywood, California, 
USA, © 2006 ACM, Inc. 
http://doi.acm.org/10.1145/1178823.1178873. 

Koizumi et al. [22] developed one of the first systems to capitalize 
on mastication sounds in order to enhance the perception of food 
textures, as well as the overall enjoyment of the food. The 
“Chewing Jockey” (see Figure 3), utilizes a bone-conduction 
speaker, a microphone, a sensor to track the jaw’s movement, and 
a computer to control the sound that matches the process of 
mastication. These researchers designed two applications. In the 
first, a chewing game, participants would chew sweets and hear 
screaming sounds as they did so. Here, the idea was to make them 



feel that the gummies were living creatures in a horror movie-type 
experience. The second application was aimed at augmenting 
texture perception, and was based on previous research suggesting 
that the perception of crispiness of potato chips can be modulated 
by the sounds derived from mastication [9]. The authors 
concluded that the system was a promising tool for HFI, not only 
for the general public, but also for people with, for example, 
dental or oral-somatosensory dysfunctions. 

 

Figure 3. A schematic representation of the “chewing jockey” 
[22]. Figure reprinted from “Chewing Jockey: Augmented 
Food Texture by using sound based on the cross-modal effect," 
ACE’ 2011-Lisbon, Portugal, © 2011 ACM, Inc. 
http://doi.acm.org/10.1145/2071423.2071449. 

In another investigation, Kadomura et al. [23] introduced 
‘EducaTableware’, a computer-based system designed to augment 
eating and drinking experiences via some of the utensils that we 
use to eat and drink.  ‘EducaTableware’ involves two devices, 
namely a fork (or EaTheremin, see Figure 4A) and a cup (or 
TeaTheremin, see Figure 4B). Both devices use resistance values 
(e.g., resistance value of the food, biting time) to map/emit sounds 
during the process of eating and drinking. The aim of using such 
system consisted of encouraging better eating habits, in particular, 
among children. 

 

Figure 4.  “EducaTableware’s” EaTheremin (A) and 
“TeaTheremin” [23]. Figure reprinted from 
“EducaTableware: computer-augmented tableware to enhance 
the eating experiences," CHI EA '13-Paris, France. 
http://doi.acm.org/10.1145/2468356.2479613. 

4. MULTISENSORY DESIGN OF 
TECHNOLOGIES TO ENHANCE FOOD 
AND DRINK EXPERIENCES 
A common feature to the systems reviewed above is the fact that 
the sonic cues are never the only sensory input in their HFIs. In 
contrast, and as it is often common in eating/drinking 
environments, sound is just one of the many different sensory 
inputs involved in the experience. For that purpose, any system 
that design HFIs should consider the way in which different 
sensory inputs are combined, and/or influence one another, in 
order to evoke a specific percept or behavior. 

4.1 Factors that Influence the 
Correspondence between Sensory Features 
Indeed, one of the differences between a design approach in 
which each sense is considered independently or in multisensory 
fashion, lies on the kinds of questions that designers ask. For 
example, in the first approach one may ask “what is the optimal 
sound for a given food product?” whereas in the latter one may 
enquire “how does the food’s sound could enhance a given taste 
note?” (e.g., [24]). With this in mind, it is critical to take into 
account the different factors that have been shown to influence 
how our brain relates information from the different senses. Note 
that this section does not aim to provide a comprehensive review 
of such factors, but rather discuss some of them as they may guide 
the process of multisensory design. 

Figure 5 presents some of the elements that govern multisensory 
processing [17,25-27]. Elements such as the temporal (e.g., 
whether two signals happen at the same time) and spatial (e.g., 
whether two signals come from the same location) aspects of 
multisensory information are perhaps some of the most basic 
features that influence the correspondence between the senses 
[28]. In addition, it has been shown that sensory information that 
shares the same identity or meaning tend to correspond (namely 
semantic correspondence, e.g., [29]). This applies not only to 
individual objects (e.g., the sound of an apple bite and the image 
of an apple) but also for the contexts in which they are presented 
(e.g., perhaps the sound of Chopin does not correspond with the 
food of a fast food restaurant, whereas it may correspond well 
with a tea house, [30]).  

 

Figure 5. Levels of analyses for the design of multisensory 
experiences (e.g., [17,32]) 



Importantly, we also related information based on the 
compatibility of different cross-sensory features, or crossmodal 
correspondences. The concept of crossmodal (or synaesthetic) 
correspondences refer to the association that exist between 
features across the senses [31, 32]. In such associations, in 
contrast with semantic correspondences, when two features 
correspond (e.g., pitch and brightness), they often provide non-
redundant, complementary, information about objects in the 
environment. For example, it is known that people associate basic 
tastes with specific pitches, but also with complex sounds [33].  

Some researchers have suggested that there are four different 
kinds of crossmodal correspondences: (1) structural, (2) 
statistical, (2) linguistic, and (2) affective [27,34]. The first seems 
to arise from a basic common coding of stimulus features (e.g., 
intensity, see [35]) and the second as a function of the 
interiorization of the statistical constancies of the environment 
(such as pitch and spatial elevation, see [36]). Linguistic 
correspondences are related to metaphor; that is, in language we 
use terms from one sensory modality to describe attributes in 
another modality (e.g., describing odors in terms of musical 
parameters, see [37]). Finally, affective correspondences appear to 
result from a common ‘feeling’ evoked by the corresponding 
stimuli (e.g., as in music and colors, see [38]). These different 
kinds of crossmodal correspondences are not mutually exclusive; 
rather, they seem complement each other ([39]). 

Note that the different factors described above may not act 
independently, but rather, in conjunction during perception [39]. 
In that sense, whilst, for example, people may hear the sound of 
coffee being poured into a receptacle (via a vender machine), the 
sound derived from grinding the coffee beans might guide people 
to expect the taste of coffee (semantic correspondence). 
Moreover, the sonic parameters of the liquid being poured into the 
receptacle may guide people’s expectations about the creaminess 
or bitterness of the coffee (crossmodal correspondences). With 
these ideas in mind, although the focus of the present article is on 
the correspondence between eating sounds and the other senses, 
this design approach may well guide the creation of other 
multisensory experiences. 

4.2 Congruence or Incongruence? 
Whether different sensory cues may be used congruently or not 
(i.e., in terms of space/time, semantics, or correspondences) is not 
necessarily fixed and should be looked at the different moments of 
a given experience [40, 41, 42]. Figure 6 presents a schematic 
example. For instance, congruence between the senses can be 
approached before eating a cookie (Figure 6A), where people may 
be exposed to the visual, tactile, and sonic parameters associated 
with the cookie and its package. Such parameters can create 
specific expectations about the experience of consuming the 
cookie. But then the experience of eating, which comprises 
another moment of congruence (Figure 6C), may involve the taste, 
smell, and sound derived from mastication, or perhaps the 
ambient soundscape (which could, for example, mask the 
mastication sound). Additionally, one may also think about the 
congruence between the overall multisensory inputs during 
expectations and the overall multisensory inputs during the actual 
experience of the cookie (Figure 6B). 

 

Figure 6. Examples of different moments of congruence. A) 
Are the different sensory features associated with the 
food/drink expectations congruent between themselves (before 
eating)? B) Are the sensory features and the expectations that 
they elicit congruent with the experience? C) Are the sensory 
features associated with the experience of the food/drink 
congruent between themselves? 

It is worth mentioning that congruence can also be considered as 
relevant before we approach a food or a drink (e.g., when it is 
presented, for example, via TV commercials) and/or after the 
experience of eating or drinking (e.g., whether there are some 
leftovers). Undoubtedly, thinking of each ‘congruence moment’, 
and the congruence between these moments, increases the 
complexity of the design process. However, one may be able to 
achieve remarkable experiences, which are based on the 
systematic connections between the senses. 

As mentioned before, one of the key questions when it comes to 
multisensory design is whether the aim should always be to design 
congruent experiences and therefore focus on the alignment of 
sensory inputs in terms of the different levels of analysis 
presented in Figure 5 (e.g., [34]). The answer to this question 
largely depends on the aim that the designer has, as well as the 
context in which the experience takes place. For example, using 
the ‘Chewing Jockey’ in an experimental restaurant to map the 
process of chewing a broccoli salad with the sound of a violin 
(temporally congruent although, perhaps, semantically 
incongruent) may be an enjoyable experience for the diner [cf. 41-
42]. Nevertheless, this may not have the same effect in a large and 
massive cafeteria where workers eat the meal of the day, on a 
daily basis. 

One of the suggestions that was forwarded in the 1980s by 
Mandler [43] is that neither perfect congruence, nor complete 
incongruence, are ideal in consumer contexts. Rather, a small 
degree of incongruence, whilst at the same time providing the 
consumer with the tools to solve such incongruence, may be ideal. 
However, once again, congruency should be based on the aim and 
context associated with an experience. If the aim is to create a 
humorous situation [40] for children, the Chewing Jockey may be 
used to map the sound of a super crunchy apple with the process 
of chewing a cherry. In contrary, if the aim is to enhance the 
perception of sweetness of a given food or drink (whilst having 
low levels of sugar), one may align the different multisensory cues 
during the experience of the item in terms of their correspondence 
with such taste attribute. Critically, the different levels of analysis 
presented before (in Figure 5), and the careful consideration of the 
different ‘congruence moments’ associated with a specific food or 
drink experience, can provide a map with which to navigate and 
design routes to reach a specific behavior or percept. 



5. CONCLUSIONS AND FUTURE 
APPLICATIONS 
Clearly, there are a number of design opportunities for sound-
based systems in HFI, for both the general public and specific 
groups of people, such as those who attend experimental dining 
events or food museums.  

We believe that in the years to come, as electronics become 
smaller, and technology develops, an increasing number of 
systems will be introduced. Perhaps, as a reminiscence of the 
Italian Futurists [44,45], a number of different sensors will be 
ubiquitous to the utensils that we use to eat in order to generate 
specific sounds while eating/drinking. This may result in some 
kind of ‘cutlery orchestra’, which could impact of our eating and 
drinking experiences and habits in a number of ways.  

What is more, the rapid growth of face processing software will 
allow the mapping of offline eating experiences with the virtual 
world (e.g., [46]) in which, for example, mastication movements 
and/or any other movements during eating could be mapped on to 
specific sonic parameters. This may also have implications for 
those systems that are aiming at digitizing taste and flavor 
experiences. For instance, any electric taste system may be 
combined with sounds that are mapped onto mouth movements in 
order to create more realistic taste/flavor experiences in the virtual 
world (see also [47]). 

We also believe that the technological advances that have been 
made in recent years, and that will be introduced in the upcoming 
ones, will allow the reinvention of old technologies. Think, for 
example, of a product’s packaging. Although there are a number 
of technical developments still to be made for the conservation of 
the different foods and beverages, nowadays food and drinking 
packaging design can also focus on consumer marketing and 
experience design. Indeed, research has already suggested that the 
sounds of a product’s packaging can influence the sensory and 
hedonic expectations associated with the products [48]. Food 
packaging may progressively involve more salient sonic 
technologies. 

The aforesaid systems are and will likely be used for a number of 
purposes, which could involve: experimental dining/art 
experiences, playful eating, nutritious/healthy eating, and perhaps 
food and drinking ‘sonic’ seasoning. For example, a fun 
application may involve the mapping of incongruent slurping 
sounds (e.g., the sound of an accelerating Harley Davison) with 
the act of drinking a given beverage (e.g., apple juice). Health 
applications may build on these systems to enhance specific taste 
qualities or textures in people with taste/smell and/or haptic 
dysfunctions [49-51]. Finally, as suggested by Kadomura et al. 
[23], people may just use sounds to create playful food education 
at school.  
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