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Preface

Dimitri Konstantas1, Jean-Paul Bourrières2, Michel Leonard1 and Nacer Boudjlida3

1 University of Geneva, Dept. of Information Systems/CUI, CH-1211 Geneva 4, 
Switzerland, Dimitri.Konstantas@unige.ch, Michel.Leonard@unige.ch

2 University of Bordeaux I, Laboratoire d’Automatique et de Productique, Signal et Images, 
351 cours de la Liberation, F-33405, Talence cedex, France,  
bourrieres@lap.u-bordeaux1.fr

3 University Henri Poincare Nancy I, UHP Nancy 1, Campus Scientifique, Bâtiment 
LORIA, BP 239, F-54506 Vandœuvre Lès Nancy CEDEX, France,  
Nacer.Boudjlida@loria.fr

The interoperability in enterprise applications can be defined as the ability of a 
system or a product to work with other systems or products without special effort 
from the customer or user.  

The possibility to interact and exchange information with internal and external 
collaborators is a key issue in the enterprise sector. It is fundamental in order to 
produce goods and services quickly, at lower cost, while maintaining higher levels 
of quality and customisation.  

Interoperability is considered achieved if the interaction can, at least, take place 
at the three levels: data, applications and business enterprise through the 
architecture of the enterprise model and taking into account the semantics. It is not 
only a problem of software and IT technologies. It implies support of 
communication and transactions between different organisations that must be 
based on shared business references.  

The INTEROP-ESA (I-ESA) conference targets in becoming a major event for 
both research and industrial development in interoperability, bringing together 
researchers, users and practitioners dealing with different issues of Interoperability 
of Enterprise Applications and Software. The conference covers interoperability 
related research areas ranging from Enterprise Modelling to define interoperability 
requirements, to Architecture and Platforms, to provide implementation 
frameworks and Ontologies to define interoperability semantics in the enterprise. 

INTEROP-ESA 2005 

The First International Conference on Interoperability of Enterprise Software and 
Applications (INTEROP-ESA’2005) was held in Geneva, Switzerland, in February 
21 to 25, 2005. It was organized by the INTEROP NoE (IST-508-011) and was 
Supported by IFIP (International Federation for Information Processing), ACM 
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SIGAPP (Special Interest Group on Applied Computing) and the Swiss State 
Secretariat for Education and Research (SER); the conference was hosted by the 
University of Geneva. and was co-located and organised with the eGOV 
INTEROP'05 Annual Conference (organized by the Observatory on “Interoperable 
eGovernment Services”). 

The INTEROP-ESA’05 conference attracted a total of 85 full paper 
submissions out of which 35 were retained for presentation. Keynote presentations 
were given by prominent invited speakers, including Prof. Dennis Tsichritzis Vice-
President of the Fraunhofer Institute (Germany)1, Dr. Hervé Le Guyader, President 
of eris@ (France), Dr. Gérald Santucci, Head of the ICT for Enterprise Networking 
Unit at the European Commission (EU), Dr. Andrew Watson, Vice President of 
OMG (UK) and Prof. Xiaofei Xu, Dean of the Harbin Institute of Technology 
(China). 

In addition to the 12 sessions of scientific papers, the conference also included 
two special sessions with invited presentations from industry and from other 
related research projects funded by the EU. 

In the parallel program of the conference 4 workshops and  2 tutorials were 
organized as well as a doctoral symposium. In the doctoral symposium 23 papers 
were presented and the PhD students received feedback and directions for their 
work. The best paper of the doctoral symposium was included in the conference 
program. 

In-spite of the fact that this was the first time that the conference was organised, 
it received a high attention from both academia and industry. More than 140 
persons attended the conference making it a success and confirming the interest of 
both the industry and the research community in the conference.  

Following this first successful conference and in collaboration with the 
ATHENA consortium, the I-ESA conference will become an annual event. The 
second I-ESA conference is scheduled to take place in early 2006 in Bordeaux.  

1 Due to illness of Prof. Tsichritzis his talk was presented by Prof. D. Konstantas 
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Development of a Metamodel to Foster Interoperability 

along the Product Lifecycle Traceability

Sergio Terzi1, Jacopo Cassina2 and Hervé Panetto3

1 University or Bergamo, Department of Industrial Engineering, Viale Marconi 5,   
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Summary. The paper summarizes the effort spend by the authors in developing a model 
enabling the interoperability of systems for managing the product traceability along the 
entire product lifecycle. The research effort adopts an holonic definition of the traceability 
problem and, analysing the current most important standards in product representation, 
proposes a reference data model. 

1 Introduction 

Within the actual competitive world, enterprises are ever more stressed and 
subjected to high market requests. Customers are becoming more and more 
pretentious in terms of products quality and related services. The best product, at 
the low price, at the right time and into the right place are the success-keys for the 
modern enterprise. In order to maintain or gain competitive advantages, modern 
enterprise has to manage itself along two main directions: 

Improve internal and external efficiency, reducing all the not-relevant 
costs;
Improve innovation: innovation of product, process, structure, organization. 

According to these needs, enterprises have to focus on their core-competences 
in order to improve the gained efficiencies (managing innovation) and to reduce 
the inefficiencies. Looking to this research, the product is re-becoming, after the 
soap-bubble of the new-economy experience, the real enterprise value creator and 
the whole production process is re-discovering its role. By this way, within the 
globally scaled scenario, product and production management have been become 
complex processes where more problems are overlapping each others. Product 
development might ever more take into account improved customers’ tastes and 
requests in a shorter time-to-market. The related engineering activities are 
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consequently stressed, while inefficiencies in the production and distribution 
functions not are ever tolerated.  

This way, the product and production lifecycle and its related management are 
be-coming unavoidable key aspects, creating such a “product centric” or “product-
driven” problem. The integrated management of all the information regarding the 
product and its production is one of the related questions. 

1.1 Product Lifecycle Management 

One of the answers to these questions is already on going and could be advocated 
as a new emerging paradigm, defined as Product Life Cycle Management (PLM). 
In fact, listening to the enterprise questions, diverse vendors, coming from the 
diverse worlds interested into the product and production management, are more 
and more providing answers, stabling a growing “PLM market”. Looking to this 
market, it is clear as a pletora of “solution-providers” aims to be considered: 

Vendors coming from the digital engineering world (UGS PLM Solutions, 
Tecnomatix, IBM-Dassault), which start from PD (Product Development) 
and MSE (Manufacturing System Engineering) processes and are trying to 
connect Enterprise Engineering and Management processes; 
Vendors coming from the ERP world (Baan, SAP, Oracle), which, at the 
contrary, start from Enterprise Management processes for turning to 
connect PD/MSE tools and platforms; 
Vendors coming from the ICT world, dealing with architecture and 
platforms, which aim to establish such collaborative environments for PLM 
integration (Microsoft, MatrixOne, Agile), basically using web 
technologies.

It is important to notice that the needed product and production management is 
intrinsically related to the management of the information, so it is obvious that the 
related emerging market is ICT characterized. Nevertheless, PLM is not primary an 
ICT problem, but at first, is a strategic business orientation of the enterprise 
([1],[2]).  

From a strategic organization point of view, the adoption of a product and 
production centric approach signifies a (re-)modeling of the all relations 
established between the resources (people and equipment) involved into the 
relevant business processes oriented to a “product” lifecycle direction, with all that 
it concerns in terms of task allocations and measurement of the obtainable 
performances.  

From an ICT point of view, a centric product and production management is no 
more than a “database” problem, which physically enables the previous business 
process modelling. Information about products and processes are dispersed along a 
variety of information systems, which - until now - have been executed no more 
than “isolated islands” (e.g. PDM and ERP). The trends and issues currently on 
going deal with the integration of these “islands” into a larger integrated (even if 
distributed) repository, in order to provide a wider and more effective use of 
product and production information.  
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From a structural point of view, the instantiation of a product and production 
centric management approach signifies the product centric design and management 
of several elements: 

An information infrastructure, which concerns with ICT network establish-
ment; 
A resource infrastructure, which concerns with the design and the manage-
ment of all physical elements involved along a product and production life-
cycle (e.g. machines, plants, people, suppliers, warehouses…); 
A product itself “infrastructure” where the same product becomes a re-
source to be managed and traced into its same lifecycle. 

1.2 Interoperability dimensions in the Product Lifecycle Management 

The main problem of this “PLM world” is the interoperability dimension: 
interoperability in terms of product data at ICT levels, but also interoperability in 
terms of persons, resources and systems that might cooperate and be in contact. 
The dimension of interoperability with a product-centric point-of-view becomes 
the problem of managing the tracing of the product along its lifecycle, or in other 
words, a problem of traceability. 

This paper aims to discuss the problem of traceability as a problem of 
interoperability. In particular the paper aims to present the development of a 
reference metamodel for product traceability in a PLM scenario. The paper shows 
the preliminary results of a common effort, conducted by the authors in order to 
provide an effective and reliable model to trace product and foster interoperability 
in the whole product lifecycle.  

The paper is organized as follows: 
The second paragraph presents the definition of traceability in the lifecycle 
and introduces an innovative point-of-view (based on holons) as a solution 
for product traceability and PLM interoperability. 
The third paragraph illustrates the development of the proposed 
metamodel, realized on a reference model of product lifecycle considering 
the requirements of a potential user of this model, and taking into account 
the current status of interoperability in PLM, searched in Enterprise 
Standards. 
The fourth paragraph l concludes the paper. 

2 Product Traceability 

The term traceability related to the product or manufacturing has been defined 
since the 90ies [3], when a series of industrial needs had been highlighted into the 
establishment of ISO 9000 procedures. Generally, product traceability is the ability 
of a user (manufacturer, supplier, vendor…) to trace a product through its 
processing procedures, in a forward and/or backward direction [4]. Physically, 
product traceability deals with maintaining records of all materials and parts along 
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a defined life-cycle (e.g. from raw material purchasing to finished goods selling) 
using a coding identification. 

Traceability systems are adopted, according to laws, in the food sector, in 
manufacturing, in the pharmaceutical sector, in distribution, in constructions. 
Traceability systems can be useful to increase quality and safety of products, for 
brand protection, and in order to increase efficiency in production and distribution. 

Traceability has different meaning in literature: Internal Traceability, which is 
the traceability inside the factory and the production system, and External, which 
follows the product into its relationships with customers, maintainers, suppliers, 
etc. [3]. Another meaning is Backward and Forward Traceability [4]. Backward 
Traceability records information and data on the past history of the product. 
Forward traceability explains what will happen to a certain product, in terms of 
operations and processes; these information are written before the production 
begins. This kind of traceability could be very useful in automated manufacturing 
systems [5]. 

2.1 Towards a Holonic Traceability 

The product traceability problem concerns with the identification of a product, 
even if it is often considered only the type of product, using a coding system (e.g. 
bar code, EPC code [5]). All the information related to the coded “product” are 
then stored into one (or more) databases. Then, a merging activity between the 
product and its information is a mandatory step, also in the most advanced issues 
(e.g. Auto-Id efforts in [5], or Dialog effort in [7]). This re-merging activity is still 
not risk-free; even if it could be conducted in an automated manner (e.g. [5], [6]); 
transactions breakdowns could occur [7] in searching for information into the 
database. In general, two main problems could be advocated: 

Accessibility. Database could be off-line or unavailable for a short or long 
period.  
Timing and Costing. Database could become very large and expensive, 
thus reducing efficient reading time. 

A solving attitude could be identified in the concept partly illustrated in [8], 
where a simple 2D bar-code attached to physical elements had been adopted to 
translate high-density information (whole plant drawings) from the plant designer 
to the contractor. Taking into account this example, each product could be 
provided with an advanced “product information store system” (e.g. RFID based), 
in order to be (i) from one side tracked into a system (e.g. a plant) and, from 
another side, (ii) to be able to provide itself the needed information.  

In such a vision, the product itself become the medium of the data set, 
instantiating a kind of “intelligent product” ([7], [9]), able to interoperate in the 
environment, exchanging information (which is into the product itself) in real-time 
with different resources (e.g. machines and transporters in a plant, or trucks and 
inventory databases in a warehouse, or with refrigerators and dishwashers at 
home…).  

Looking to the literature, the paradigm of “product + information” had been 
already developed and it is defined as “holonic worldview”. The word Holon was 
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introduced by Koestler in 1967 [10], as a combination of the Greek Holos (whole) 
with the suffix –on, which (as in proton and neutron) suggests a particle or 
individual part. In the 1993, the holonic term was applied to the manufacturing 
world, creating the Holonic Manufacturing System (HMS) community. For this 
community a Holon “is an autonomous and co-operative building block of a 
system for transforming, transporting, storing and/or validating information and 
physical objects. The Holon consists of an information processing part and often a 
physical processing part. A Holon can be part of another Holon.” [11]. 

A holonic-based product traceability could be a killer application in the PLM 
context. Lots of improvements could be gained establishing an intelligent product, 
sensibly reducing inefficiency in different processes, from manufacturing, to 
distribution, after sales, quality assessment, till product accounting and selling. 

3 Development of a metamodel for product lifecycle traceability  

Looking to the Holonic Product Traceability research effort and thinking to the 
future, in some years a “product holon” could be inserted in more systems (e.g. a 
plant, a supply chain, a warehouse) where it will have to exchange information 
with different “resource holons” ([5], [9]). Hence, the problem of information 
exchange could easily arise and further standardization efforts will be needed, so 
establishing a kind of barrier to the diffusion of the same holonic traceability. 

In order to reduce these further barriers, and in order to improve the currently 
definition and the study of Holonic Product Traceability, a research effort could be 
spent since now, looking to the actual situation of enterprise information systems 
(where product information are resident) and trying to elaborate it in an holonic 
view, creating a conceptual “HMS product-oriented” architecture. 

The current situation of the enterprise information systems could be registered 
in the analysis of the current accepted standard, which are specifically created for 
the integration of ICT systems. The analysis of standards is a basic step that could 
reduce the research effort, avoiding a long state of the art analysis of enterprise ICT 
systems. 

3.1 Product Lifecycle phases 

Traceability is an ability needed along the whole product lifecycle. In order to 
develop a wider reference model, a definition of lifecycle is needed. In literature 
there are many different “life cycle” models. Trying to merge diverse kinds of 
product lifecycle models, it is possible to identify the following Product Lifecycle 
Model, which will be considered in the work. This model standardizes a product 
lifecycle composed by four different phases:  

Product Development: it deals with the developing phase of the product, 
starting from product design and ending, through process and plant design.  
Product Production: it comprises both production and distribution 
activities. Production phase may be very complex and often includes pre-
production and prototyping, manufacturing, assembling, finishing, testing, 
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packaging, etc. Distribution, on the other side, is related with product 
storage and delivery. 
Product Use: this is the proper product life phase and it represents all 
activities which take place during product use: they comprise product usage 
and consumption, maintenance and support.  
Product Dismiss: in this last phase the product is destroyed, or rather disas-
sembled and recycled. 

3.2 Analysis of Enterprise Standards 

One of the basic requirements for the development of a product traceability model 
was that of achieving an easy understanding of such a model by people or 
organizations of different countries, languages and cultures. This suggests avoiding 
misunderstanding of concepts, ideas or definitions making use, whenever possible, 
of shared standards. The authors had conducted a literature survey on standards for 
manufacturing control, product design, and product support. It is a matter of fact 
that there are many standards, each of one focused on a specific area of the product 
lifecycle, but none including all the information needed in the whole lifecycle 
chain, as shown in the next Figure. 

STEP

Product 

Development

Product 

Production
Product Use

Product 

Dismiss

PLM@XML

ISA-95

MANDATE

PLCS

Figure 1. Standards through Life Cycle Phases 

Four standard initiatives seem interesting to be studied because they are 
complementary in the PLM. They are: ANSI/ISA-95 (now ISO/IEC 62264), 
Mandate (ISO 15531), PLCS (ISO 10303-239), and PLM@XML.  

These standards share in common some properties and features, but they are 
also distinguished by a lot of remarkable differences. First of all, they were 
designed by different organizations, with different scopes and for different targets.  

STEP, PLCS and Mandate can at first sight be grouped together, because each 
of them is an ISO standard. STEP is an industry standard for product data 
representation and it’s composed of several parts (application protocols) whose aim 
is to focus on a specific industrial context. There are application protocols for 
product design, for mechanical and electrical engineering, for sheet-metal 
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manufacturing, for product assembly, for automotive industry and so on. 
Furthermore, PLCS is an application protocol of STEP. PLM@XML is an open 
standard developed mainly by EDS (now UGS) and it deals with the product 
design phase.  

ISA-95 is an ANSI standard, but its first part, ANSI/ISA-95.00.01, is also an 
ISO standard (ISO 62264-1). ANSI/ISA-95 Parts I, II, and III describe the 
interfaces and activities between an enterprise’s business systems and its 
manufacturing control systems: it focuses, thus, mainly on the area corresponding 
to product production phase.  

Another interesting initiative is the Physical Markup Language (PML), under 
development at Auto-ID laboratories [5]. The objective of PML is a simple, 
general language for describing physical objects for use in remote monitoring and 
control of the physical environment. PLM was thought as a part of a wider 
structure, built around four major components: electronic tags, Electronic Product 
Code (EPC), Physical Mark-up Language (PML) and Object Naming Service 
(ONS). 

3.3 Definition of the requirements of the model 

In order to develop a comprehensive model, some User Requirements and Main 
Requirements had been developed analyzing the literature; the first are needs 
explicitly explained in literature by traceability users, the second are implicit in 
literature and they are useful for every possible user.  

User Requirements are more specific for each single industrial sector, for 
example specific requirements for pharmaceutical industries exist, others for 
distribution etc.  

Main Requirements are needs implicitly written in literature and not clearly 
declared. Sometimes, in literature, authors are concerned with some matters of 
product traceability, especially when referring to a specific context of application. 
Product traceability is usually dealt by people with different cultural backgrounds, 
just because traceability is required for agricultural uses as well as for 
manufacturing industry, or for software development.  

The defined Main Requirements are: 
Product Descriptive Power: The model should be able to describe different 
products.  
Multi-Scenario Descriptive Power: In literature there are many scenarios 
and many mono-scenario models, but a multi-scenario model is missing 
[12]. The model has not to fit a special scenario, but it should fit different 
contexts without modifications.  
Product Lifecycle Scalability: The model should describe different phases 
of lifecycle. 
Product Detail Scalability: The model should describe different detail 
levels, comprising final product as well as subcomponents. 
Updatable: The model has to follow the evolution of the product, and keep 
tracks of information, describing modifications and operations made on it. 
It shoul include information and data necessary for forward traceability and 
for recording the product history (backward traceability).  
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Shareable: The information should be shared between many users and 
industries.  
Unambiguously understandable: Many users of different cultures and 
languages have to access information; the model should avoid 
misunderstandings.  
Trusted access: To grant information restraint to different kinds of users.  
Being distributable: The information should be stored in different supports 
(RF tags, barcodes, and databases). Due to technological reasons, for 
example the amount of free memory on an RF tag for storing information, 
it could be sometime impossible to keep the whole description of product 
lifecycle together with the physical product itself; so the information has to 
be divided on the product and on a remote storage. 

3.4 The Holonic Traceability Model 

Taking into account the previously presented requirements and the Holon concept 
defined in [13] (Figure 2), the model for Holonic Product Traceability is hereafter 
defined. Figure 2 explains that a Holon results from the linking of a Physical 
Object and some information. There are many information related to the product 
and they are defined by the ObjectInformation class. If the link between the 
physical object and its related information is missing, the idea of Holon vanishes 
and the traceability model miss its target. The link can be established using many 
technologies (e.g. barcodes and databases, or RFID tags), but this technological 
implementation is out of the aim of this work, which is more concentrated on the 
information needed to ensure traceability. 

Physical Object ObjectInformation

Life cycle phase

0..*

1..*

Set of information
objects in life cycle

phase

0..1* 1..*0..1

Holon

depends on

Figure 2. Definition of Holon [13] 

ObjectInformation is a group of information that can summarize all the life of the 
product; it can follow the product during its lifecycle phases. ObjectInformation 
class (Figure 3) contains general information on the product as the identification, 
class and batch information, a description of the product, its characteristics and the 
results of possible tests made on it. The main elements of this class were derived 
from ISA/ANSI 95 and ISO 10303-239.  
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Figure 3. The Object Information schema 

It also records information about the lifecycle of the product contained into four 
specialization of the Life Cycle Phase class (Figure 4). This class describes a 
generic phase of the lifecycle, using the Event, Activity and Resource classes. An 
Event causes an Activity that uses Resources. The model can be used both for 
backward and forward traceability; for the backward, it uses the EventAsOccurs 
class, which records how and when an event occurs, and the ActivityAsRealized 
class, which describes how an activity has been fulfilled. It is also possible to 
implement a forward traceability using the EventAsPlanned class, which describes 
how and when an event has to occur, and the ActivityAsPlanned, which explains 
how to do it. When the event and the activity really occur they are recorded in the 
model as backward traceability, exploiting the EventAsOccurs and the 
ActivityAsRealized classes. 

The model has a fractal structure. It is used recursively to describe the 
components of the tracked product.  
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4 Conclusions 

With this work it has been proposed a innovative vision that is the Holonic 
approach, for the traceability as well as the management of lifecycle data. This 
innovative approach aims to foster interoperability along the diverse enterprise 
applications, in particular at a manufacturing stage.  

We propose a meta-model supporting the informational part for the traceability 
of products (or Holons-products), along its life cycle. This model was established, 
re-using, at best, existing work around some standards: PLCS, Mandate, 
ANSI/ISA-95, PLM/XML and PML-EPC.  

The model is technology independent and fits to different application domains.  
The model can trace the history of the product in details, or can be less detailed, 
but more compact such a way all the information can be written on a 2D barcode. 
The model can also use a combination of barcode and remote databases; on the 
barcode could be written the most frequently used information; the remote database 
could record less exploited informa-tion. The model could also be implemented on 
RFID tags that could contain all the necessary information.  

The ongoing research particularly relates to the methodological aspects 
regarding the modeling process of enterprise and manufacturing processes, by 
taking into account, a priori, the products traceability objectives during the design 
stage and the integration phase of the productions systems, or when reengineering 
the existing ones.  

Also data management has to be deepened, especially the security and the 
privacy which is an mandatory for consumers.  

Finally, cost estimation on the implementation and the management of 
traceability systems is needed. 
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Summary. In a business-to-business setting there is a growing need for organizations to be 
interoperable. Computer systems involved in automating parts of a business process need to 
become an integral part of the business process. Before automation is achieved, the part of 
the business process to be automated needs to be made explicit and then operationalized. 
Business process models could be used to make the process explicit. Domain standards 
could be used to make the process operational. However, there is no method available to 
evaluate the fit between business process requirements, a modeling technique and a 
standard. In this paper we argue that a set of business process concepts can be useful for the 
evaluation of the fit. We further propose a method how to perform the evaluation and we 
illustrate the use of the method. The construction of a complete set of business process 
concepts remains out of the scope of this paper.

1 Introduction 

In business-to-business settings, there is a growing need for different business 
organizations to work together, in order to achieve the desired business goal. 
Computer systems have a great potential to automate parts of the business 
processes. In that respect, the notion of interoperability becomes of great 
importance. According to the IEEE definition, interoperability is defined as “the 
ability of two or more systems or components to exchange information and to use 
the information that has been exchanged”. However, it has been argued that to 
achieve interoperability between organizations, the implicit notion of a system as a 
computer-based information systems, needs to be expanded to an organizational 
system, which is a socio-technical system [16]. 

Following the ideas from organizational semiotics, it has been argued that to be 
able to work together, the different organizations need to establish a shared context 
[15]. When two or more computer systems are involved in automating parts of a 
business process, they need to be properly embedded into this shared context. If we 
want to use computer systems to support part of a business process, this requires 
the disparate information systems to be able to express, and especially interpret a 
broader range of meanings. Thus, the applications that support the business 
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processes, not only have to be able to express what needs to be communicated, but 
also to interpret it, and act upon this interpretation in an intelligent manner. Thus 
the shared context of the business process needs to be captured and made 
operational. One possibility to make this context operational and embed it in the 
system is by using domain standards [11].  

Although EDI standards promised significant advantages in facilitating the 
exchange between business partners, reducing errors, increasing speed, cutting 
cost, and building in competitive advantage [2, 6, 7, 10, 14, 18], EDI standards 
failed to fully capture the requirements of the shared context. EDI standards were 
lacking clear and complete lexicon, did not have fully specified grammar, and had 
nearly no semantics. Furthermore, the focus of many IS professionals on EDI was 
how to provide technical tools, rather than to support the way people do business 
[1, 5, 8]. New standards, which strive to allow for interoperability between 
disparate systems, are currently developed. These standards try to capture elements 
of the business process context, in order to allow for meaningful communication 
(for example, in the healthcare domain such a standard is the HL7 standard for 
clinical data interchange).  

Standard development organizations or consortia of companies develop such 
standards, based on their specific interpretation of the domain. However, in order 
to have value for a particular business process, a standard needs to be linked to a 
particular situation, which might be different from what the developers had in 
mind. Thus, the standard needs to be evaluated (for a specific business process) 
whether it can cover the context of the particular business process, which needs to 
be embedded in the system. Failure to cover parts of this context can lead to inter-
organizational interoperability problems.  

The context of a business process might be to a large extent implicit. Thus, 
before making it operational (by using standards), it first needs to be made explicit. 
Models could be used to capture and to make this context explicit. However 
commonly accepted way of modeling does not exist [17] and different modeling 
techniques can capture different elements of the context. In that respect, how to 
make sure that the chosen modeling technique is capable to fully capture the 
requirements of the business process context.  

 From the description above, a few issues arise. First, how to evaluate whether a 
modeling technique has the capability to cover different elements of the context of 
the business process? Second, how to evaluate to what extent a standard can 
capture these elements? If we refer to the elements of the context of a business 
process, which need to be embedded in the system, as business process 
requirements, we can rephrase the issues described above as follows: How to 
evaluate the fit between business process requirements, a modeling technique, and 
a standard? 

The rest of the paper is structured as follows. In part two, we discuss the 
possibility to use a set of business process concepts to evaluate the fit. In part three 
we propose a method how to use a set of business process concepts to evaluate the 
fit between business process requirements, a modeling technique and a standard. In 
part five, we illustrate the use of the method with an example. We end the paper 
with conclusions and directions for further research. 
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2 Business Process Concepts as a Prerequisite 

The question that we would like to address in this paper is how to identify the fit 
between business process requirements, a modeling technique and a standard. To 
evaluate conceptual modeling languages, Wand and Weber [17] use the Bunge-
Wand-Weber ontology. Another group of authors [13] proposes a meta model of 
business process concepts that can be used to evaluate business process modeling 
languages. In both cases described above, the idea is that one can perform the 
evaluation of conceptual modeling languages based on a set of reference concepts. 
Using a similar idea we can say that to be able to identify the fit between business 
process requirements, a modeling technique and a standard, one can identify a set 
of reference concepts, which can help us to do this evaluation. As the business 
process requirement, the modeling technique and the standard, refer in some way 
to business processes, if one is able to identify a reference set of business process 
concepts, these concepts can use them to make this comparison (see Figure 1 
below).  

Requirements of the business process 
context 

Modeling 
technique 

Standard

Figure 1. Evaluation of the fit using a reference set of business process concepts 

There have been several attempts to identify business process concepts. Lin et 
al. [9] made an extensive study of a number of methods, tools and techniques and 
they came to a list of concepts, which they link into a model. The concepts 
however are not well defined and the logic for grouping these concepts remain 
implicit. Another study done by Söderström et al. [13] also aims at identifying 
business process concepts. The authors present a meta model of the business 
process concepts. The problem is that the resulting set of concepts is not formally 
defined, which can lead to misinterpretations and ambiguities if one tries to apply 
them. Further, it is often not clear how this set of concepts is derived and how new 
concepts can be added.  

An alternative way to proceed is to take an existing ontology, like for example 
the Bunge-Wand-Weber or the FRISCO ontology [3]. The problem is that these 
ontologies include other concepts apart from the business process concepts.  

Rukanova et al. [12] argue that to arrive at a coherent set of business process 
concepts, a systematic approach needs to be followed. The authors propose a 
method describing the process of how to arrive at a set of business process 
concepts. Although Rukanova et al. [12] propose a method on how to arrive at a set 



16 Boriana D. Rukanova, Kees van Slooten and Robert A. Stegwee 

of business process concepts, they only illustrate the method and propose a 
preliminary set of business process concepts, however they do not provide a 
complete set of business process concepts.  

The construction of a complete set of business process concepts is a major task 
and will require substantial research efforts to perform multiple iterations, to come 
to a stable set of business process concepts. We will leave the complete elaboration 
of the business process concepts for further research. However, what we would like 
to address in this paper is how such a set of business process concepts can be used 
to evaluate the fit between business process requirements, a modeling technique 
and a standard.  

3 A Method for Comparison

Within this paper we propose a method to compare business process requirements, 
a modeling technique and a standard. The method consists of several major steps. 
The Figure below provides a schematic representation of the method.  

Step 1 

Analyze the business process requirements using the 
business process concepts 

Step 2a 

Analyze the modeling 
technique using the 
business process 
concepts 

Step 2b 

Analyze the 
standard using the 
business process 
concepts 

Step 3 

Analyze the gaps between the business process 
concepts covered by the requirements, the modeling 
technique and the standard 

Figure 2. Schematic representation of the method for comparison of business process 
requirements, a modelling technique, and a standard 

Each of these steps will be briefly discussed below.  
The first step is the analysis of the business process requirements using the set 

of business process concepts. It is important to notice is that the business process 
requirements will always be the starting point, and what we need to evaluate is to 
what extent the business process requirements can be captured by the modeling 
technique or by the standard. The question that can lead the analysis during step 1 
is: “Which of the business process concepts are covered in the requirements?” As a 
result, only those business process concepts that are relevant for the specific 
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business process situation will be selected. We will call these concepts “business 
process concepts covered by the requirements”.  

Once we have performed the analysis of the business process requirements, we 
can proceed with the analysis of the chosen modeling technique (step 2a) and the 
analysis of the chosen standard (step 2b). The questions that can be used to guide 
the analysis are: “Which of the business process concepts are covered by the 
chosen modeling technique?” and “Which of the business process concepts are 
covered by the chosen standard?” respectively.  

After performing step 1, step 2a and step 2b, we can proceed to step 3, where 
the actual comparison between the business process requirements, the modeling 
technique and the standard can be made. The questions that can guide the analysis 
at this step can be:  “Which of the business process concepts, which are covered by 
the requirements are not covered by the modeling technique”. By answering this 
question we will be able to identify problems that can occur due the choice of a 
modeling technique. A mismatch between the two would mean that certain 
business process requirements could not be captured by the chosen modeling 
technique. With respect to the standard, one can ask the question: “Which of the 
business process concepts, which are covered by the requirements are not covered 
by the chosen standard?”.  By answering this question we will be able to identify 
problems that can occur due the choice of standard. A mismatch between the two 
would mean that certain business process requirements could not be captured by 
the chosen standard. In that way in step three one can identify mismatches between 
the business process requirements and the modeling technique and the business 
process requirements and the standard respectively. Each of these mismatches can 
be further analyzed and if necessary additional measures can be taken to fill these 
gaps. The handling of mismatches however will remain outside of the scope of this 
paper. In the next section we illustrate the use of the method.  

4 Example 

Within this section we will illustrate the use of the method for comparison between 
business process requirements, a modeling technique and a standard. Below we 
will first introduce a number of business process concepts that we will use, we will 
provide a brief description of a business situation (performing a test on a patient) 
and we will illustrate how the business process concepts can be used to analyze it. 
We will further discuss a modeling technique (process charting) and analyze its 
capabilities. After that, we will discuss a standard (HL7 v 3.0 standard) and we will 
evaluate it as well in terms of the business process concepts. Finally we will 
analyze the fit between the business process requirements, the modeling technique 
and the standard. 

4.1 Business Process Concepts 

For the purpose of the example we will use the preliminary set of business process 
concepts as identified in Rukanova et al. [12]. As mentioned earlier, this set of 
concepts is not complete, however we consider that it is sufficient for illustrative 
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purpose. To arrive to this preliminary set of concepts, the authors started with a 
number of business process definitions, extracted key elements from these 
definitions and mapped them to the FRISCO ontology. The authors also identify a 
number of concepts, which need to be defined as an extension to the ontology. For 
the purpose of this example we will select only a basic set of the business process 
concepts identified. The concepts, which we will use in the example are: composite 
action, action, pre-state and post-state of an action, actor, input actand and output 
actand of an action, basic state-transition structures (sequence, choice, parallel), 
rule. These concepts are schematically represented in the Figure below. 

Pre-state 

Actor 
Input actand 

Composite action 

Post-state 

Output actand 

Pre-state 

Actor 
Input actand

Action 

Post-state 

Output actand

Rule 

Rule 

Basic state-transitions 

(sequence, choice, parallel) 

Figure 3. Schematic representation of the FRISCO business process concepts 

Below these concepts are briefly introduced (the underlined concepts below are 
FRISCO concepts). For the complete and formal definitions of the concepts, please 
refer to the FRISCO report itself [3].  

A fundamental concept is the concept of action. An action is a transition from a 
pre-state to a post-state. Actors are a mandatory part of the pre-state of an action 
and are responsible and capable for causing a transition. If not consumed or 
destroyed during the transition, they are also part of the post-state. Other things that 
are part of the pre-state of a action are called input actands. Other things that are 
part of the pos-state of a action are called output actands. An action can form part 
of a composite action. Actions can be related via a state-transition structure. Some
basic state transition structures are sequence, choice and parallel. The allowed 
states and transitions are governed by a rule.

Now that we have introduced a number of business process concept and we 
have briefly discussed them what they mean in terms of FRISCO, we can proceed 
with the illustration of how to apply them. 
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4.2 Brief Description of a Business Situation 

To illustrate an example of a description of a business situation we will use one of 
the storyboards that are provided with the HL7 v 3.0 standard. The HL7 standard is 
a standard for clinical data interchange. In HL7 v 3.0 standard a storyboard 
describes a type of a business situation. The storyboards are not part of the 
normative standard, rather they are included in order to provide some background 
information. As the storyboards provide a rather detailed description, we will use 
one of them as a description of a business situation (see the Figure below).  

•Adam Everyman visits his doctor for a routine check up. During the check up, Dr. Family
(actor) discovers something that requires a specialized test, which is performed at a local
diagnostic facility (actor). In order for the test to be performed, the diagnostic facility must
have an Authorization (Input actand) on file and a practitioner with specific qualifications 
(i.e., Dr. Family) must have registered this Authorization (Rule).

•Dr. Family checks (action) against Mr. Everyman's insurance coverage with HC Payor, Inc 
(actor). to see if this test is covered (eligibility check). Dr. Family determines that Mr.
Everyman does indeed have coverage (output actand) with this insurer for this type of test.  

•Dr. Family then (sequence) proceeds to register (action) an Authorization against Mr. 
Everyman's insurance policy. HC Payor, Inc. verifies that Dr. Family is indeed
capable/allowed to issue this type of Authorization. Authorization is received from HC
Payor, Inc. in the form of an Authorization identifier, along with an expiry date and 
conditions for that Authorization (e.g., dollar limit, deductibles, etc.) Note: Dr. Family can
also bill for the office visit.  

•Mr. Everyman proceeds (sequence) to the diagnostic facility (actor) to have the test 
performed. The diagnostic facility verifies that there is an Authorization on file with HC 
Payor, Inc. for the test for Mr. Everyman (query (action) Authorization Request interaction 
not shown on ladder diagram). They may also get the number from the patient if they have 
been given this identifier from Dr. Family. However, they will still verify the Authorization 
is on file and still active. Note: The diagnostic facility can only verify Authorizations and 
cannot initiate any Authorizations(Rule)(HC Payor, Inc. rule).

Figure 4. Example of a description of a business situation 

What is interesting to notice is that the description of the business situation can 
be provided in lengthy textual documents. By using the system of business process 
concepts, one can walk through such documents and try to reason which business 
process concepts are needed to describe it. In the Figure above we have underlined 
parts of the texts and we have provided some examples to which business process 
concepts the underlined text refers to (the concepts are put in brackets). The 
business process concepts that we have identified in the requirements are 
summarized in column two of Table 1 in section 4.5. 

4.3 Modeling Technique 

For the purpose of this example we evaluate a modeling technique used in practice 
called “Process charting”. With the process charting, it is possible to model a 
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business event, a business result, elementary processes, mandatory sequences and 
optional paths (see Figure 5 below).  

Business
event

Business
result

Process Mandatory
sequence

Optional
path

Figure 5. Notation of elements, used in process charting. 

A summary of the analysis of the modeling technique can be found in the third 
column of table 1. Here we will give some examples to illustrate the reasoning in 
the analysis.

The process charting has elements to model mandatory sequence and optional 
path. If we look at the business process concepts, we have a concept basic state 
transition structures, which covers three possible structures, sequence and choice, 
and parallel. In that respect we can conclude that the process charting covers the 
basic state-transition structures sequence and choice.  

4.4 The Standard 

Concerning the chosen standard, we will use HL7 v.3.0. The HL7 standard focuses 
on defining interactions. In the HL7 v.3 Guide, an interaction is defined as “ a 
unique association between a specific message type (information), a particular 
trigger event, and the application roles that send and receive a message type. It is a 
unique, one-way transfer of information.” From this definition we can derive, that 
an interaction is uniquely defined using four components: the sending application 
role (a system component which sends a message), the receiving application role (a 
system component, which receives the message), the trigger event (when a certain 
interaction should occur), and the message type (what message to send). The 
sending and the receiving application roles are the roles to be fulfilled by the 
computer systems. Examples of application roles are “eligibility requestor and 
eligibility manager”. Further, the standard describes in detail the content of the 
message. In some cases, the standard defines also the so called “receiver 
responsibility”. The “receiver responsibility” defines the interaction that the 
receiving application would need to perform.  

We will not provide further elaboration of the standard, but we will go back to 
the main question, mainly which of the business process concepts are covered by 
the HL7 standard. A summary of the analysis of the standard can be found in the 
third column of table 1 and here we will just illustrate the reasoning with respect to 
several business process concepts.  We can say that the standard covers the concept 
of action, however to a limited extent, as it only addresses communicative actions 
and not substantive actions (like the actual performance of a test). Further, as it 
covers only individual communicative actions and in some cases the response to a 
certain communicative action, it is not capable to cover the concept of a composite 
action, or how a number of actions are logically related.  
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4.5 Evaluation of the Fit 

The table below is an example of how one can compare the business process 
requirements, the modeling technique and the standard.  

Table 1. Example of a comparison between business process requirements, a modeling 
technique and a standard 

Business process 

concepts

Business process 

requirements 

Modeling

technique

Standard

Composite action (~) (X) (-) 
Action (X) (X) (~) 
Pre-state    
    Actor (X) (-) (~) 
    Input actands (X) (-) (~) 
Post-state    
    Output actands (X) (-) (~) 
Basic-state transitions    
    Sequence (X) (X) (~) 
    Choice (X) (X) (-) 
    Parallel (-) (-) (-) 
Rule (X) (~) (~) 

Table 1 consists of four columns. In the first column, the business process 
concepts are listed. The list of business process concepts is not complete and is 
only for illustrative purposes. The second column illustrates which of the business 
process concepts are covered by the requirements. Column three and four describe 
which business process concepts are covered by the modeling technique and the 
standard respectively. Further, we use the following symbols in the table: (X) 
means that a concept is covered; (~) means that a concept is covered to some 
extent, and (-) means that a concept is not covered.  

We will not discuss the results in the table in detail, however we will discuss 
several examples. Let us look at the concept actor as part of the pre-state of an 
action. The concept of actor is covered by the business process requirements. The 
chosen modeling technique does not cover the concept of actor at all. Within the 
standard actors are not modeled explicitly, only sending and receiving application 
roles are described. Further, if we look at the concept input actand of an action, we 
can see that the requirements specify input actands, the modeling technique is not 
capable to capture them, and the standard capture only messages as input actands. 
Further, the requirements clearly cover the concept of a rule. The coverage of the 
concept of rule, however is limited in both the modeling technique and the 
standard.  

We will not continue further, however we consider that the table illustrates how 
the business process concepts can be used as a reasoning tool to help compare 
business process requirements, a modeling technique, and a standard. There is one 
further remark that we would like to make here. The comparison presented in the 
table above illustrates how the fit can be identified on a concept level, without 
looking at the content itself. However, a second level of analysis (content level) is 
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also possible, when using the business process concepts. We will give an examples 
with the concept of action. The questions that one can ask are: “which are the 
actions that need to be carried out automatically”, and “Which are the actions that 
are covered by the standard?”. “Are there actions that need to be automated but are 
not covered by the standard?” In that way, one can reason about the suitability of 
the content of the standard with respect to the business process requirements. 

5 Conclusions 

Within this paper we pointed out the need to evaluate the fit between business 
process requirements, a modeling technique and a standard. Further we presented a 
method on how to evaluate the fit and we have illustrated the use of the method 
with an example. As argued earlier, such an evaluation is important, so that 
interoperability problems can be identified at an early stage.  

Although this paper focuses on describing a method on how to compare the 
business process requirements, a modeling technique and a standard, a prerequisite 
for using the method is to have a well-defined system of business process concepts. 
Within the example presented, a preliminary sample of business process concepts, 
identified in previous research has been used. However, as a complete system of 
business process concepts is still missing, the construction of such system can be a 
subject of further research. A method on how to arrive to such a system has already 
been developed and can be used as input for the further identification and 
definition of business process concepts. 
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Summary. Large, industry-wide interoperability projects use syntax-based standards 
approaches to accomplish interoperable data exchange among enterprise applications. We 
are investigating Semantic Web to advance these approaches. In this paper, we describe an 
architecture for Semantic Enterprise Application Integration Standards as a basis for 
experimental assessment of the Semantic Web technologies to enhance these standards 
approaches. The architecture relies on automated translation of the XML Schema-based 
representation of business document content models into an OWL-based ontology. Based on 
this architecture, we use Semantic Web representation and reasoning mechanisms to support 
consistency checking of ontological constructs and constraints specified within the ontology.  
The proposed architecture is relevant (1) when managing multiple enterprise ontologies 
derived from, and dependent on, a common ontology and (2) when dealing with model-
driven integration using customizable interface models and testing of such integration 
efforts.

1 Introduction 

The scope of the effort reported in this paper is defined partially by the type of 
industrial problems we identify and partially by the traditional standards usage for 
enterprise application integration (EAI).  Both are discussed below.  

1.1  A Prototypical Problem 

Two independent but related industry consortia have developed enterprise 
application integration standards in the form of business document content models.  
Standards in Automotive Retail (STAR), an automotive retail consortium, has 
developed XML Schema-based standards to encode business document content 
models enable message exchanges among automotive manufacturers and their 
retail houses.  Each STAR application adopts and implements the proposed STAR 
XML-based interface model [1].  Automotive Industry Action Group (AIAG), an 
automotive supply chain consortium, has developed XML Schema-based standards 
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to encode its own business document content models that enable message 
exchanges among automotive manufacturers and their suppliers.  Each AIAG 
application adopts and implements the AIAG interface model [2]. 

Both STAR and AIAG base their interface models on the same ‘horizontal’ 
XML document standard – the Open Applications Group (OAG) Business Object 
Documents (BODs) [3].  The OAG BODs are specifications of general XML 
Schema components and general aggregations that make up XML Schema-based 
business document content models from these components.  STAR and AIAG 
independently use the OAG BOD specifications to customize their own business 
document content models and define rules of usage and constraints.  Typically, 
usage rules and constraints are captured outside of the XML Schema using a 
syntactic constraint language such as Schematron [6].   A significant manual task is 
required to identify and reconcile differences among constraints and rules of the 
two standards [4].  Consequently, major problems can arise whenever a STAR 
application attempts to exchange automotive parts ordering data with an AIAG 
application. 

In this paper, we describe an approach to enable automated checking of 
compatibility among rules and constraints that are independently developed within 
the two (or more) standards that have a common terminology as their bases.  Once 
this approach is implemented, we expect more capable testability of integration 
efforts and, consequently, more efficient application integration. 

1.2  Traditional EAI Standards Architecture 

Enterprise application integration (EAI) is being used extensively today.  The left 
portion of Figure 1 shows how a traditional EAI standards architecture could be 
applied to our STAR-AIAG integration problem assuming, a pure XML Schema-
based approach. The following steps are required to translate data and to verify the 
business document translation: 

1. Identify and resolve manually any semantic and syntactic similarities and 
differences between the interface models. 

2. Create two XSLT stylesheet transformations from source to target and vice 
versa. 

3. Based on 2, apply translation to the source XML Schema interface model 
to obtain a business document conformant to the target XML Schema 
interface model. 

4. Validate translation using equivalence test. This validation may be done by 
applying an equivalence test between the initial source business document 
and the final source business document that is obtained through a sequence 
of two (forward and reverse) translations compatible with XSLT 
transformations from step 2. 

Validation using an equivalence test is not straightforward because issues that 
require capabilities beyond a simple, syntax-based equivalence checking arise 
often.  Consider the following two examples. First, elements that are ordered 
differently syntactically may, in fact, be equivalent semantically, if that order is not 
significant.  Second, a time period can be specified either by a start date with an 
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end date or with a start date and a duration.  While they are semantically 
equivalent, they are syntactically quite different. 

Figure 1.  Traditional and Semantic Web-based EAI Standards Architectures. 

2  A Semantic Web-Based EAI Standards Architecture 

For our approach, which is shown in the right portion of Figure 2, we use the 
OWL-DL Web ontology language to integrate enterprise applications.  The 
language is based on a subset of the First Order Logic formalism called Description 
Logics.  To do this, we assume that the OAG, STAR, and AIAG business 
document content models have been rendered into OWL-DL ontologies – a step 
that will be discussed in detail later in the document. This, in turn, enables us to 
readily use automated reasoning methods provided by DL reasoners such as Racer 
[5].  These reasoning methods are fundamental enablers of automated 
transformations, mapping and translation functions, between OWL-DL interface 
models that are independently developed but based on a common terminology. 

The following steps are envisioned to translate and verify the translations in the 
proposed architecture.   We provide details of executing these steps below. 

1. Perform model-based equivalence analysis of STAR and AIAG schemas. 
a. Create ontologies of the common OAG-based general 

terminology and from respective XML Schemas for STAR and 
AIAG. 

b. Create a merged ontology from independently developed STAR 
and AIAG ontologies and check for unsatisfiability. 
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c. Identify similarity between two schemas based on the 
comparison of their respective semantic models. (We assume that 
a high degree of equivalence may be obtained as a result of 
common usage of core components of the OAG standard.) 

2. Apply semantic translation using the merged ontology and an OWL-DL 
reasoner. 

a. Translate the source (STAR) XML instance to the source 
(STAR) OWL representation. 

b. Check for consistency and sufficiency w.r.t the merged (source-
STAR+target-AIAG) ontology. 

c. Classify the source OWL individual into the target ontology 
(AIAG) and perform validation and serialization. 

3  A Semantic Web-Based Integration Methodology 

Figure 2 illustrates the proposed Web-based integration methodology using a 
scenario-based view of the semantic integration architecture.  The top portion 
shows the ontology-creation activities.  These activities, which occur at design 
time, help us define and test possible interoperable data exchanges. The bottom 
portion shows   translation activities. These activities, which occur at run time, help 
us reason about concrete transformation from one XML format to another. 

Figure 2.  Scenario-based view of the semantic integration architecture. 
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We give a brief summary of the sequence of the eleven activities from  Figure 2. 
1. Apply Xsd2Owl Transformation.  We began by applying an automated 

transformation to the OAG XML Schema representation to obtain an OAG 
OWL-based generalized ontology. This is a generalized ontology that 
contains concept descriptions only and no definitions 1.  The automated 
transformation was possible because we took into account the decisions 
and the rationale that led to the OAG components and document design.  
The automated transformation is captured in the XSLT transformation 
rules.

2. Calculate concept subsumption and check satisfiability of the new 

OAG ontology.  This results in a new subsumption hierarchy for the OAG 
generalized ontology and an indication from the reasoner that the new 
ontology is either satisfiable or not. It can be unsatisfiable for several 
reasons. For example, an element that is mandatory in the super-type 
declaration is only optional in the new declaration.  All such conditions 
must be resolved before proceeding. 

3. Create regular terminologies.  Once we have a satisfiable generalized 
terminology, any individual application integrator, typically a human being, 
can use the terminology to specify additional constraints or to provide 
definitions for concepts in a particular context.  The original STAR and 
AIAG Schemas include free-text descriptions of the additional document 
constraints that need to be ‘layered on top’ of the OAG generalized 
terminology.  For each such schema, these constraints are used to specify 
concept definitions based on the original concept descriptions.  The 
outcome of this step are  regular STAR and AIAG terminologies. 

4. Check satisfiability of each individual regular ontology.  Similar to Step 
2, the outcome of this step is an indication from the reasoner whether each 
individual ontology (i.e., regular terminology) is satisfiable.  All 
unsatisfiable conditions must be resolved before proceeding to step 5. 

5. Apply automated transformation from source (STAR) XML data to 

OWL data.  This step initiates the run-time activities required for a 
successful and interoperable data exchange.  We transform XMLSchema 
instances into OWL-DL individuals that conform to the OWL model-based 
assumptions used in ontological reasoning. The outcome is STAR OWL 
data that corresponds to the initial XML data and transformed with respect 
to STAR ontology. The transormation rules are only dependent on XML 
Schema to OWL mapping (i.e., the transformation includes annotation of 
XML data with coresponding ontology (e.g., STAR ontology)). 

1 Concept refers to expressions that define a class in the OWL-DL language, which also 
provides constructs for establishing relationships between concepts. The meaning of 
concepts is specified using logical semantics, which distinguishes between concept 
description and concept definition. Concept description refers to a class with necessary 
conditions only; concept definition refers to a class with both necessary and sufficient 
conditions. 
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6. Validate source data.  Validation of STAR OWL data includes 
consistency checking under both Open World Assumption (OWA) and 
Closed World Assumption (CWA).  The outcome of this step, if successful, 
is an indication from the reasoner that the STAR OWL data are consistent 
with respect to the STAR ontology. An individual is valid only if it is 
consistent (belongs to specific concept) in both OWA reasoning and CWA 
reasoning.  Validation is necessary to check the transformation and to 
check other semantic constraints, which are defined in the corresponding 
ontology.  Examples of such constraints include additional semantic 
business rules based on Schematron rules and free-text descriptions 
provided with a schema. Because a DL reasoner makes the open world 
assumption, if a mandatory property is not present, the reasoner cannot 
conclude that it is false (as it is wrong to assume it will never be present). 
For that reason, the reasoner can conclude only contradictory but not 
insufficient information (i.e., missing properties). In a B2B context, a 
document being exchanged contains all required information and  in order 
to compute that an instance has all mandatory properties it is necessary to 
validate instance with CWA. 

7. Create a merged ontology and check satisfiability.  In order to translate 
from STAR to AIAG OWL data, we need to create a merged ontology 
from the two individual ones and calculate new, concept-subsumption 
hierarchy2. Because new independently defined ontologies are based on the 
same generalized OAG terminology, a reasoner may combine axioms and 
calculate the new, concept-subsumption hierarchy. In the merged ontology 
one concept might be dependent on some concepts in the other ontology 
namespace. The merged semantics provides support for inferences over the 
source data that may yield unexpected results (such as those we discussed 
in the previous section).  However, it is possible that the merged ontology 
is created at design time. In that case, the merged ontology will be 
referenced and  (for the performance reasons) can be reduced only to 
include a sufficient set of concepts that is needed during the data 
transformation step. This step also includes satisfiability checking of 
merged concepts form source and the target ontology. The tool has to check 
satisfiability for every concept of the merged ontology and only a 
satisfiable merged ontology can be used in the next steps.   

8. Check consistency of the source (STAR) data with the new merged 

ontology.  The successful outcome of this step is an indication from the 
reasoner that all STAR OWL source data are consistent with respect to the 
merged ontology.  Because the integration tool is a complete reasoner that 
includes consistency checkers, all axioms of the merged ontology must be 
loaded.  

9. Compute classification of the source (STAR) OWL data in the target 

(AIAG) ontology. Assuming successful completion of the preceding steps,  
then we can use the individual classification capability of a DL reasoner to 

2 We include this step in the run-time activities, but it could also be done at design time.   
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compute target data in the AIAG ontology.  The result is an assignment of 
the STAR OWL data to the specific AIAG class(es). At this point, specific 
STAR XML data may be successfully translated into target AIAG XML 
data.  This, however, doesn’t mean that all STAR data may be successfully 
translated to AIAG. 

10. Apply validation of newly created target (AIAG) OWL data. The 
outcome of this step, if successful, is an indication from the reasoner that 
the AIAG OWL data are consistent with respect to the AIAG ontology.  As 
discussed above, this requires OWA consistency and validation that the 
same individual is a valid instance of the target concept in the CWA 
reasoning.  The individual consistency checking in OWA is already done 
with respect to the merged ontology. The OWL individuals classified to the 
AIAG concept hierarchy have to be checked for sufficiency with respective 
to target (AIAG) concepts. If an individual is inconsistent in CWA, then 
translation is not possible.  If successful, however, then we can be sure that 
specific XML source data can be translated into a target OWL data and that 
the integration will succeed. 

11. Apply serialization of AIAG OWL data into AIAG XML data.  The 
outcome of this step is an AIAG XML instance that preserves semantics 
defined in the original STAR OWL data.  For serialization into XML 
format we use concept and property hierarchy. If we use default XSD 
serialization from our OWL ontology, then the serialization is also 
provided. If we have a customized mapping to specific XMLSchema 
syntax (e.g., a sequence of elements defined in separate file), then that 
serialization is dependent on the mapping rules. The algorithm for 
serialization takes into account information provided during step 1 where 
all information about the source XML Schema syntax is captured.   

4  Initial Findings and Lessons Learned 

In this section, we discuss some initial findings and lessons learned. 

4.1  Individual Equivalence Test 

When dealing with B2B application integration, it is imperative to determine if two 
business documents are semantically equal. As mentioned before, during XML to 
OWL transformation, every new OWL individual is assigned a new URI identifier. 
That identifier is only necessary for individual classification and its actual value is 
not significant. That means that the same XML business document instance may be 
transformed to individuals with different URI identifiers but the same content. For 
datatypes, "semantically equal" means that the lexical representation of the literals 
maps to the same value. For individuals it means that they either have the same 
URI reference or are defined as being the same individual.  We have developed a 
tool that helps us to do this.  It is described below. 

For every individual, the testing tool creates a temporary concept definition that 
contains the values constrained to the values specified in the individual properties.  



32 Nenad Anicic, Nenad Ivezic and Albert Jones 

In addition, cardinality constraints on the properties of the temporary concept 
definition are based on the property occurrence in the particular individual. All the 
temporary concepts are considered by the reasoner to determine equivalence 
among the corresponding individuals.  Then, for every pair of equivalent concepts, 
the tool asserts sameAs mapping between two individuals. This means that the tool 
creates an assertion that explicitly defines equality between the two individuals. 
That new assertion will help the reasoner to calculate any new equivalence. For 
example, consider two individuals a1 and a2 that belong to the same concept C1 
with same occurrence of the property p1 but with different fillers b1 and b2 (i.e., 
values of the property p1). If we calculate or insert the equality between fillers 
b1=b2, then corresponding temporary concepts for individuals a1 and a2 will be 
equivalent and, based on our definition of semantically equal individuals, we can 
conclude equality between individuals a1 and a2.The process is iterative and will 
end when no new concept equivalence is identified. 

We emphasize that a reasoner can calculate a new subsumption tree and 
identify new concept equivalence by taking into account both concept definitions 
and individual assertions. 

4.2  Concept Equivalence with Inconsistent Document Instances 

We investigated whether two ontologies can facilitate interoperable data exchange 
and we used reasoner capabilities to perform satisfiability check between them.  
We determined that a necessary condition for interoperable data exchange is that 
there are no contradictory concepts in the merged ontology.  It is, unfortunately, 
not a sufficient condition because some individuals may violate business 
constraints defined for a particular concept.  Consider the following example. 

Suppose a mandatory property, a necessary condition, is present within the 
target concept. Since the reasoner uses only definitions to calculate subsumption 
and equivalence among concepts and since a mandatory property is only a 
necessary condition, it will not be part of definition. This may give rise to an 
inconsistent source individual if the source concept specifies that property as 
optional.  In a general case, any logical constraint that is not a part of either target 
or source concept definition but only their necessary conditions may cause a 
similar inconsistency and prevent interoperable data exchange. 

Human designers face a similar problem every time they create a normalized 
ontology for a new business document content model specification. This problem 
deals with establishing whether an axiom is a part of concept definition, which 
includes necessary and sufficient conditions or only a part of concept description, 
which includes necessary conditions only. This distinction is critical because a 
concept definition is the mechanism used to classify concepts. 

We are in a position to develop a tool that helps the designer evaluate 
alternative ways to specify concept description and concept definitions and to 
determine the potential drawbacks of each. We also plan to investigate ontology 
design patterns, which may avoid the “concept equivalence-individual 
inconsistency” type of translation problem. Additionally, we may expand default 
reasoner satisfiability checking to provide additional testing capability. 
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4.3  Lessons Learned 

Based on our initial examination of Semantic Web technologies, we believe that 
they are sufficiently mature to allow experimental assessment in a fairly realistic 
enterprise-application-integration context.  Our experiments used production-level 
XML Schema encoding of OAGIS 9.0 core components.  The Xsd2Owl 
transformation takes a complete set of core component types from OAGIS 9.0 and 
is capable of creating OWL-DL ontology successfully.  We worked successfully 
with some, but not all, examples of XML Schema definitions for OAGIS Business 
Object Documents (BODs). 

The currently available tools are clearly not sufficiently robust and scalable for 
risk-free development of specialized add-on tools to support industrial 
interoperability efforts with all the complexities typically encountered.  However, 
the rate of maturation and adoption of these tools is encouraging and it seems that 
these issues of robustness and scalability may be addressed in the near future. 

When planning for future usage of the Semantic Web technologies within 
industrial enterprise application integration efforts, it is important to provide a 
transitioning path for moving from XML Schema-based to OWL-based application 
integration.  While there are potentially other significant issues, we showed that it 
is possible to translate XML instances into OWL individuals and, in the opposite 
direction, to serialize OWL individuals as XML instances conforming to a specific 
XML Schema.  This capability is important when presenting these new approaches 
to industrial communities as it shows that the existing legacy applications do not 
have to change all their interfaces over night to enjoy the benefits of this new 
technology.  We were encouraged by the initial positive reactions from industry to 
the initial results from our experimental approach. 

5  Conclusions 

In this paper, we described a Semantic Web-based approach and a methodology to 
enhance syntax-based standards for enterprise applications integration (EAI).  The 
methodology contains a number of integration and validation steps that are 
performed both at design time and run time.  During design time, the methodology 
supports development of generalized and normalized ontologies  and allows 
model-based similarity analysis of these ontological models.  During run time, the 
methodology enables semantic translation of instances of business documents 
using the previously developed ontologies and automated reasoning tools. 

Initial findings in testing the methodology show interesting capabilities such as 
the ability to perform individual equivalence tests that are content based.  Through 
experimental work, we have gained a significant insight into the issues of 
necessary and sufficient conditions for achieving interoperable data exchange.  The 
lessons learned so far indicate that the Semantic Web technologies are sufficiently 
mature to allow experimental assessment in a fairly realistic enterprise application 
integration context. 

Our immediate future work will focus on further assessment of the initial ideas 
for Semantic Web-based EAI standards.  The work will draw from on-going 
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industrial standards-based integration efforts such as the ones going within STAR 
and AIAG industrial groups.  We expect to identify key technical issues for the 
proposed approach, and through experimental demonstration show how such issues 
may or may not be addressed using the proposed approach. Our key contribution, 
we anticipate, will be to provide an increased understanding of whether and how 
Semantic Web technologies may be applied in a near future to industrial 
integration efforts. 

Disclaimer

Certain commercial software products are identified in this paper. These products 
were used only for demonstration purposes. This use does not imply approval or 
endorsement by NIST, nor does it imply these products are necessarily the best 
available for the purpose. 
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Summary. The significance of electronic information exchange in transport chains and its 
influence on the performance of the logistics processes is well-known. While much focus is 
still on the various techniques for information exchange, many Small and Medium-sized 
Enterprises (SMEs) experience problems that are not primarily caused by an absence of 
technology. Several advanced solutions exist but investment possibilities within many SMEs 
are very limited while their needs for electronic data exchange may be very similar as for the 
large companies. We describe a general “adapter” solution based on open source freeware 
that make it possible (in principle) for any business system to exchange information with 
any other business system. It has been successfully applied in a pilot study involving two 
companies (the transport operator being an SME) using different business systems (Hogia 
Mobilast and Movex). The solution was evaluated with the result that it met the 
requirements of the companies and is now planned to be used for future data exchange 
between the companies. 

1 Introduction 

A transport chain usually involves a large number of actors, and in order to reach 
an acceptable level of efficiency it is important to synchronize these actors and 
their activities. For example, information concerning the status of the cargo needs 
to be available to the right person, at the right place, and at the right time. Although 
this is obvious for everyone involved and that advanced technology to collect and 
distribute information exist, this is seldom achieved. We argue that the main 
reasons are not due to lack of solutions, but rather based upon difficulties to 
integrate existing software systems and the high costs associated. Many companies 
are small or medium-sized enterprises (SMEs) with a limited possibility to invest 
in the existing solutions, while their needs to perform electronic data interchange to 
act competitive may not be so much different from those of the large companies. 
Instead, a large amount of transport-related information, such as bookings and 
cargo specification, is exchanged manually via fax machines and phone. Problems 
that arise due to the manual work required are for instance that information may 
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not be accessible at a certain place when needed and also information duplication is 
complicated. The question that remains to be answered then is; are advanced and 
expensive systems required to solve these problems, or are there other, simpler and 
less expensive, solutions? 

The project “Transport informatics for increased cooperation between the parts 
in a logistic chain”, also called AIS 42 [1] focused on this question. The project 
had a reference group of companies located in, or close to, the city of Karlshamn, 
Sweden. One of the goals was to show that by using only simple and cheap 
solutions it is possible to establish adequate electronic information exchange 
between different actors in transport chains that have different prerequisites and 
preferences. The overall aim of the project was to develop and demonstrate the use 
of a common platform where the companies are able to exchange the necessary 
information between themselves as well as their other customers and suppliers. 
Moreover, the platform should work independently of the existing information 
systems and routines used by the different actors.  

The project was based on two case studies of which we will focus on one. 
These were studied in detail and the needs for improvements to support the 
transport activities were identified. The needs were analyzed and classified into 
categories such as: 

simplification of transport booking and other administrative activities,  
tracing and positioning of goods and carriers, 
deviation detection, 
support for calculations of environmental load, and 
logging of freight-related data,  

all of which require (different levels of) system interoperability. The needs of 
improvements were ranked based on importance which resulted in a requirement 
specification for the software platform to be developed. The platform and its 
functionalities were later demonstrated on one of the transport chain case studies 
and evaluated. Besides the software platform, the project also generated insights in 
the problems related to technological aspects as well as organizational issues 
within the freight transportation industry. 

The next section describes related work. Section 3 then describes the solution 
that was developed to support and facilitate information exchange, while Section 4 
presents one of the case studies upon which the project is based. Section 5 provides 
a discussion of the results and pointers to future work. 

2   Related Work

The review includes two parts; related research, in particular projects with similar 
aims, and existing software solutions available on the market. 

2.1   Related Research Projects  

There are a number of projects that have addressed the problem of information 
exchange and IT solutions for freight transportation. Many of them are projects 
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funded by the EU that focus on how to create solutions and processes for transport 
mode-independent information exchange that can provide traceability, as well as, a 
standardized and smooth way to communicate. Some of these projects are: 

INTRARTIP (Intermodal transport real time information platform) [7] 
ITESIC (Integration of technologies for European short intermodal corridors) 
[4] 
PISCES (Pipeline intermodal system to support control, expedition and 
scheduling) [12] 
D2D (Demonstration of an integrated management and communication system 
for door-to-door intermodal freight transport operations) [3].  

Other projects focus specifically on traceability and straight-forward 
combinations of technologies to achieve this for cross-border transportation. Two 
examples are SITS (Simple intermodal tracking and tracing) [13] and 
MULTITRACK (Tracking, tracing and monitoring of goods in an intermodal and 
open environments) [11]. 

Even though AIS 42 and the projects mentioned above have some issues in 
common, AIS 42 is different in several aspects. AIS42 have chosen a pragmatic, 
bottom-up approach with focuses on the particular situation for SMEs. 
Furthermore, the size of AIS42 is much smaller than the other projects with fewer 
resources available for software development and with industrial actors that are 
comparable smaller and local. Consequently, usability, simplicity, interoperability, 
and cost-effectiveness are the primary factors in the choice of technology.  

2.2   Existing Technology 

Support for electronic information exchange is often found in large business 
system, e.g., ERP (Enterprise Resource Planning) systems. Such systems often 
focus on a specific type of company, e.g., a transport buyer or a transport operator. 
The systems do often have some ability to exchange information with other types 
of business systems, but this is often limited to a standard set of formats and 
systems. There exist several off-the-shelf TA (Transport Administrative) systems 
for storage, synthesis and communication of data, such as Movex [10], Hogia 
MobiLast [6], and many more. These systems and the other systems that support 
electronic data interchange have varying characteristics, but all of them require 
substantial investments both to procure and to use. As a consequence, SMEs are 
able only to invest in one system, if any at all. This, in turn, makes it impossible to 
carry out electronic business activities with several companies using different 
business systems due to system interoperability problems.  

One existing solution that meets some of the interoperability requirements is 
Microsoft BizTalk [9]. The main purpose with BizTalk is to facilitate system 
communication independently of the individual communication formats in the 
systems by acting as an interpreter between the systems. It is based upon a central 
server through which all exchanged information pass. It uses XML and supports 
the main protocols for e-mail and http. However, being a proprietary client-server 
solution it has several disadvantages, such as, making the actors dependent on third 
party, being expensive and possible risks for communication bottlenecks. 
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3 The Adapter Solution 

As mentioned in the introduction, some of the most important needs of 
improvements identified were: simplification of administrative activities, such as, 
transport booking, tracing of goods and carriers, deviation detection, and 
calculations of environmental load. Many of these require a complete unbroken 
process with gathering of data, data processing and information distribution. We 
decided to focus on the first point that concerns the reduction of usage of fax 
machines and other manual ways of information exchange (reducing the 
administrative costs as well as the number of error caused by the human factor) and 
increase the accessibility of information by making electronic information 
exchange possible. 

Considering the requirement specification, a group of 15 students from 
Blekinge Institute of Technology developed a software prototype for electronic 
information exchange. The prototype is built using only on freeware with open 
source code such as, Enterprise Java Beans, J2EE, JBoss, MySQL, etc., and uses 
state-of-the-art technology like XML and Web services. The prototype provides the 
possibility for different business systems to communicate and supports information 
exchange via web portals, e-mail, fax and SMS. The prototype is an information 
carrying system meaning that the system acts independent of what type of data that 
is transferred through it. 

The basic idea can be seen as a generalization of the well-known Adapter 
design pattern [5] used within object-oriented software engineering. It is also 
similar to the concept of connectors [2], as well as, wrapper agents [8] as used 
within the area of multi-agent systems [14]. To each (legacy) business system an 
adapter is built that enables the system to interact with other the other business 
systems in the transport chain. Such an adapter is mainly composed of three parts; 
a “bridge”, an “interpreter”, and a “message handler”. (See Figure 1) The Bridge 
handles the interaction with the business system, and the Interpreter translates the 
data from the format the sending business is using to the format the receiving 
business system is using (and vice versa). The Message handler takes care of the 
communication with the adapters of the other business systems. The bridge 
typically makes use of the functions for exporting and importing information that 
most business systems are equipped with. If this is not the case, more sophisticated 
methods must be used. 

Figure 1. The structure of the adapter software. 

The Adapter prototype software is available as freeware and is relatively easy 
to install. It is structured as a program that includes general message handling 
components, and shells for the interpreter and the bridge. Much effort was spent on 
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reusability making it easy to adapt the software to arbitrary business system (at 
least those that have basic data import and export functionality). Also modifiability 
was considered and since the software is module-based, extensions of the system 
are facilitated. The system requires “log in” for usage, and encryption and digital 
labeling is included to increase the security. 

4 Pilot Study 

The transport chains that were selected as the case studies of the project are not 
very complicated consisting of just a few actors and little or no cross-border traffic. 
The focus is on SMEs based in the region of Blekinge, Sweden, with partly very 
limited resources for investments in IT but still needs the functionalities to stay 
competitive. Many of the needs of improvements and opportunities identified in 
the specific case studies can, however, also be found in many other companies in 
the transportation business of varying size, nationality and resources. 

The transport chain we will focus on here consists of a truck transport carried 
out by Karlshamns Expressbyrå (KE) containing packaged temperature-sensitive 
cargo from the production facility of Karlshamns AB (KAB) in Karlshamn to the 
customers of KAB localized in Northern Europe. KE uses a system developed by 
SA-data for surveillance and booking. History of cargo temperature stored in the 
cooling systems in the trucks is made available by TermoKing. During the project, 
KE decided to start using Hogia Mobilast which is a system that supports the 
planning of transports since available transport resources can be controlled, 
transport orders can be administered via the system etc. KAB uses Movex for 
administration of orders, transport prices etc. 

Through interviews the following aspects were identified as important for KE: 
Simplification and speeding up of administration of a transport 
assignment. 
Control of truck space utility. 
Cargo follow-up during and after transport regarding temperature and 
time. Deviation detection important.  
Calculation and reporting of environmental impact.  

Figure 2. The setting of the pilot study. 

Hogia

Hogia 
adapter 

Movex 
adapter 

Move

KABKE



40 Paul Davidsson, Linda Ramstedt, and Johanna Törnquist 

Notification of order 

 Confirmation of order 

Transport request 
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Whereas the following aspects were regarded as important by KAB: 
Delivery time precision (punctuality) 
Status of the cargo regarding deviations, i.e. traceability. 
Simplification and speeding up of the administration associated with 
transport bookings.  

Thus, a common aspect of interest for both companies is to minimize the 
administration connected to transport bookings, and this is what we decided to 
focus upon in the demonstration experiment.  

The prototype platform was tested by having two different major business 
systems; Hogia Mobilast and Movex, in two different companies, KE and KAB, 
interacting via the platform (see Figure 2).  

In the demonstration experiments the actual business systems (together with the 
associated Adapters) were executing at the two companies. A number of 
functionalities were tested (see Figure 3).  

Figure 3. Examples of functionalities tested in the pilot study. 

For instance, KAB was able to make transport requests from Movex directly 
into the Hogia Mobilast system at KE. Similarly, KE was able to confirm the 
request from inside its system directly to Movex at KAB. Further functionalities 
include monitoring active requests. 

The most complex part of an Adapter is typically the Bridge. As an example, 
we take a closer look at the Bridge of the Hogia Mobilast adapter which is 
composed of three threads: 

Import, which receives XML messages from the Message handler via a web 
service client, and saves them as files in the “In” folder. 
Export, checks the “Out” folder every fifth minute (this time interval was used 
in our experiments; it should, of course, be chosen based on the response time 
requirements for the particular application) and when a new file is detected, it 
is sent via a web service client to the Interpreter for further processing. When 
it gets an acknowledgement from the Message handler that the message was 
successfully sent, the file is moved from the Out folder to a “Sent Orders” 
folder. 
Status monitor, monitors changes regarding the orders that are currently active, 
by making requests concerning the status of these orders each 20 second (in 
our experiment) and saves them as XML-requests to the In folder of Hogia 
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Mobilast. It then reads the reply from the Out folder and sends it to Interpreter 
for further processing.  

Bridges for other business systems with import and export facilities work in a 
similar way. 

5 Conclusions and Future Work 

An evaluation of the practical relevance and economical gain of the prototype was 
made and based on interviews of the participating companies. The prototype 
provides a direct use since it offers cost-effective (due to the use of freeware and 
easiness of adaptation) and platform-independent communication. Thus, the 
prototype work satisfactory in this context at this stage and with respect to 
attributes such as modifiability and compatibility with several interfaces. These 
benefits make the prototype useful in several contexts and not only for the project 
participants. A cost-effective communication solution generates in addition several 
implicit benefits such as possible reduction of error in documents that are 
exchanged (due to minimization of manual duplication work) and increased 
information accessibility. An example of future work is to measure the reduction of 
errors in exchanged documents as a consequence of implementing the Adapter in 
companies. 

The economical impact is more difficult to approximate partly due to that it is a 
long-term effect and partly is associated with other factors related to the companies 
and their adjustments technology-wise. The selection of technology used in the 
prototype was considered appropriate and in line with needs of the companies and 
their future business plans. 

It is hard to create a fully generic communication solution that does not require 
any adjustments at all. Even our platform requires some adjustments and further 
development before it can offer a full-scale solution at KE and KAB. We have, 
however, demonstrated the possibility to achieve basic and sufficient 
communication functionalities like the large-scale TA systems offer but to a 
considerable lower cost. This is something that is of significant importance for the 
survival of smaller actors with same needs as the larger players but with a much 
more limited investment possibility. 

Compared to existing centralized solutions, such as BizTalk, the proposed 
solution has a number of advantages, e.g., being independent of third parties and 
avoiding central communication bottlenecks. 

We are currently working with applying the prototype to additional companies 
and business systems. Moreover, we have investigating the possibilities of 
developing an ontology, possibly based on [15], so that a common communication 
language can be used between the adapters. This would significantly reduce the 
need of developing interpreters, since there for each business system only need to 
be translation into one language, independent of which business system it will 
interact with. 



42 Paul Davidsson, Linda Ramstedt, and Johanna Törnquist 

6 Acknowledgements 

The AIS 42 project was financially supported by VINNOVA (The Swedish 
Agency for Innovation Systems). We also wish to acknowledge the valuable input 
from the participants of the project (ABU AB, Carlshamn Mejeri AB, DFDS Tor 
Line AB, Elektronikcentrum i Svängsta AB, FoodTankers AB, ICA Handlarnas 
AB, Karlshamns AB, AB Karlshamns Expressbyrå, Karlshamns Hamn AB, Södra 
Cell AB, TFK, Växjö University), as well as the group of third year students from 
the Software Engineering program at Blekinge Institute of Technology who 
developed the software used in the pilot study, namely: Andreas Mattisson, Áron 
Kelemen, Daniel Hansson, Daniel Hellkert, Johan Gjertz, Jonas Hoverman, Kent 
Wennerlund, Lars Widmark, Linus Gustavsson, Martin Bengtsson, Martin 
Skjaeraasen, Pheter Stål, Stefan Hagström, Thomas Sundblom, and Tobias 
Bergman. 

References

1. AIS 42, Project website http://www.ec.se/ais/ 
2. Bures, T., Plasil, F., Communication Style Driven Connector Configurations, Software

Engineering Research and Applications, LNCS Vol. 3026, Springer, 2004. 
3. D2D, website, http://prosjekt.marintek.sintef.no/d2d/ or http://www.bmt-ts.com/d2d/ 

for other information 
4. EUROMAR EEIG, ITESIC Final report for publication, Deliverable to the European 

Commission DGVII, 2000 (Available at http://europa.eu.int/comm/transport/extra/ ) 
5. Gamma, E., Helm, R., Johnsson, R., Vlissides, J., Design Patterns: Elements of 

Reusable Object-Oriented, Addison-Wesley, 1994.  
6. Hogia MobiLast, Company website http://www.hogia.se/godstrafik/ 
7. INTRARTIP Consortium (2000), Final Report for Publication, Deliverable to the 

European Commission DGVII (Available at http://europa.eu.int/comm/transport/extra/) 
8. Kolp, M. T., Do, T., Faulkner, S., Introspecting Agent-Oriented Design Patterns, In S. 

K. Chang (Eds.), Advances in Software Engineering and Knowledge Engineering, vol. 
III, World Publishing, 2004. 

9. Microsoft BizTalk (http://www.microsoft.com/biztalk/) 
10. Movex, product of Intentia http://www.intentia.com/ 
11. MULTITRACK Consortium (1999), MULTITRACK Final Report, Deliverable to the 

European Commission (Available via http://www.cordis.lu) 
12. PISCES Consortium (2000), PISCES Final Report, Deliverable to the European 

Commission (Available at http://europa.eu.int/comm/transport/extra/) 
13. SITS Consortium (2000), SITS Final Report, Deliverable to the European Commission 

(Available at http://www.phys.uu.nl/~durr/TransportStuff/sits/) 
14. Wooldridge, M., An Introduction to Multi-Agent Systems, Wiley, 2002. 
15. Zimmermann, R., Butscher, R., Bodendorf, F., An Ontology for Agent-Based Supply 

Chain Monitoring, Agent Technologies in Logistics, ECAI 2002 Workshop, Lyon, 
France, 2002. 



MAFIIA – An Architectural Description Framework: 

Experience from the Health Care Domain 

Ståle Walderhaug1+2, Erlend Stav2, Stein L. Tomassen2, Lillian Røstad2 and 
Nils B. Moe2

1   Norwegian Joint Medical Service, Medical R&D, 2058 Sessvollmoen, Norway 
2   SINTEF ICT, 7465 Trondheim, Norway,  
{stale.walderhaug, erlend.stav, stein.l.tomassen, 
lillian.rostad, nils.b.moe}@sintef.no

Summary. Healthcare information systems are characterized by having many stakeholders, 
roles, complex and diverse information systems, high degree of formalized working 
practices and an intense focus on quality concerns like interoperability, security and 
reliability. There is an emerging need for a structured architectural tool for supporting 
system developers and architects working with this kind of critical infrastructure. This paper 
presents MAFIIA - an architectural description framework specialized for the health care 
domain. The framework has been used in the development of three different healthcare 
information systems: a system for individual care plans, a platform for image-guided surgery 
and a patient evacuation support system. The experience from the case studies shows that 
the framework is a useful and flexible tool for creating an architectural description, and 
assists in keeping the focus on selected quality concerns. 

1  Introduction 

In health-care organizations a conglomerate of software systems is used. 
Development and maintenance of such systems are challenging, as special focus is 
required on security and usability, as well as interoperability with other systems. 
To handle this challenge, it is essential that the developers and other personnel 
responsible for the development, maintenance and administration get a good 
understanding of the system's architecture, its interfaces to environment, and the 
context in which the system will be used. 

For the central concepts of architecture and architectural description we use the 
following definitions from 1, and for interoperability the definition from 2: 

Architecture: The fundamental organization of a system embodied in its 
components, their relationships to each other, and to the environment, and 
the principles guiding its design and evolution. 
Architectural Description: A collection of products to document an 
architecture.
Interoperability: a) The ability of systems, units, or forces to provide 
services to and accept services from other systems, units or forces and to 
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use the services so exchanged to enable them to operate effectively 
together. b) The condition achieved among communications-electronics 
systems or items of communications-electronics equipment when 
information or services can be exchanged directly and satisfactorily 
between them and/or their users. 

Unfortunately, architectural descriptions for Healthcare Information Systems (HIS) 
vary in structure and content – if they exist at all. They seldom include important 
information like the stakeholders the system was originally built for, which laws 
and regulations affected the system, which standards that were applied, and which 
other systems it was built to interoperate with. From the end users' perspective, 
successful implementation of a HIS is dependent on the target system's suitability 
for its purpose. Thus, documentation of both system and user work process 
interoperability is important. 

The lack of formal architectural descriptions and a need for information 
integration and interoperability was our motivation to develop an architectural 
description framework called MAFIIA (Model-based Architecture description 
Framework for Information Integration Abstraction). Collaborative design is 
encouraged and supported by the framework, to ensure that the systems are built 
based on real understanding of the needs of the end users and the requirements 
from environment system interfaces. The framework assures a common structure 
and formalism of architectural descriptions for an organization’s systems. At the 
same time, it provides the flexibility to focus on the concerns defined by the 
organization. This will assist developers in maintenance and evolution as well as 
development and description of new systems.  

This paper presents MAFIIA and our experience from three case studies where 
the framework was used to develop architectural descriptions of HISs with a 
special concern for usability, reliability and interoperability. For each case study 
we briefly present the background before we summarize our experience from 
applying MAFIIA to it.  In the discussion, we address the following questions 
based on the case studies: 

How did the prescribed development process of the framework fit the case, 
and did it help us document what we needed? 
How did the framework address the interoperability concern? 
Was the framework flexible enough to support the individual differences 
between the cases? 
Was the framework equally suitable when introduced at the start of the 
development as when used to continue the development of an existing 
system? 

Before describing MAFIIA we first present the background for development of the 
framework. MAFIIA is presented in section 3 before the case studies are described 
in sections 4, 5 and 6. The experiences are discussed in section 7 before we provide 
some concluding remarks in section 8. 
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2  Background 

SINTEF ICT is a research institute in Norway that works with organizations from 
many sectors, including defense and health. Both the defense and health sectors are 
characterized by having many stakeholders, roles, complex and diverse information 
systems, high degree of formalized working practices and an intense focus on 
quality concerns like security and reliability. Developing, maintaining and 
extending such time critical systems, some of which cannot be taken offline, can be 
very difficult. An explicit system architecture description framework that includes 
business aspects as well as traditional systems engineering aspects can help 
addressing these concerns.  

Based on the experiences from architecture description frameworks for 
command-control systems in the Norwegian Armed Forces 34, SINTEF ICT has 
developed a model based architecture description framework for information 
systems with a special focus on information integration, called MAFIIA.  

3  MAFIIA 

MAFIIA is a framework for creating architectural descriptions of software 
intensive systems. The framework assists the architect by: 

Supporting cooperative design through the definition of a set of views and 
selection of notation that allow end user involvement in important parts of 
the work. 
Supporting development and description of the architecture of new 
systems, as well as documentation of the architecture of existing (legacy) 
systems. 
Providing use guidelines for architectural patterns applicable to systems 
that need to integrate information from several heterogeneous environment 
systems 
Providing a structure that ensures that documentation of different systems 
developed using the framework will have a uniform structure and content. 
Presenting a list of quality related concerns that the architect should 
consider when creating the architecture, and instructing how to include 
description of the concerns of particular importance. 

The MAFIIA framework adopts the terminology and conceptual framework 
defined in IEEE 1471 1. Compared to IEEE 1471, MAFIIA gives further 
normative guidelines, including the use of UML as notation, a set of predefined 
viewpoints and a reference architecture. 

An architectural description created using MAFIIA is structured around a set of 
views, each of which describes the system from a certain viewpoint. Views are 
useful for illustrating different aspects of the same target system, and are also the 
basis for RM-ODP 5. Concerns that are of special importance to the target system, 
e.g. security and interoperability, must be identified and described. A set of system 
assets, e.g. standards and laws to which the system must comply, is included. A 
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reference architecture is defined by MAFIIA, and can be refined for a specific 
target system, or for a set of related systems.  

It should be emphasized that the main purpose of the architectural description is 
to give the reader an understanding of the fundamental aspects of the system and 
its context. Thus, the architectural description is kept at a relatively high 
abstraction level and does not include e.g. full user requirements, complete 
business process models, or more detailed design information. 

In the following subsections, each part of MAFIIA is described in more detail. 

3.1 Concerns 

MAFIIA defines how to describe concerns of special importance to the system. 
These concerns will need special attention within all or most of the views described 
in section 3.4. A concern may require special models or other formal descriptions 
to be created to ensure that the architecture description is correct and complete. 

Functional aspects that are considered to be of such importance that they should 
be treated separately and be specifically visible in the documentation should be 
identified and treated as a concern.  

For a HIS, security should always be treated as a special concern due to patient 
privacy issues. Confidentiality, availability and integrity – the key characteristics 
of information security – are essential in health care information systems. Security 
should be addressed in a dedicated model in each view of the architectural 
description. 

Interoperability is a special concern for a HIS that must operate in a context 
where many other critical systems both provide and rely on information from the 
system being architected. The focus on interoperability require the architects to 
carefully design the information and operation interfaces to the environment, as 
well as the distribution and realization of the system components. 

3.2 System Assets 

System assets are sources of information that can be used when developing an 
architectural description. System assets can be considered as implicit requirements, 
which are not necessary to include in the requirement view, however assets may be 
included in component, deployment and realization views. The most common 
assets for architectural description of a HIS are dictionary (a reference list of 
concepts), standards (a formalized model or example developed by a standar-
dization organization or established by general consent), laws and regulations and 
at last patterns. A pattern is a description of a recurring, well-known problem and a 
suggested solution. Patterns are identified and can be used on many system levels. 
The MAFIIA framework includes guidelines for when to apply well-known 
patterns in the architecture. Summary descriptions of recommended patterns are 
included, along with references to sources such as 678, where the full pattern 
description can be found. The MAFIIA framework suggests a number of patterns 
related to interoperability and information integration. The selected patterns are 
referenced in the architectural description of the target system, and specialized in 
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the view(s) where they are applied. The use of architectural patterns will facilitate 
interoperability between systems and sub-systems. 

3.3 Reference Architecture 

MAFIIA defines an overall reference architecture for information integration 
systems. This is a high-level, generic architecture which is used as a basis for 
development of target system architectures, and to compare architectures of 
existing systems. The MAFIIA reference architecture defines four logical tiers, and 
the interface to the environment as shown in Figure 1.  

Target System 
Other parts of 
environment 

Interfaces
to system 

environment 

User Interface (UI) 

User Service (US) 

Business Service (BS) 

Resource Service (RS) 

Env. 
inter-
facing
(EI) Legacy System 1  

(LS1) 

Legacy System 2  
(LS2) 

Legacy System n  
(LSn) 

Figure 1.  MAFIIA Reference architecture for information integration systems 

3.4 Views and Viewpoints 

A central part of MAFIIA is its definition of a set of viewpoints. Each viewpoint 
defines how a specific view of the target system shall be described, and prescribes 
a set of models that the view shall include. The notation to use for each model is 
also defined – normally a set of UML diagrams with accompanying textual 
description is used. Architectural descriptions created with MAFIIA contain the 
following views: 

Context view describes the business-related aspects and stakeholders of the 
target system and its environment. Environment systems that will be involved in or 
influence the operation of the target system are identified, and their interfaces and 
collaborations with the target system are described. The context view should be 
created in collaboration between end users or domain experts, and software 
architects. The description in this view is important during the initial development 
of the architecture, but may be even more valuable during maintenance and 
integration with other systems, as it provides background motivation for the 
architecture that may otherwise be forgotten and hard to reconstruct. 

Requirement view describes functional and quality requirements that can 
affect the architecture of the target system. This does not include complete user 
requirements, but instead generalized versions of each type of user requirement 
that are of importance to the architecture. The models in this view are based on use 
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case diagrams and tables of prioritized requirements. Interoperability requirements 
are derived from the interfacing systems described in the context view, and the 
framework also provides a set of requirement choices guiding the process of 
eliciting integration requirements. 

Component view describes the decomposition of the system into components, 
including their interfaces, interaction, and the information that is handled. The 
security model is an important part of this view, and describes security mechanisms 
and how these are integrated with the rest of the system. The models of this view 
are kept at a logical and platform independent level, and do not include realization 
details. For this view, the framework presents a set of architectural design issues 
for information integration systems, and proposes patterns and other solutions that 
can be suitable when the issue has specific characteristics. 

Distribution view describes the logical distribution of components and roles. It 
describes which components that must be together on a node, which components 
that must be distributed to different nodes. The framework includes 
recommendations for distribution choices based on parameters such as system size, 
geographical distribution, and communication capacity. The distribution choices 
can be limited by the current deployment of components in environment systems, 
as well as their security infrastructure.  

Realization view describes how to implement the system described in the other 
views on a selected target platform. It includes mapping of the architecture to the 
selected technology platform (e.g. Java or .Net), and also describes the actual 
deployment of the system on the selected nodes. Both technology platform and 
deployment choices can be limited by the requirements for interoperability with the 
environment systems.  

3.5 Process 

The MAFIIA framework recommends an iterative development process. An 
iteration of the architectural description work usually starts with describing the 
context view, and ends with the realization view following the order in which they 
are presented in the previous section. The work does not proceed in a strict 
sequence, but frequently returns to previous views when new insight is acquired. 
Each iteration results in a version of the architectural description that is reviewed. 
More than one iteration may however be necessary to complete the architectural 
description. 

4  Case 1: Individual Care Plans 

In the SamPro project SINTEF ICT cooperated with the local health care region 
and the company Visma Unique AS to develop a system for individual care plans.  

According to the Norwegian health law, patients with long-lasting health 
problems and with the need for coordinated health services, have the legal right of 
an individual care plan. The objectives of making an individual care plan are: 
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To support a coordinated, unified and individual health service, and ensure 
a responsible care provider for the patient at all times. 
To map the patient’s objectives, resources and needs for different services 
in different domains and coordinate and evaluate actions to meet those 
needs.
To increase cooperation between a service provider, patient and other 
involved (peer/family), between service providers and other organizations 
at the same or across levels of service. 

A system for individual care plans needs to read, present and report information 
a variety of health care information systems. To do this it is necessary to identify 
stakeholders and understand and describe the work processes, user requirements 
and existing laws and regulations that affect the system, as well as interfaces to the 
environment systems. MAFIIA was chosen to develop and describe the 
architecture of the system.  

4.1 MAFIIA Applied to Individual Care Plans 

The users of an individual care plan system come from different levels of the 
public health service, and from different health institutions. Some of the users are 
even outside of the health sector, e.g. patients, relatives and social workers. The 
main challenge is to ensure that the users of the system at all times can access the 
information they have the right and need to see. The most important concern was 
security. The most central system assets were relevant laws and standards 
concerning health informatics and security.  

The users participated in developing the Context and Requirement views. 
Together with the end-users we described the system stakeholders, their 
relationship to each other and to the new tool. This information was essential for 
understanding the complex domain, and gave an overview of all the contributors to 
the requirements. A process model for the new system was developed as part of the 
context view, to help understand the work-processes a system for individual care 
plans needs to support. A model describing environment systems was developed to 
identify candidate systems for integration. The care plan contains only a short 
description of the different services a patient receives. The service providers each 
have a more thorough documentation in their own information systems. The goal 
was to identify if and how the care plan system should be integrated with these 
systems. Another integration issue was the use of a common user database. Health 
care personnel should be able to log on to the care plan system using their regular 
username and password.  

In component view the system was decomposed into sub-systems and their 
components. The access control components were grouped in a separate sub-
system that is used by all the other sub-systems. A model for role based access 
control combined with information categorization was developed as a part of the 
architectural description. 

The system was designed to be a service in the regional health network. The 
distribution view described where to place the different logical layers of the system 
in the network, and the chosen protocols for secure network communication. 
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.Net was chosen as the implementation platform for the individual care plan 
system. The realization view therefore included description of mapping to .Net 
technology components, including mapping of the security mechanisms described 
in component view to the .Net security model. 

One of the main challenges in the project was to communicate the system 
architecture to the developers. One person from the development team was 
involved in architectural meetings to help this process, and after the project ended 
we had an evaluation meeting with the developers to identify any problems or 
suggestion for improvement. The meeting confirmed that the use of a structured 
and model-based framework, such as MAFIIA, resulted in an architectural 
description that was easy to understand and adopt for the developers, with minimal 
help from the architectural team. 

Visma Unique AS is continuing to work on the system, and is planning to 
release it as a commercial product on the market in 2005. 

5  Case 2: CustusX 

CustusX is a platform for image-guided therapy developed by the Center of 
Competence - 3D Ultrasound in Surgery, which consists of St. Olavs Hospital, 
Norwegian University of Science and Technology (NTNU), and SINTEF. The goal 
with CustusX is safer, more accurate, and less invasive surgical procedures. 
The initial idea behind CustusX was to have a navigation platform for clinical 
testing of new procedures in the operating theatre. One of the requirements was 
that the software should be cross platform executable and run on both ordinary 
personal computers and in large-scale visualization installations. 

The development of CustusX has been demo driven – that is, repeatedly new 
functionality has been requested and then implemented. This had led to a system 
with no structured documentation of the architecture and consequently very 
difficult to maintain. It was also acknowledged that the system had become too big 
and complicated, and consequently did not support the needs of the different target 
groups very well. It was therefore recognized that the system had to be reorganized 
to make it both more maintainable and configurable to better meet the needs of the 
different user groups. The first task in this work was to specify an architectural 
description of the current system and then for the future system. MAFIIA was 
chosen for several reasons; it defines a structure for the documentation, it is user 
centric, and provides support for HIS development. 

5.1 MAFIIA Applied to CustusX 

CustusX has evolved to be quite an extensive platform for image-guided therapy, 
which has led to a great number of potential stakeholders that have a strong interest 
in the use of this system. It was therefore vital to identify all these stakeholders as 
they may affect the final architectural system description. For instance, some users 
need the application for telemedicine purposes, e.g. in situations where there is a 
need of an expert opinion and where the expert is located remotely. This would 
influence how to describe which components that needs to be distributed. 
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One important step defined by MAFIIA is to identify all relevant concerns. The 
concerns identified by the architectural group (including end users) were 
configurability, performance, reliability, safety, and security. Since CustusX will 
be used in many different clinical applications like surgery planning, surgery 
guidance, radiology intervention procedures, radiation therapy, simulation, and 
training it needs to be highly configurable. The system should be able to 
seamlessly integrate with environment systems, such as the legacy Picture Archive 
and Communication System (PACS). Security was important since the system will 
contain patient information and be distributed.  

CustusX 

CustusX Application

Import
User Managment

Collaboration Managment

PACS Server

PACS

Database Server

User Database

CustusX Application

Import
User Managment

Collaboration Managment User Database
PACS

Figure 2. CustusX system distribution model 

Figure 2 shows the system distribution model for the CustusX. The 
Collaboration Management component can be connected to another CustusX 
system. The PACS server is a legacy system, and is therefore separated in an 
individual node. Many CustusX systems can access the user database and is 
consequently located in a separate node.  

The architectural group decided not to specify any realization view in the first 
version of the CustusX architecture. This view was not needed to make estimates 
and a detailed plan for the implementation work and will be done in the next 
version of the architecture. 

6  Case 3: Evacuation Support System 

In 2002, SINTEF ICT and the Joint Medical Service in the Norwegian Armed 
Forces started a project called Evacuation Support System (EvacSys). The 
objective was to implement and test a new system to improve information flow 
between nations and organisational levels in a military medical evacuation chain. 
Today, when injured soldiers are evacuated from the battlefield, tracking log, 
medical treatment and observations are documented on a paper-based form that 
follows the patient. Each nation in NATO has its own paper record format, but 
should be interoperable between the nations. 

EvacSys is a new electronic system for medical and command-control 
information capture and distribution. Using personal electronic memory tags, 
wireless military tactical communication, state-of-the art portable computing 
terminals and a new military Electronic Health Record (EHR) called SANDOK, a 
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complete distributed information system was architected, implemented and tested. 
EvacSys involved many stakeholders and the system had to be interoperable with 
both national and other NATO nations' health information systems, as well as the 
underlying military command and control infrastructure. To handle this concern, 
MAFIIA was used as a framework for specifying and developing the EvacSys 
architecture.   

6.1 MAFIIA Applied to EvacSys 

The first step in the MAFIIA framework is to identify concerns and system assets. 
Focus was put on functionality, usability, reliability and interoperability. Major 
system assets were NATO standards and Norwegian laws and regulations for 
medical documentation and exchange. 

The MAFIIA framework's context view was found very useful when describing 
the context in which the EvacSys will operate. User and business processes were 
documented to ensure user interoperability. Identifying and documenting the 
environment information and operational system interfaces required a lot of time 
and effort, as much of this documentation was hard to find. The Context view 
models provided an important input to the system requirements models.  

As a part of the Components View, the information and processing components 
were carefully modeled to optimize robustness and interoperability with existing 
infrastructure. The difference between Norwegian and English/American person 
identifiers and naming conventions required some additional components to be 
specified.

The EvacSys Distribution View explicitly models reliability and 
interoperability related concerns. Critical operational components were distributed 
onto different logical nodes. The distribution models emphasized that there are no 
“single point of failure” at the different logical locations (battlefield, mobile aid 
station, transport etc.) in the EvacSys. For example, all terminals used for 
information input and output are generic in the way that they have no components 
that are specialized for one specific user or patient. Information-intensive 
components such as pulse-oxymetri sensors were put on separate nodes and shared 
filtered information through standard communication syntax and protocol. The data 
replication mechanism used to distribute patient data at the field hospitals was 
implemented according to the push model of the Publisher-Subscriber pattern. 

Military standards and regulations were important input to the realization view 
description. Only a limited set of equipment, platforms and protocols are approved 
for use in an operational setting. 

The first prototype of the EvacSys system was tested and evaluated by the 
medical battalion of the 6th division during a 5-day military exercise in northern 
Norway (Setermoen) in December 2003. The evaluation report concludes that the 
system architecture and information flow worked according to system 
requirements.  
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7  Discussion and Related Work 

This section discusses experiences from using MAFIIA based on the cases 
presented and addresses the questions stated in the introduction. It should be noted 
that MAFIIA was used as a tool in the architectural work of the projects, and were 
not itself the research focus of the projects. The discussion presented here is thus 
mainly based on a subjective evaluation from the different researchers that 
participated in the projects, and to some degree on feedback from other participants 
in the projects. All of the cases are based on projects of approximately 15-25 
person months. There is also great variation in type of systems of the cases, even 
though all of the cases are within the health care domain.  

The feedback from the cases indicates that the development process described 
in MAFIIA was easy and useful to follow. The combination of a description of 
what to do, and a checklist of what to include of models, standards etc, helped the 
developers in the work. The assistance provided by the framework in identifying 
quality related concerns was reported as important to all the cases, e.g. security in 
all cases and configurability in CustusX. Also the context view was consistently 
reported to be very valuable in all the cases.  

With respect to interoperability concerns, all three cases have been tested in a 
real environment. Feedback from all of the cases showed that the context view was 
an essential tool for understanding the complex domains, and gave an overview of 
all the contributors to the requirements. The EvacSys prototype was successfully 
tested in an integrated operational setting. SAMPRO was the first system designed 
for external access within the Norwegian Health Network. 

The flexibility of the framework was essential in supporting the necessary 
variations in the description which the different cases required. The ability to select 
different concerns to focus on, and the ability to extend each view with new models 
were utilized in all three cases. There were some differences between the cases in 
how the requirements were specified. Some used use cases while other preferred 
only textual descriptions. There were no reports of problems using either.  

The framework was found equally useful in the two cases were it was 
introduced from the start or early in the development process for a new system, and 
in the case where used for architectural clean-up and further development of an 
existing system. 

There exist a number of related architectural frameworks that are commonly in 
use today. RM-ODP (Reference Model of Open Distributed Processing) 5 is a 
framework that provides the developers a standard for creation of systems that 
support distributed information processing services to be realized in heterogeneous 
environments. The method uses five different viewpoints to describe the system. 
The framework is neutral in the selection of tools for describing the architecture.  

TOGAF (The Open Group Architecture Framework) 9 is an enterprise 
architecture framework that “consists” of a subset of architectures: business, data, 
application, and technology respectively. TOGAF consists of a set of tools and 
methods for developing different architectures. The goal of TOGAF is to become 
an industry standard method that is neutral to both selection of tools and 
technologies.
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ATAM (The Architecture Tradeoff Analysis Method) 10 is an analysis method 
used to understand the various tradeoffs that have to be made when creating 
architecture for software intensive systems. 

NATO has started a Multilateral Interoperability Program 11 that focuses on 
interoperability between member nations' command and control systems. 

9  Conclusion 

The findings from the case studies indicate that the use of the MAFIIA facilitates 
development of systems that will operate in a complex environment. Despite the 
individual differences of the case studies presented here, the framework has proven 
to provide good assistance for the architectural work, and results in a well-
structured architecture description. The method gives excellent support when 
developing architecture with a strong focus on specific selected concerns, and 
security in particular. 

Applying an architectural description framework like MAFIIA will have best 
effect if it is used as a standard for all software intensive systems developed within 
and for the organization. We believe that large organizations, e.g. public health 
care within a state or country, is in a position where they can require that at least all 
new system that they acquire or developed are described in a standard of their 
choosing. 
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Summary. The lack of interoperability between ICT systems is becoming more and more a 
bottleneck in the collaboration and co-operation of enterprises. Co-operating parties have to 
exchange business information and have to have the same understanding of the meaning of 
the exchanged information and to trust both the communication itself and the validity of its 
contents. The paper reviews two ISO standards, which are aiming on the interoperability 
issue comparing the different aspects of these standards and introduces a new work item in 
standardisation, which expects support from two current European initiatives on 
interoperability and others. The paper is intended to guide further standard developments by 
identifying current solutions and their relation with one another. 

1  Introduction 

Operating in the global business environment requires worldwide co-operations 
between enterprises sharing their core competencies in order to exploit short-term 
market opportunities. Besides the timely availability of products and services, the 
real time exchange of related business information between the co-operating 
partners is even more important. Such exchanges are needed for both operational 
control and to an even larger extend for the decision-making processes during the 
establishment of the cooperation like market opportunity exploration and co-
operation planning and implementation. Therefore, both the easy communication 
between the people involved and the quality of interoperation between the 
supporting systems of information and communication technology (ICT) play a 
key role in such co-operations. The urgent need for organisational interoperation 
and decision support on all levels of the enterprise operation is recognised in the 
communities of business and academia as well as in standardisation [1]. 

Major issues in global collaboration and co-operation of enterprises are the 
problems in communication between people, between people and ICTs and 
between different ICTs. Whereas the first one is due to different cultures, 
languages and even professional jargons and can only be addressed by either a 
common language, which is very unlikely, or through translations between the 
different languages and meanings. The other two problem areas originate from the 
different software and hardware implementations of the information and 
communication technology. These areas require both human and machine 
understanding of the exchanged information. 
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But what is the meaning of interoperability? First of all interoperability is 
domain specific. Besides the three domains of people, people and ICT, and ICT 
itself identified above, there are the different business domains like industry, 
finance, health, each one having sub-domains like categories of humans (managers, 
experts, operators), of devices (controllers, actuators, sensors), and of systems 
(computers, machines, communication networks) with their specific needs for 
interoperation. 

But the ability to interoperate within the ICT supported business arena is a 
rather complex task. The heterogeneity of ICT implementation is such that there 
exist different solution spaces depending on the combination of existing systems 
and in many cases such solutions are not transferable to other cases. According to 
Chen and Doumeingts [2], who reported on the results of a European initiative on a 
development for road maps to interoperability, there exist several levels of 
interoperability. They identified interaction between two systems can at least take 
place at the three levels: data, resource and business process and interoperability 
may therefore be achieved on multiple levels: inter-enterprise coordination, 
business process integration, semantic application integration, syntactic application 
integration, and physical integration. 

The recommendations in Chen and Doumeingts are to address the subject of 
interoperability through three main research themes or research domains: enterprise 
modelling, ontologies, and architectures and platforms. These three areas deal with 
a) the representation of the inter-networked organisation to establish 
interoperability requirements; b) address the semantics necessary to assure 
interoperability; and c) define the implementation solution to achieve 
interoperability. General state of the art reports have been issued by both the 
European Network of Excellence (NoE) initiative INTEROP [3] and the EU 
Integrated Project (IP) ATHENA [4]. Standardisation in these areas has been and is 
continuously addressed by both international standards organisations and industry 
consortia. A multiplicity of standards exists in the three fields identified above. 

2  Definitions on Interoperability 

There exist numerous definitions on interoperability; e.g. a very careful chosen 
web search produced 22 entries on interoperability. Selected examples are: 
Interoperability: 

1. achieved only if the interaction between two systems can, at least, take 
place at the three levels: data, resource and business process with the 
semantics defined in a business context (Chen, Doumeingts) [2] 

2. ability of two or more systems or components to exchange information and 
to use the information that has been exchanged (IEEE) [5]. 

3. ability to communicate with peer systems and access their functionality 
(Vernadat) [6] 

4. ability of different types of computers, networks, operating systems, and 
applications to work together effectively, without prior communication, in 
order to exchange information in a useful and meaningful manner. There 
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are three aspects of interoperability: semantic, structural and syntactical 
(from www) [7] 

5. (Computer Science) ability to exchange and use information (usually in a 
large heterogeneous network made up of several local area networks) 
(WordNet) [8] 

Related definitions are: 
1. Interoperable: (computer Science) able to exchange and use information 

(WordNet) [8] 
2. Interoperation: implies that one system performs an operation on behalf of 

another (Chen, Doumeingts) [2] 
3. Interoperation may occur between two (or more) entities that are related to 

one another in one of three ways (ISO 14258) [9]: 
1. Integrated where there is a standard format for all constituent systems 
2. Unified where there is a common meta-level structure across 

constituent models, providing a means for establishing semantic 
equivalence 

3. Federated where models must be dynamically accommodated rather 
than having a predetermined meta-model 

IEC TC 65/290/DC [10] identifies degrees of compatibility depending on the 
quality of communication and application features (see Figure 1). 

Figure 1. Compatibility levels (adapted from IEC TC 65/290/DC) [10] 

The related definitions of the compatibility levels in Figure 1 are: 
1. Incompatibility: inability of two or more devices to work together in the 

same application 
2. Coexistence: ability to of two or more devices operate independently of 

one another in the same communication network 
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3. Interworkability: ability of two or more devices to support transfer of 
device parameters 

4. Interoperability: ability of two or more devices to work together in one or 
more applications 

5. Interchangeability: ability of two or more devices to replace each other in 
working together in one or more application 

Another attempt to categorise interoperation has been published by Stegwee and 
Rukanova [11]. Starting from the assumption of communication as the main 
concept in interoperation and using the IEEE definition of interoperability, the 
authors have defined a framework, which is shown in Figure 2. The framework 
identifies three types of communication and enables the identification of relevant 
standards to support communication between the different components of 
organisational interoperation. The authors favour the ISO - OSI layer model as a 
means to support interoperation. 

Figure 2. Identifying types of interoperation and related of standards (from [11]) 

The related definitions of the types of communication in Figure 2 are: 
Interconnectivity: ability to exchange information at a network, syntactical level 
Interchangeability: ability to use information at a presentation, semantic level 
Interoperability – ability to use information at an application, pragmatic level 

The mapping of the definitions of interoperation given in the two frameworks is 
presented in table 1, which shows the difference in terminology as well as the 
difference in scope of the term interoperation. Especially the term 
interchangeablity is used with quite different meaning. Whereas it is used for an 
intermediate level of communication in [11] it identifies the ultimate interoperation 
in [10]. 

However, it seems very unlikely that in reality interoperability or interoperation 
on a larger scale will occur in any one of the three ways identified in ISO 14258 
(see above), but in a mixture of those. Assuming a global environment there will be 
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neither possibility for global unification nor for global integration and even 
federation in the dynamic mode as identified above seems very hard to achieve 
without any a priory knowledge about the entities that have to interoperate. The 
two standards analysed in the following try to provide this a-priory knowledge by 
creating profiles of their entities – applications and manufacturing software units, 
respectively.

Table 1. Categories of interoperation 

IEC TC 65/290/DC) [10] Stegwee and Rukanova [11] 

 interconnectivity 

interworkability interchangeability 

interoperability interoperability 

interchangeability  

3  ISO 15745 -Industrial automation systems and integration — 

Open systems application integration frameworks [12] 

The standard consists of four parts: Part 1: Generic reference description; Part 2: 
Reference description for ISO 11898-based control systems; Part 3: Reference 
description for IEC 61158-based control systems; Part 4: Reference description for 
Ethernet-based control systems.1

This standard outlines an Application Integration Framework (AIF) - a set of 
elements and rules for describing application interoperability profiles, which will 
enable a common environment for integrating applications and sharing life cycle 
information in a given application domain. The generic elements and rules are 
providing for developing templates for Application Interoperability Profiles (AIPs), 
and their component profiles - process profiles, resource profiles, and information 
exchange profiles. 

Such profiles may describe profiles based upon particular technologies and 
therefore makes this standard applicable to application integration frameworks 
developed for industrial automation environments. Environments such as discrete 
manufacturing, process automation, electronics assembly, semiconductor 
fabrication, wide-area material handling, and other automation and control sectors 
such as utility automation, agriculture, off-road vehicles, medical and laboratory 
automation, and public transport systems. 

1 Note. Application here means industrial automation applications, which comprise several 

types of interconnected devices, which perform a variety of functions. 
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4  ISO 16100 Industrial automation systems and integration — 

Manufacturing software capability profiling for interoperability 

[13]

The standard consists of four parts as well: Part 1: Framework (relating to ISO 
15745); Part 2: Profiling Methodology; Part 3: Interface services, protocols and 
capability templates; Part 4: Conformance test methods, criteria, and reports. 

ISO 16100 specifies a framework for the interoperability of a set of software 
products used in the manufacturing domain and to facilitate integration into 
manufacturing applications. The framework addresses models for information 
exchange, software objects, interfaces, services, protocols, capability profiles, and 
conformance test methods. The standard specifies a methodology for constructing 
profiles of manufacturing software capabilities and requirements for interface 
services and protocols used to access and edit capability profiles and associated 
templates used in the capability profiling method. In addition, conformance test 
method and criteria for the capability profiling of a manufacturing software unit are 
specified.

5  Relations between the two standards 

The main content identified in each standard is shown in Table 2. It identifies 
subtle differences owing partly to the difference in scope of the two standards. 
Whereas Framework elements in ISO 16100 are solely concerned with the 
interfacing requirements for interoperability of manufacturing software units 
(MSUs), their roles and the entities they have to support, ISO 15745 identifies a 
larger set of such elements needed to support interoperability between the 
components of applications.2 Similarly for framework rules where again ISO 
15745 provides a larger set. However, some of the missing items in ISO 16100 are 
listed under framework aspects, an entry that does not exist in ISO 15745. 

The latter uses the concepts of life cycle and model to classify the requirements 
in terms of a set of interfaces, services, components and configurations intended to 
guide the developers of industrial automation applications. 

The three integration model types identified in Table 2 correspond to three 
different profile classes and a complete integration model of an application 
corresponds to a set of application interoperability profiles (AIPs), which identify 
the particular interfaces, services, protocols, and timing used by the different 
components within the application. 

2  Note. Template is seen differently in the two standards. Being an element in 15745 it is 

identified as a rule in 16100. 
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Table 2. Content of ISO 15745 and ISO 16100 

ISO 15745 Open systems application 
integration frameworks 

ISO 16100 Manufacturing software 
capability profiling for interoperability 

Application Integration Framework (AIF) 

- framework elements:  
diagram, model, profile, template, 
specification 

- framework rules:  
diagram notation and semantics, model 
composition, profile template and 
taxonomy, template conformance and 
exchange syntax 

Mfg. software interoperability framework  

- framework elements: 
roles, activities, artefacts associated 
with software entities when dealing with 
manufacturing process, information, and 
resources

- framework rules: 
relationships, templates, and 
conformance statements needed for 
constructing a capability class 

- framework aspects: 

- syntax and semantics shared between 
MSUs;

- functional relationships exist 
between MSUs; 

- services, interfaces, and protocols 
offered by MSUs; 

- ability to provide MSU capability 
profiling

Concepts and constructs used: 

- Application life cycle 

- AIF integration models: 

- process integration model (PIM) 
presents views of process control, 
material and information flow 

- resource integration model (RIM) 
identifies devices, communication 
networks equipment, 
material/product, and operators 
(humans) needed in the PIM 

- information Exchange integration 
model (IEIM) identifies syntax, 
semantics, structure, and sequences 
of information produced, consumed, 
organized, stored, and retrieved by 
the resources involved in the PIM 

Concepts and constructs used: 

- manufacturing software unit (MSU)  
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Table 2. Content of ISO 15745 and ISO 16100 (continued) 

ISO 15745 Open systems application 
integration frameworks 

ISO 16100 Manufacturing software 
capability profiling for interoperability 

Application interoperability profiles 
(AIPs) consists of: 

- one process profile 

- one or more resource profile(s) 

- one or more information exchange 
profile(s)

AIP concepts and rules: 

- combine the interface specification 
option selections as required by the 
application

- shall be a single specification aimed at 
providing a defined function 

- shall comprise a specific combination 
of profiles 

AIPs shall be constructed by: 

1) documenting the functional 
requirements as noted by a PIM 

2) selecting the appropriate base 
specifications for the object interfaces 
denoted in the integration models 

3) selecting (conforming) sets of options, 
or subsets, in the base specifications 

4) combining references to a set of 
compatible base specifications in 
order to meet the identified 
application functional requirement 

5) describing it in terms of an interface 
definition language 

Software capability profile 

- taxonomy 

- capability classes and rules: 
types of mfg. domain, activity, 
computing system, services, protocols, 
supplier, others 

Capability templates and rules: 

- common part contains general 
information about SMU 

- specific part contains SMU specific lists 
of attributes, methods, resources, 
constraints, others 

capability profiling process 

1) analyse software requirements 

2) identify/create template 

3) enter profile data 

ISO 16100 provides only one concept and construct: the manufacturing 
software unit (MSU). Again to support interoperability a software capability profile 
is defined. Capability classes and rules as well as templates and rules provide the 
elements for constructing the capability profiles of the software units. 

The actual process of profile creation is shown as Application Interface Profiles 
(AIP) construction (ISO 15745) and capability profiling process (ISO 16100) in the 
lower part of the Table 2. The number of steps identified in the two standards 
varies from 3 for ISO 16100 to 5 for ISO 15745. However, the process itself is 
rather similar considering the difference in scope of the two standards. 
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6  Summary and Conclusions 

The two standards presented in this paper address the issue of interoperability 
between ICTs. With their focus on interoperability within manufacturing 
applications and between manufacturing software units, respectively, the two 
standards are both using the concept of profiles to capture the information needed 
to identify the capabilities of the entities, which have to interoperate. 

In respect to the three types of interoperation identified in ISO 14258 [9] the 
two standards contribute to a semi federated approach of interoperation at the ICT 
level, providing means for identifying a priory information that can be mapped or 
matched at run time to/with the profile of the partner entity. 

However, the comparison between the two standards also shows the need for 
standards harmonisation. Both terminology and structure of the two standards 
differ and any potential user, who has to employ both standards, will be confused 
by their difference. Certainly a more thorough analysis of the state of the art in 
standardisation and an adoption of already established structures, rules and 
terminologies would reduce such differences as identified for the two standards. 

In addition, the two standards do not yet address sufficiently the human aspects 
of interoperation, which have been identified in Stegwee and Rukanova [11]. For 
the communication between people and between people and machines, information 
about the internal structure and the dynamics of the application may be even more 
important than the information about the potential exchange itself. Business 
process models can provide such information with their focus on semantic 
unification and orientation on end-user needs. 

Work on standards for interoperability has been started in ISO. In TC 184 
SC5/WG1 a new work item ‘Requirements for establishing information 
interoperability in manufacturing-enterprise-processes and their models’ will 
address this aspect of interoperability. New standards have to improve the ICT 
interoperability as well by providing a base for unifying the needed information 
exchange between the parties involved, may it be between operational processes 
during enterprise operation or between their models during decision support. Inputs 
to this work will also be provided besides others by the two European initiatives 
ATHENA and INTEROP. 

Standardisation for enterprise interoperability is considered an important 
subject. However, the current state of standardisation is not yet sufficient to allow 
easy implementation at the operational level. Many of the standards are still on the 
conceptional level and more details are still required to make them truly useable in 
the operation. Work is required in areas of languages and supporting platforms, 
especially for the business process model creation and execution. To enable cross-
organisational decision support especially the subject of ‘common’ semantics has 
to be addressed. In ISO/CEN 19440 [14] modelling constructs are defined using a 
meta-model and accompanying text (sufficient to define an intuitive semantics as 
well as to define a model repository database). However, the capture of finer 
details of these meanings requires even more detailed formal semantics. Ontologies 
will play an important role in the area of semantic unification. 
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Summary. The evolving technologies of Semantic Web and Web services are providing 
new means for application integration frameworks. The need for semantically enriched 
information exchange over the flexible environment of the internet provides a valuable 
enhancement to traditional methods and technologies for Enterprise Application Integration. 
However the utilization of the Semantic Web and Service Oriented Architecture (SOA) is 
not as straightforward as it appears and has specific limitations and inefficiencies due to the 
fact that is was not originally designed for that purpose. This paper presents a methodology 
that aims at the exploitation of these two technologies and the definition of an ontologies 
based enterprise application integration framework (ONAR).  

1  Introduction 

The application integration between heterogeneous applications such as ERP 
systems between companies as well as B2B environments in general is a challenge 
that has been confronted with a plethora of technologies and methodologies. In our 
research [1] we have seen that the key aspect in from simple integration to more 
complex cases [2] is the semantics. When we refer to the semantics we signify the 
meta-information that describes the exchanged information.  

Service oriented application integration (SOAI) as it is presented in [3] exploits 
the capabilities for the functional description of web services that are used for the 
actual integration. This paper presents our work on the creation of an integration 
framework based on SOAI that utilizes Semantic Web Technologies [4] in order to 
enrich the semantics of the exchanged information.  

The Ontologies Based Enterprise Application Integration (ONAR) Framework 
[5] utilizes web ontologies to create semantic conceptualizations of the business 
concepts that exist inside an application. This conceptualization is used for the 
creation and the registration of the Web services in a UDDI based registry.   
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Figure 1. Ontologies Based Enterprise Application Integration (ONAR) Framework. 

2  Conceptualizing Information System Using OWL Ontologies 

Ontologies are used for the formal definition of concepts in a given domain. 
However the utilization of ontologies for software component definition is not as 
simple as the definition of concepts alone. Research on this domain as presented in 
[6] and [7] shows that the utilization of the ontologies requires some modification 
in the principals of the frame-based ontologies languages. The state of the art 
ontologies languages are presented evaluated in [8] and [9], but even a purely 
frame-based logic is still insufficient as there are important differences principally 
with respect to object-oriented modelling. Of course ontologies were not designed 
for software engineering, and thus their utilization for this purpose requires 
creating a semantic layer that will describe and define the technical infrastructure 
of an application.

Our work has focused on creating associations between the conceptual models 
and the application logic. To facilitate this we have developed a graphical tool 
(Figure 1) that enables the creation of the conceptual models using ontologies and 
associating these models to the actual system resources.         
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Figure 2. Ontologies based Information System conceptualization using ONAR Concepts 
and Services Designer

2.1 Definition of Logical Entities  

Following the OWL [10] frame based logic, the concepts that represents a logical 
entity inside the application are defined by an OWL class. The entities inside the 
ONAR conceptualization methodology inherit all the features of the OWL classes. 
However their semantics changes in order to be adapted to the semantic description 
of a system resource.  

Inheritance is permitted allowing some class features to be inherited from one 
class to another. The relation between the parent class and child classes follows the 
same rules that both object oriented engineering and frame-based logic supports, 
however multiple inheritance is not permitted. This constraint is due to the fact that 
in complex information system polymorphism of some concepts will unduly 
increase the complexity of conceptualization.  

In our approach, the conceptualization of the system is not application centric 
but integration centric. This means that the creation of a conceptualization is 
developed and the need of the integration and not regarding the structure of the 
system. This increases the reusability of the concepts definition that can be reused 
in different cases. 

Entities are allowed to have properties that correspond to OWL datatype 
proper-ties. A property can belong to more than one entities and is contrary to the 
usual principles of object oriented modelling. This principle derives from the frame 
based logic of OWL ontologies and extends the object oriented engineering where 
a property belongs to only one class. 

Finally both entities and properties are enriched with notional properties like 
lexical descriptions, the ability to define the inverse of a concept and the ability 
that a property can potentially be derived from another property. These 
enrichments are used to increase the inference for the semantics of the concepts 
and their properties inside a model following the OWL principles.  
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2.2 Defining Relations Between Entities 

Apart from the definition of entities and their properties, our work has focused on 
creating semantics in the relations between concepts. The existing semantics of 
relations that are expressed in object oriented class diagrams in UML or Entities 
Relations (E-R) diagrams pose limits to the semantic two concepts may have at the 
logical level. Therefore using the four types of relations (object relations) that are 
defined in OWL we have adjusted these relations types in order to increase the 
inference capabilities of the conceptualizations. We have followed the OWL logic 
and syntax having the two (or more) entities that participate in a relation divided 
into:  

a) Domains of the relation: that is consisted of the concepts that consist of 
the area of definition of the relation. 

b) Ranges of the relation: that the domains concepts of the relation can 
receive values from. 

More precisely we have used and adjusted the following relations between 
entities: 

• Functional relation: where the domain concepts instance can be related 
to more than one instance of the range concepts. 

• Inverse Functional relation: where the range concepts instances can be 
related to more than one domain concepts instances. 

• Symmetric relation: 1 to 1 relation between the instance of the domain 
and the range concepts. 

• Transitive relation: we have defined transitive property as an inferential 
symmetric property to facilitate the logical allocations of concepts. 

However we have to limit the syntax of OWL which permits the existence in a 
relation of more than one concepts as ranges and domains. In our approach (in a 
relation) if the domains contain more than one concept then the range should be 
defined from only one concept and vice versa. This ensures that in the association 
of the logical model to the system resources will not create indeterminism.      

3  Associating Logical Entities to Information System Repository 

One of the most important results of our work is the association between the 
logical model and the repository of the system. In our early attempts we have tried 
to extend OWL in order to include mapping mechanisms. However we have 
discovered that the new “extended OWL” syntax will be too complicated and it 
will mix up semantic with syntactic issues. This of course would decrease the 
reusability of the conceptualizations. 

Therefore we distinguish the conceptualization into two ontologies that are:  
a) The conceptualization ontologies based on OWL that define semantics 

aspect of the conceptualizations. 
b) The association ontologies that association the conceptualization ontology 

to the repository of the application. 
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 The disassociation between the semantic and the syntactic description has as 
the following results:  

a) To increase the reusability of the conceptualizations ontologies: The same 
conceptualization ontologies can be used to different information system. 

b) To reduce cost of maintainability when changes happened in to the 
application repository. 

c) To enable the creation of common vocabularies that can be shared 
between heterogeneous applications. 

In our work so far we have achieved the application of the ONAR framework to 
relational databases but where the goal is to support any type of repository 
including application servers. 

4  SOAI Using Semantic Conceptualizations 

The creation of a Service Oriented Architecture that will implement the integration 
between the applications is also based on the semantic conceptualizations. In fact 
the ONAR framework software components (Web services) are based on the 
conceptualization schema (the set of the conceptualizations) of the application. 
This strong relation between the conceptualizations and the web services server is 
the actual innovation compared with other existing approaches [11][12].  

The ONAR integration process is the methodology that should be followed in 
order an integration case to be defined and implemented using the ONAR 
framework. The process consists of the following phases: 

a) Conceptualization phase where the entities that need to participate in the 
integration case are conceptualized to shared conceptualizations (OWL 
ontologies). The set of the conceptualizations create the conceptual schema 
of the integration.  

b) Association phase. The conceptual schema is associated to the information 
systems repositories that participate in the integration. 

c) Design phase. In this phase using the conceptual schema the definition of 
the software instances takes place.  

d) Deployment phase where the software instances are implemented as soft-
ware components (Web services) and deployed. 

e) Publication phase. The framework uses a UDDI registry enriched with 
OWL-S profile features (from semantic invocation) to publish its software 
in-stances. Using the semantic meta-information that the conceptual schema 
provides the framework publish information regarding the utilization of the 
web services.        

4.1 Designing web Services Based on the Conceptual Schema 

In our work, the whole web services design creation and their registration to the 
UDDI registry is related to the conceptual schema. The design of the software 
instance is the process where elements of a conceptualization are used to define the 
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input and the output of the Web service. The design of a web service consists 
(Figure 3) of its syn-tactic definition and its semantic description. 

Figure 3. Designing Web services using a conceptualization Ontology 

The syntactic definition defines the input and the output as well as the behavior 
of the Web service. This definition is based one conceptualization of the 
conceptual schema. Starting from one basic entity the Web service designer can 
use all the concepts that are necessary for his definition. The syntactic definition 
(ONAR Service Model) of the service contains all the semantic and syntactic 
relations between the basic entity (primary concept) and the secondary concepts. 
The ONAR Service Model [5] is an XML document that contains a 
conceptualization ontology and an association ontol-ogy of the functionality of a 
Web service. 

The reason of having a new definition document for the syntactic definition of 
the service, apart from maintenance purposes, is to increase the portability of the 
web services. We have implement the necessary functionality that enable us to 
automati-cally generate the source code (C#) of a Web service based only to the 
conceptualiza-tion ontology the association ontology and the ONAR Service 
Model. Therefore if two applications share the same conceptualization ontologies 
but have different struc-tures (different association ontologies) they can exchange 
Web services. 

4.2 Creating Semantic Description for Supporting SOAI  

The Web Service Definition Language (WSDL) is used to describe web services at 
the technical level. However the use (or consumption) of a web service requires 
first the technical implementation and an understanding of its functionality. The 
capabilities of the WSDL at this level are limited as it was not designed to serve 
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this purpose. Instead other protocols have been produced in order to support Web 
services discovery and description.  

Our work has been based on M.Paolucci attempts [13][14] to integrate a 
powerful UDDI discovery and categorization mechanisms with the semantics of 
OWL-S [15]. We have extended UDDI using OWL-S elements in order to include 
semantic description of the web services. Apart from the ONAR service model that 
a service designer defines with the definition of the behaviour of the web service 
(Inputs, Outputs and effects), the designer should describe the web service 
behaviour at the semantic level.  

       

Figure 4. ONAR Service Publication Profile 

This Service Publication Profile defines the semantic of the web services. The 
Web service designer defines: 

1. The categories of the service: Using the UDDI categorization schemas the 
web service designer defines the categories that apply to the web service. 

2. The contact list of the service: A list of persons that are associated with 
the service and their type and responsibilities 

3. The parameters of the service: Special features of the services that do not 
belong to a particular categorization schema. 

 Inside the Service Publication Profile we have also included the elements of 
the Service Model (Inputs, Outputs and Effects). These elements that are parts of 
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certain conceptualizations carry also semantic descriptions that are also registered 
to the UDDI registry.  

These semantic descriptions of the web service leverage the semantic discovery 
of the web services reducing the errors of incorrect usage of the web services. This 
is considered essential for effective SOAI solutions regarding the number of the 
web services required to support complex integrations and the complexity of each 
Web service.

5  Extending UDDI Registries to Support Semantics 

In order to include semantic meta-information to UDDI registries we have 
extended both the UDDI and OWL-S profiles. Our work was based on M.Paolucci 
work in this domain and also some recommendations from [16]. The ONAR 
Service Publication Profile is based on OWLS profile syntax with some additions 
that can be summarized (further information can be found on [5]) as follows:  

a) Enhancement of the OWL-S input and OWL-S output class in order to 
define the related classes and relations. 

b) Enhancement of the OWL-S Service Category and Service Parameter is 
order to exploit all the UDDI description capabilities 

c) Additional Models to support OWL-S concepts like Input, Output, Effect, 
Actor and Service Parameter 

Figure 5. ONAR Service Publication Profile 
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This integration between the UDDI and OWL profile leverage the search 
capabilities that can be based on concepts of conceptualizations. We have 
developed a search facility (Figure 5) that enables the user to choose semantic 
filters in the level of class properties or relation between classes apart from the 
typical UDDI inquiry. The search can use both of the techniques lead to more 
accurate results. 

6  Conclusions and Future Work 

The large number and the complexity of the web services that support SOAI create 
the necessity for semantic description in order to facilitate the integration process. 
Web services and WSDL should not be considered as panacea just because they are 
more descriptive that older RPC (remote procedure call) methods. 

The web services that support an integration case should be handled by a 
frame-work, as otherwise the maintenance of the web services will be inefficient. 
We are currently working on a solution to the problem of SOAI that will utilize the 
technologies of the semantic web and modify and apply them to the field of 
Application Integration. 

In our future plan we intend to enrich even more the expressiveness of the 
descriptions of the web service architecture and integrate it more efficiently with 
the conceptual schema. We will continue to extend the elements of OWL and 
adjust them to Application Integration in order our framework to fully exploit the 
capabilities of Semantic Web.  

We have implemented some test cases in order to evaluate the capabilities both 
of our methodology and framework. Our work future results and achievements will 
continuously update the content of our site[5].        
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Summary. Nowadays, Enterprise Integration (EI) constitutes a real and growing need for 
most of enterprises, especially for large and dynamic ones. It constitutes the main approach 
to deal with heterogeneity, and particularly to deal with semantic heterogeneity, which it 
forms the crucial problem of EI. This last problem is not correctly addressed by today's EI 
solutions that focus mainly on the technical and syntactical integration. Addressing the 
semantic aspect will promote EI by providing it more consistency and flexibility. Some 
efforts are suggested to solve the semantic problem at different level, but they are still not 
mature. Here, solutions based on service-oriented architectures and semantic web are 
promoted as nirvana of the integration problem, and they are being actively researched. The 
paper will outline the potential role that semantic web technologies can offer in solving 
some key challenges such as semantic mediation. In particular, the paper will propose a 
flexible approach called ODSOI (Ontology-Driven Service-Oriented Integration) that aims 
to extend the state-of-the-art in EI, especially in EAI (Enterprise Application Integration), in 
order to address the semantic problem. 

1  Introduction 

Today change, which constitutes the only certainty in business must be dealt with 
in order to provide more agility and flexibility for enterprises, especially for large 
and dynamic ones. For this purpose, several solutions, typically known as 
enterprise application integration (EAI) technology, have emerged as a sub-field of 
enterprise integration (EI). In essence, EAI technologies provide tools to 
interconnect multiple and heterogeneous enterprise information systems (EIS) such 
as ERP (Enterprise Resource Planning) systems, CRM (Customer Relationship 
Management) systems, SCM (Supply Chain Management) systems, and legacy 
systems. The most difficulty of this interconnection is due to the fact that the 
integrated systems were never designed to work together.  

More recently, Web Services (WS) have emerged with the advent and the 
evolution of the Internet and they provide a set of standards for EAI. They 
constitute the most important instantiation of the SOA (Service-Oriented 
Architecture) model. They can be deployed inside (in the context of EAI) and also 
outside (in the context of B2B) of the enterprise. Even if WSs are not fully mature, 
they seem to become the linga franca of EAI. This will notably make integration 
simpler and easier through using web protocols and standards. Today, some new 
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integration products based on WS standards exist and will certainly replace in the 
near future the proprietary solutions that are the traditional EAI systems. 

Despite the whole range of available tools and widespread standards adoption, 
the main goal of EAI, which is the semantically correct integration of EISs, is not 
yet achieved [3]. Indeed, EAI still provides technical and syntactical solutions but 
does not address correctly the semantic problem, even if there exist some current 
initiatives for semantic integration, especially those around SOA (Service-Oriented 
Architecture) such as OWL-S, METEOR-S and WSMF that are still immature. So, 
dealing with semantic application integration problem is still open and it 
constitutes a big challenge that must be addressed, especially in the specific and 
complex context of our industrial project, which is called MiMIS (Microelectronics 
Manufacturing Information System).  

Semantic integration and interoperability constitutes the main issue in order to 
overcome the semantic problem. It constitutes the main topic of the research work 
presented here. This latter is motivated by the observation that we can not rely on 
the existing integration and interoperability approaches to solve the application 
integration and interoperability problems in the context of large and dynamic 
enterprises, where scalability and flexibility are needed. EISs must adapt at 
deployment and run-time in order to integrate their functionality and also in order 
to dynamically interoperate with other EISs.  

This paper will propose an approach in order to address the semantic 
integration in the context of EAI in general and in the context of MiMIS project in 
particular. Our approach is called ODSOI (Ontology-Driven Service-Oriented 
Integration) and is ontology-based and service-oriented. In the rest of this paper, 
we will firstly present the integration problem; secondly, we will briefly review the 
related works. Finally and before concluding, we will describe some important 
aspects of our work attempting to provide a flexible solution for the integration 
problem.

2  Integration Problem 

Enterprise information system (EIS) is defined as an enterprise application system 
or an enterprise data source that provides the information infrastructure for an 
enterprise. Typically, an EIS can take many different types including batch 
applications, traditional applications, client/server applications, web applications, 
application packages, relational databases and so on. These systems are often 
materialized in enterprise reality in form of relational databases, ERP (Enterprise 
Resource Planning) systems, CRM (Customer Relationship Management) systems, 
SCM (Supply Chain Management) systems and legacy systems. 

An appropriate characterization of EISs in context of EAI is that these systems 
are HAD (heterogeneous, autonomous, distributed) [3]: 

Heterogeneous means that each EIS implements its own data and process 
model. 
Autonomous refers to the fact that EISs run independently of any other EIS. 
Distributed means that EISs locally implement their data model, which they 
generally do not share with other EISs.   
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The consequence of the characteristics above is that EISs are standalone software 
entities which constitute what it is often labeled “islands of information” or 
“islands of automation”. Of course, none of the islands contain enterprise-wide 
processing and information, which makes it then necessary to integrate the islands 
in order to create unified enterprise information and process system. In this case, 
any form of integration of these islands (EISs) must happen outside of the involved 
islands (EISs), by using integration systems such as EAI systems. This integration 
consists then in interconnecting the interfaces of each EIS using technologies 
supported by the integration systems such as queuing systems, file systems, 
databases or remote invocations. 

Despite the importance of all the problems described above, we focus only on 
the heterogeneity problem, precisely on the semantic heterogeneity problem, which 
is the hard problem of EI in general, and EAI in particular [3].  

Furthermore, the integration problem is more complicated by our industrial 
context, which is called MiMIS (Microelectronics Manufacturing Information 
System) project. This project concerns a large and complex enterprise in the 
multidisciplinary microelectronics area. This industrial context is mainly 
characterized by several and heterogeneous knowledge domains with many 
heterogeneous and autonomous EISs, and that needs sophisticated semantic 
mediation in order to achieve the semantic integration.  

3  Related Research 

The integration problem is not new and it still constitutes a hard and complex 
domain addressed by several communities such as database community, software 
engineering community, data mining community, enterprise information system 
community and so on. There have been many standards and technologies that have 
been proposed for data and application integration and interoperability. In this 
section, we will briefly and without any exhaustiveness present some important the 
related works. 

Semantic interoperability aims to solve all the semantic heterogeneities that can 
be occurring between EISs. Goh identifies three main categories of semantics 
conflicts in the context of data integration that are confounding conflicts, scaling 
conflicts and naming conflicts [6]. Traditionally, such semantic conflicts have 
typically been dealt with at design time through careful schema design, through the 
handcrafting of interoperability gateways (direct translator), or by imposing a 
centralized database, a neutral (canonical model) or a standard mechanism for 
interchange (e.g., STEP, IGES, PSL, ebXML, RosettaNet). Although these 
traditional approaches have been successful in well-understood/homogenous/static 
interchange environment, each of these approaches are inappropriate in the context 
of large and dynamic enterprises [4]: the schema design solution fails due to the 
rapidly changing nature of the needed exchanges; the handcrafting translators 
solution fails because it does not scale to large number of EISs; and the last 
solution fails due to the impossibility to agree on some standards, neutral format or 
a unique database. 
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These semantic conflicts concern not only the data, but concern also behavior 
of EISs. So, we have also semantic behavioral heterogeneities that can be occurred 
when EISs invoke each other, and that are referred as invocation heterogeneity by 
[3]. There have been many traditional approaches for developing semantic 
behaviour integration, ranging from centralized integration and client-sever 
integration to distributed integration. Only the last approach can be appropriate in 
the context of dynamic and large enterprises due to the fact that it is scalable. 
Traditionally, solutions based on workflow or BPM engines are used to implement 
the distributed integration. However and with the advent of Internet, the current 
trend for this behavioural integration approach is web-based integration [15]. This 
latter is based on web services and provides loose integration of applications with 
the help of some standards such as XLANG, WSFL, BPEL4WS [2]. 

A solution to the problems of semantic heterogeneity should equip HAD 
systems with the ability to share and exchange information and services in a 
semantically consistent way. Ontologies can be used to capture the semantics of 
application systems. They seem to be a suitable technology of semantic web in 
order to solve the semantic integration and interoperability problem. According to 
Gruber, an ontology is defined as an explicit and formal specification of a 
conceptualization [7]. The role of ontologies is becoming important in order to 
realize the vision of semantic web. For this purpose, several languages (e.g., RDF, 
DAML, DAML+OIL, OWL) and methodologies (e.g., Methontology, Uschold) 
have emerged. OWL which is XML-based, constitutes a recommendation of W3C 
and can be applied in multiple situations relyed to EI [19].  

The use of ontologies as a possible solution to semantic integration and 
interoperability has been studied over the last decade. Wache reviewed several 
ontology-based approaches and architectures that have been proposed in the 
context of data integration and interoperability [20]. A good example of such 
architectures and systems in the context of data integration are COIN (Context 
Interchange) project [6], OBSERVER (Ontology Based System Enhanced with 
Relationships for Vocabulary Heterogeneity Resolution) project [11], and so on. 
All these work are not concerned about the mediation in the context of SOA.  

In addition to the listed related works above, there are some other works that 
are addressing the WS viewpoint such as Active XML from GEMO project [1] and 
SODIA (Service-Oriented Data Integration Architecture) from IBHIS (Integration 
Broker for Heterogeneous Information Sources) project [[17]].  Active XML 
extends XML language by allowing embedding of calls to WSs. SODIA is an 
implementation of Federated Database System in the context of WSs. These work 
do not support any mediation services.  

Furthermore, in the context of application and process integration, some 
important initiatives and works exist, especially the initiatives around the concept 
of semantic web services [16]. These initiatives are mainly OWL-S [19], WSMF 
[5] and METEOR-S [12]. OWL-S provides an ontology markup language in order 
to semantically describe capabilities and proprieties of WSs. WSMF and 
METEOR-S are initiatives that provide frameworks in order to support the concept 
of semantic web service which are defined WSs with a formal description 
(semantics) that can enable a better discovery, selection, composition, monitoring, 
and interoperability. WSMF are based on the extension of DAML-S and OWL-S 
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whereas METEOR-S is an effort, which provides semantic web services through 
the extension of existing standards such as WSDL and UDDI. But, most of these 
efforts do not provide mature concepts for mediation in the context of EAI.  

Finally, none of the related works provide a flexible and unified framework in 
the context of SOA to integrate semantically data, application and processes. The 
approach we propose in the following is based on the use of semantic WSs and 
ontologies. It is based on some principles that improve the flexiblity of integration 
process in the context of large and dynamic enterprises in general, and in the 
context of MiMIS project in particular. 

4 ODSOI Approach 

This section succinctly describes some important characteristics of our approach 
called ODSOI (Ontology-Driven Service-Oriented Integration), where some initial 
aspects were described in [8]. It relies on the use of both ontologies and WSs 
technologies, and that aims to extend the state-of-the-art in EAI in order to address 
the semantic problem. 

4.1 General Principles 

First of all, ODSOI approach is a solution to the information system integration 
problem. This means that our approach addresses the heterogeneity problem by 
providing an ontology-driven integration solution that is based on ontology 
mediation. Indeed, our approach is service-oriented (based on SOA) since it uses 
WSs for integrating EISs (unification principle). The result architecture integration 
that we suggest is called ODSOA (ODSO Architecture). This latter extends SOA 
with a semantic layer that aims to enhance service mediation in the context of EAI. 
Furthermore, our approach can support dynamic oriented integration. This latter 
means that the binding services of target EISs can be performed at run time 
according to special binding rules, contrarily to a static integration solution where 
an integration scenario predefines every detail of potentially connectable EISs. The 
reasons of this choice are that the dynamic solution is sometimes more flexible and 
scalable form of integration than static one. In addition to this, the integration 
scenario becomes simpler and the configuration EIS interfaces can be changed and 
new systems can be added easily, even while the EAI system is running.  

In addition to this, our approach is based on the urbanization principle, which 
urbanizes the exposed services and also the used ontologies in the sense that these 
latter are regrouped in districts and areas according to some urbanization principles 
inspired from those introduced by [10]. 

4.2 Global Architecture 

The ODSOA concept provides a unified framework in order to integrate EISs. In 
this framework, three main types of services are defined: data-services, functional-
services and business-services. These different types can respectively address data, 
application and process integration.  
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Figure 1. Global view of ODSOA Architecture 

Data-Services (DS) are services that expose data sources (EDS – Enterprise 
Data Sources) as services. Functional-Services (FS) are services that expose 
application systems, fundamentally functional systems (EAS – Enterprise 
Application Systems) as services. Business-Services (BS) are defined as the 
combination of the above services in order to expose business processes (EPS – 
Enterprise Process Systems) as services.  

Figure 1 which is a particular SOA recapitulates these important types of 
services. Indeed, there are, of course, some other important semantic services that 
are mainly brokering service, description services, mediation services, publication 
services discovery services and execution services. Some of them will be described 
below. 

A cross section of the integration bus (also called ODESB – Ontology-Driven 
Enterprise Service Bus) (Figure 2) shows many concentric standard layers such as 
Transport layer, Exchange layer, Description layer, Registry layer and Transversal 
layer. In addition to these standard and currently existing layers, we suggest to 
adopt, in a similar way as semantic web service concept [16], an other layer, called 
semantic layer and which contains two sub-layers that are ontology layer and 
integration layer. 

The ontology layer aims to describe the three fundamental types of services 
described above using specific descriptions such as DSD (Data Service 
Description) for DSs, FSD (Functional Service Description) for FSs, and BSD 
(Business Service Description) for BSs. All these descriptions exploit an ontology 
that is a specialization of OWL-S (referred to as OWL-S+) and which referes to 
some specific domain ontologies. The use of OWL-S+ is motivated by the fact that 
it constitutes a semantic orientation to the description of WSs, contrary to WSDL 
(Web Service Description Language) which provides only a description based on a 
syntactic orientation. 

The integration layer provides mechanisms to perform the resolution of 
semantic differences (semantic mediation). In the next sub-section, the services of 
semantic layer, which are the important ones in our approach, will be developed. 
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Figure 2. Cross Section of the ODESB Bus 

4.3 Main Semantic Services 

Semantic services are the main services that address the semantic problem. They 
include description services and mediation services that will be described below. 

4.3.1 Description Services 
The principle of ODSOA is based on the semantic services that exploit some 
formal ontologies in order to define the semantic description of services. For this 
purpose, two kinds of ontologies are used and are: OWL-S+ ontology and specific 
ontologies. Here, we will focus only on the latter, and we will show below how 
they are structured. 

In the context of information integration, two fundamental approaches can be 
selected to achieve semantic integration: shared ontology approach and non-shared 
(local) ontology approach  [20]. In general, we use an hybrid approach that 
combines the two approaches and that consists to map local ontologies onto a 
shared ontology [20]. For our purpose, we have chosen a variant of the hybrid 
approach. This can be motivated by the fact that in a large enterprise of 
autonomous EISs, the definition of a single set of ontology standards that are 
suitable for everyone is nearly impossible. Indeed, this can also be motivated by 
the difficult leveraging when adopting multiple independent ontologies. In our 
approach, we have defined three major types of specific ontologies that are: 
information or data-based ontologies, behavior or functional–based ontologies and 
process or business-based ontologies (Figure 3). These ontologies are used in 
service descriptions (precisely refered by OWL-S+) such as DSD (Data Service 
Description), FSD (Function Service Description) and BSD (Business Service 
Description) to explicit the semantics of respectively DSs, FSs and BSs.  

Data-based ontologies are the most basic ones. They provide semantic 
description of the data (DSs). These ontologies are required in all cases, no matter 
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if we leverage functional-based or business-based ontologies. This means that, data 
integration is a precondition for any other integration type.  

Functional-based ontologies define semantic description around functions that 
provided by the multiple EISs (FSs) and that can be remotely invoked. These onto-
logies are generally required in order to provide a better reuse of functionalities. 

Business-based ontologies define semantic description around coordinating 
business processes. These ontologies are generally required in order to take into 
account business processes and workflows.  

In addition to this, description services are based on the context of a service 
(service-context) which is defined by a set of ontologies related to the concerned 
service. This service-context is also called local ontology which means that there 
are several ontology levels. This is generally appropriate within a large and 
dynamic enterprise with several different business domains such as the studied 
society. For our purpose, three ontology levels have been identified: local level, 
domain level and global level (Figure 3). 

Figure 3. ODSOI ontology taxonomy 

In essence, local ontologies concerns services, whereas domain ontologies 
concern the generalization of local ones that belong to the same domain 
(Production, Metrology, Packaging, etc.) and they can serve in aligning some local 
ontologies. At last, global ontology is considered as generalization of domain 
ontologies. It is the root of the ontology hierarchy, and it can serve in aligning 
domain ontologies and may also be used in B2B integration that can constitute a 
natural extension of our approach.  

The ontology taxonomy defines somewhat a clustering process which is firstly 
used in [18]. This clustering is an important concept which defines the ontology 
structuration within an enterprise and can be used in order to master the ontology 
construction and evolution. We call this clustering: ontology urbanization and it 
takes an important role in our integration approach. 
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4.3.2 Mediation Services 
Mediation services are generally invoked by brokering service in order to perform 
matching or resolution of semantic heterogeneity between services. They exploit 
the descriptions provided by the description services described above. 

Since we use an hybrid ontology approach, this require the integration and 
mediation of ontologies which are performed by Ontology Mediation Services 
(OMS) and that are based on ontology mapping [9]. This latter is the process 
whereby two or more ontologies are semantically related at conceptual level. 
According to the semantic relations defined in the mappings, source ontology 
instances can then be transformed (or matched with) into target ones.   

In addition to OMS and according to the above different fundamental types of 
services, we can distinguish mainly three other types of mediation services: Data 
Mediation Service (DMS), Functional Mediation Service (FMS), Business 
Mediation Service (BMS). These mediation services aims to mediate respectively 
between DSs, FSs, BSs and they are based on OMS that match and mediate 
between different ontologies. To be performed, Mediation Services can exploit two 
particular utility services that are inference service and matching service. These 
particular services can be respectively supported by academic or commercial 
inference engine and matching tool. For the initial prototype that is ongoing, we 
decide to use Racer engine [14] and OLA (OWL Lite Alignment) matcher [13] that 
seems be appropriate to our approach.  

In order to illustrate our mediation process using the ODSOI approach, we will 
focus in this paper only on one simple type of instance mediation, which is data 
mediation. Our data mediation approach is based on an OWL inference, and 
precisely on OWL instance reasoning, which reasons on both concepts (TBox) and 
instances (ABox) and which performs automated transformations of data. In our 
approach, the data that is exchanged between services must be XML document 
with XSD schemas. These XML schemas must be mapped to our OWL ontologies 
(specific ontologies) from the initial stages, precisely at the service description 
process (performed by Description Service, which is described above). The 
transformation of data from one context (source service context) to another context  
(target service context) is accomplished with an inference service, which is called 
Data Mediation Service. This latter, is based on an inference engine such as Racer 
[14], and is able to dynamically reclassify data in OWL format and then transform 
the source data to the target data with the help of the informations contained in the 
ontologies. A similar behavior mediation is also defined. It concerns both function 
and process mediation and it is based on an OWL instance reasoning tool in order 
to integrate dynamically FSs and BSs. This inference-based mediation approach 
provides more flexibility due to the fact that it is based on the semantics. 

4.4 Overview of the Integration Process 

ODSOI approach provides a flexible and uniform framework to integrate EISs at 
different levels: data, application and process integration level that are provided by 
three specific services or sub-frameworks that are respectively ODSODI (ODSO 
Data Integration) framework, ODSOAI (ODSO Application Integration) 
framework and ODSOBI (ODSO Business Integration) framework. Figure 4 
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illustrates the general principle of the three components of the global framework 
(ODSOI framework).  

DSs can be integrated with the ODSODI framework by using data ontology 
mediation, whereas FSs can be integrated in similar way by using both data and 
functional ontology mediation. At last, in case of process integration, BSs can be 
integrated by using data, functional and business ontology mediation. These three 
sub-frameworks define a stratification so that each level include its inferior levels. 
Since we can not detail the different sub-frameworks in this paper, so we just give 
a generic synopsis about the integration process. 

Figure 4. General vision of ODSOI framework 

The heart of integration process is realized by mediation services with the help 
of a Brokering Service (service broker). This latter orchestrates different semantic 
services such as integration service, discovery service, mediation and execution 
service. The generic scenario of the integration process is shown on Figure 5. 

The integration process starts once the WSs have been described (semantic 
description) by using description services. After that, they are published (semantic 
publication) in enhanced private UDDI registries (by description services) and then 
they can be discovered (semantic discovery) by discovery service in order to carry 
out the realization of a given task modeled as a service query (that corresponds to a 
user or to a specific service query) by the integration service. The discovery service 
can use mediation service in order to perform the semantic matching. The invoked 
mediation services exploit an inference engine that calculate rapprochement 
between ontology concepts and then between the involved characteristics of 
services. Once the desired WSs have been discovered, they are also mediated in 
order to resolve the semantic heterogeneity differences by the mediation service. 
Finally, the mediated services are executed by the execution service and can invoke 
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the integration service, which can then perform another similar loop of the 
integration process. Furthermore, the above process includes dynamic integration, 
which is made possible by some binding rules contained in the integration rule 
base. These rules, which are extracted from business ontologies, exploit mainly the 
characteristics of services such as preconditions, effects and so on. 

Figure 5. Generic integration process 

5  Conclusion 

The semantic integration of enterprise information systems is a crucial problem 
that can concern data, applications and processes. This problem needs semantic 
mediation and is best resolved in the context of service oriented architectures.  

This paper has focused on proposing a flexible and unified approach for 
enterprise application integration that exploits both ontology mediation and web 
services. This approach called ODSOI (Ontology-Driven Service-Oriented 
Integration) aims to extend the current web services stack technology by a 
semantic layer offering semantic services that can define the service semantics and 
also perform semantic mediation in the context of EAI. A typology of services and 
also of ontologies have been suggested, and a global vision of the integration 
framework is described. We intend to materialize in the future our work with an 
initial prototype addressing the data aggregation problem within MiMIS project, 
which provides us an operational environment in order to verify the pertinence and 
validity of our approach.   
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Summary. This paper presents the framework to support the interoperability among 
Semantic Resources1 (SRs) proposed by the FUNSIEC project. FUNSIEC aims at studying 
the feasibility of building and maintaining an Open Semantic Infrastructure for the European 
Construction Sector (OSIECS). FUNSIEC adopted a layered approach where the SRs are 
mapped at the meta-schema and schema levels. This process produces the respective 
OSIECS meta-schema and schema, which support the design of the OSIECS kernel – the 
heart of the OSIECS infrastructure. This paper presents and discusses the elements involved 
in FUNSIEC’s work (e.g. framework, architecture, methodology). Some conclusions and 
future work complete the paper. 

1   Introduction 

The FUNSIEC project touches a dynamic, constantly evolving subject: the 
meaning of things or in a word, their semantics. Manufacturing industry has faced 
a worthwhile challenge in the last two decades, finding ways to communicate 
precisely (i.e. without ambiguity) and indeed good technical results have been 
achieved (e.g. STEP-related works, EDI, and more recently the ebXML initiative). 
The construction industry faced the same challenge and found similar tools to cope, 
aided by the development and promotion of the Industry Foundation Classes (IFC 
model & tools) established by the IAI collaborative initiative [13]. Other projects 
and initiatives have worked in the same domain and produced related contributions 
to raise awareness in the whole sector, such as the LexiCon from Stabu [14], the e-
COGNOS IST project [5], the CEN/ISSS eConstruction Workshop [14], to name 
just a few.  

1  Semantic Resource is an expression coined in the SPICE project which refers all ontology-
similar entities, such as taxonomies, dictionaries, thesauri, etc.. Two arguments supported 
this choice: there is no consensus about what ontology really is and there is a myriad of 
expressions currently available to define ontologies and similar resources. 
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FUNSIEC is a continuation of some of these efforts aiming at to evaluate the 
feasibility of building and maintaining an Open Semantic Infrastructure for the 
European Construction Sector (OSIECS), intended mainly to support the e-
business needs of Construction. FUNSIEC targets the current situation where 
standards (both official and de facto), classification systems, taxonomies, 
ontologies, and related technologies and tools are used in a complementary or even 
in a completely isolated way to produce the "desirable but feasible" framework 
where the previously described elements can be combined in an inter-related and 
holistic fashion. 

OSIECS has been created with the SRs currently available that support e-
business practices. Following the recommendation provided by the CEN/ISSS 
eConstruction Workshop [14] the SRs were selected and the most relevant have 
been mapped among themselves at meta-schema and schema levels respectively. 
This mapping is expected to produce OSIECS meta-schema and schema. 

This paper focuses on the development of OSIECS, describing the FUNSIEC 
approach to achieving the goal. The document is structured as follows: section 2 
describes the context in which the work is carried out; section 3 presents the 
FUNSIEC approach to develop OSIECS; section 4 discusses the architecture of the 
OSIECS kernel; section 5 concludes the paper and points out what is next in 
FUNSIEC.

2   Context of Work 

As previously mentioned, the FUNSIEC approach to developing OSIECS is based 
on the selection and mapping of the most relevant SRs. The mapping is made at 
two levels in a semi-automatic way, with experts and supporting software tools 
creating the liaisons among the SRs that form the essence of OSIECS. This is, 
indeed, a kind of pivot providing the necessary bridges to handle semantic queries 
concerning all the SRs mapped through OSIECS. 

2.1  The FUNSIEC Project 

The FUNSIEC project focuses on the interoperability of semantic resources 
through the design of the OSIECS infrastructure. FUNSIEC is not a classical R&D 
project in the sense that it targets mainly the feasibility of building and maintaining 
OSIECS at a technical, organisational and business level. As such, the answer must 
be pragmatic and take advantage of the resources currently available, including 
public results produced by international initiatives and EC-funded projects. The 
feasibility study also evaluates the alternatives to maintain semantic mappings 
amongst the available SRs in order to foster complementarities amongst them and 
favour the emergence of new electronic services (especially those supporting 
multiple languages). The development of OSIECS is expected be an effective 
mechanism to provide answers to the business needs related to the use of SRs. 

The main elements involved in the work of FUNSIEC are e-business, 
standards, and semantic resources (the inputs) and the OSIECS infrastructure and 
the education dimension (the major outputs). All are evidenced in the FUNSIEC 
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Semantic Experience Centre (FSEC) a kind of hands-on learning experience. The 
semantic resources are evaluated and mapped among themselves. Standards and 
recommendations provided by standardisation bodies are included in a thorough 
way in FUNSIEC. The FSEC is, of course, the key element supporting the 
education axis in FUNSIEC. The (e)business side of the story is related to the very 
essence of the feasibility study on the use of SRs. How they can be used effectively 
and how they can provide business advantage are the questions FUNSIEC seeks to 
answer.

FUNSIEC intends to be an instrument that promotes e-business practices to the 
construction community. It aims to become a useful and extensible aid relating to 
the semantic resources theme, a place where people can obtain educational support. 
Such support will be provided by the creation of a showroom of SRs available and 
potentially usable by the construction sector in Europe, including usage scenarios, 
on-line tutorials and demonstrations. FUNSIEC is not about reinventing the wheel; 
rather it is oriented towards reuse and adoption/adaptation of what seems best in 
helping the construction sector to be educated in the meaning, development and use 
of SRs. 

2.2  The FUNSIEC Framework 

The FUNSIEC framework contains three domains, namely User, Application, and 
Resource (Figure 1). The User domain contains the actors involved in the e-
business arena. The Application domain holds the e-business areas of application. 
Finally, the Resource domain offers the SRs used by the application areas and 
brings in two new elements, namely OSIECS meta-schema and schema. Together 
these provide the cornerstone supporting the mapping (at different levels) between 
SRs.

Figure 1. The FUNSIEC framework

The approach to conceiving OSIECS started with the selection of the SRs that 
form it. Since they are not described in a uniform language, their respective meta-
schemas were converted to a single format adopted by FUNSIEC (i.e. the Ontology 
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Web Language – OWL) allowing (semi)automatic detection and validation of 
commonalities amongst the meta-schemas. This process produces the OSIECS 
meta-schema that supports the mapping amongst the SRs in OSIECS. The OSIECS 
meta- schema is then used to guide the mapping of the entities (i.e., concepts, 
relations, properties, etc.) defined in each schema of the OSIECS components. The 
final end result is the OSIECS schema.  

3   The FUNSIEC Approach 

Beyond the “simple” pooling of linguistic resources, FUNSIEC aims at creating a 
harmonised environment where each resource is clearly characterised (in terms of 
content, scope, usage, etc.) and situated in the overall map of resources, where 
semantic links are created among them. Currently, the lack of visibility together 
with the absence of agreed standards on a large scale are two of the main factors 
explaining why end-users and service providers are not using exploiting resources 
more intensively. Moreover, the creation of consistent linguistic resources is most 
often a very tedious task for content providers with no guarantee of return for the 
effort. Certainly a major challenge for FUNSIEC is to overcome these problems 
and create “critical mass” interest and confidence needed to encourage content and 
service providers. Therefore, the potential risks of failure, along with the success 
factors, have been carefully evaluated during this feasibility project. 

The FUNSIEC approach to developing the OSIECS infrastructure consists of 
the following steps: (i) identification and selection of the SRs to provide the input 
for the creation of the OSIECS meta-schema; (ii) analysis of structure, syntax, and 
semantics of the respective meta-schema of the SRs selected in step i; (iii) design 
of the OSIECS Kernel, a software tool to help creating the OSIECS meta-schema/ 
schema; (iv) semi-automatic conversion of the meta-schemas for the same format; 
(v) semi-automatic mapping of the converted meta-schemas producing the (unified)
OSIECS meta-schema; (vi) production of the OSIECS schema from the meta-
schema; and (vii) design the OSIECS infrastructure and putting in place a demon-
stration scenario. These steps are described in more detail in the next sections. 

3.1  The Three Layers Vision in FUNSIEC 

All semantic resources follow some underlying meta-schema and schema, even if 
not always stated explicitly. In order to enable interoperability among different 
Semantic Resources it is essential to understand beforehand the meta-schemas they 
follow. By way of illustration only, Figures 2, 3 and 4 show the bcXML meta-
schema, part of bcBuildingDefinitions taxonomy and a catalogue (bcXML 
compliant) of products. 
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Figure 2. The bcXML Meta-schema 

The CEN/ISSS eConstruction Workshop2 recommends the use of frameworks 
structured in two levels, namely meta-schema and schema. FUNSIEC considers a 
third level in this framework, the instances. At the highest level, there are meta-
schemas that describe very general and abstract concepts that are necessary when 
structuring an information model and those that describe broadly sharable ideas 
usually being specific to building construction. From a top-down perspective, 
specialisation is the axis transforming a meta-schema into instances and 
generalisation supports the other way round. The lower levels are more detailed 
and real things whilst higher levels are more abstract and intangible things. 

In the second level, the schema represents an agreed structure expressed in 
some suitable (mostly formal) language able to describe things on different 
‘description levels’ (e.g. a taxonomy or an ontology). It should be able to handle 
both definitions and specifications (types and occurrences) of construction-related 
products and services. Finally, at the bottom level, instances are very specific 
representations of a schema; for instance a catalogue of products where all the 
properties that define a given product have the correct values defined (e.g. 
catalogues of products).  

2 The CEN/ISSS Workshop on eConstruction was a mechanism to facilitate “e-volution” in 
European Construction by providing an open discussion forum to achieve the required 
consensus on a number of interrelated specifications needed for outworking of 
eConstruction. 
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Figure 3. Partial view of bcBuildingDefinitions taxonomy

in
te

rn
a
lE

x
te

rn
a
lL

o
c
a
ti
o
n

d
o
o
rL

e
a
fW

id
th

d
o
o
rS

h
a
p
e

e
d
g
e
S

h
a
p
e

d
o
o
rL

e
a
fH

e
ig

h
t

d
o
o
rL

e
a
fT

h
ic

k
n
e
s
s

fa
c
e
S

h
a
p
e

c
o
e
ff

ic
ie

n
tO

f 
H

e
a
tT

ra
n
s
fe

r

o
p
e
ra

ti
o
n
a
lD

u
ra

b
ili

ty

fi
re

R
e
s
is

ta
n
c
e
R

e
la

te
d
T

o
S

e
p
a
r

a
ti
o
n
F

u
n
c
ti
o
n

fi
re

R
e
s
is

ta
n
c
e
R

e
la

te
d
T

o
S

e
p
a
r

a
ti
o
n
F

u
n
c
ti
o
n

s
m

o
k
e
T

ig
h
tn

e
s
s

s
o
u
n
d
R

e
d
u
c
ti
o
n

n
a
m

e

d
e
s
c
ri
p
ti
o
n

tr
a
d
e
-n

a
m

e

p
ro

d
u
c
tL

in
e

w
e
ig

h
tP

e
rS

q
u
a
re

M
e
tr

e

SI Base Unit m m m W
/(

m
^
2
*K

)

m
in

u
te

m
^3

/m
/h

dB k
g
/m

^2

SI prefix m m m

Context of

Property

N
E

N
 6

0
6
9

B
W

F
 

C
E

R
T

IF
IR

E

-01- [340,1200] -01- -01- [1981,3000] 44 -01- 1.5 Heavy_Duty 3 19 C00001 Internal Solid CoSolidcor DESIGNER 23

-01- [340,1200] -01- -01- [1981,3000] 44 -01- 1.5 Heavy_Duty 30 FD30 3 19 C00002 Internal Solid CoSolidcor 30 DESIGNER 23

-01- [340,1200] -01- -01- [1981,3000] 45 -01- 1.63 Heavy_Duty 60 FD60 3 21 C00003 Internal Solid CoSolidcor 60 DESIGNER 28

-02- [340,1056] -01- -01- [1981,2600] 44 -01- 1.93 Severe_Duty 3 21 C00004 External Solid C Lamcor DESIGNER 33

-02- [340,1056] -01- -01- [1981,2600] 44 -01- 1.93 Severe_Duty 30 FD30 3 21 C00005 External Solid C Lamcor 30 DESIGNER 33

-02- [340,1056] -01- -01- [1981,2600] 44 -01- 1.68 Severe_Duty 60 FD60 3 21 C00006 External Solid C Lancor 60 DESIGNER 36

Solid 

Timber 

Flush 

Door

Figure 4. Typical Door Catalogue Content 

3.2  Mapping the Semantic Resources 

Mapping semantic entities, even if they are formally defined, is a considerable 
challenge involving several aspects. Quite often it requires identifying pair-wise 
similarity between entities and computing the best match for them [2]. There are 
many different possible ways to compute such similarity with various methods 
designed in the context of data analysis, machine learning, language engineering, 
statistics, or knowledge representation. FUNSIEC relies on semantic methods [3] 
to deal with the problem. The basic assumption behind semantic methods is that 
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they aim at discovering relations between (pairs of) entities belonging to different 
schemata based on the meaning of the two entities (their semantics!).

OSIECS is formed by SRs from the following: bcBuildingDefinitions
taxonomy, e-COGNOS, ISO 12006, and IFC. The first step in the development of 
OSIECS is mapping their meta-schemas. The bcBuildingDefinitions is the 
taxonomy developed by the eConstruct project in order to demonstrate the power 
of bcXML3, an XML-based language tailored to the representation of 
products/services in the construction sector. The bcBuildingDefinitions relies on 
bcXML meta-schema [4].  

The e-COGNOS ontology [5] focuses on construction concepts related to the 
consistent knowledge representation of (construction) knowledge items. The e-
COGNOS ontology comprises two taxonomies (concepts and relations). Those 
concepts and relations are grounded in the IFC entities, which form the highest 
level taxonomies. 

Table 1. Similarities among entities of several meta-schemas 

The primary target of the IFC model is interoperability of software applications 
in the building and construction sector. IFC classes are therefore defined according 
to the scope and the abstraction level of software systems dealing with Construc-
tion specific content. The entities of the IFC model are grouped in layers where 
kernel and core extension layers deal with general, abstract concepts whilst the 
shared elements and domain layers deal with specialised concepts of the real world 
[6].  

The ISO 12006-3 [7] is a Construction specific standard that defines a schema 
for a taxonomy model, which enables concepts to be defined by means of 

3
bcXML primarily supports simple eCommerce communication of products (materials, 

components, equipment, documents) and services within or across borders. 

     Meta-schema 
Item

eCognos bcXML ISO 12006-3 IFC

Semantic
Resource
identification

Object (abstract) Taxonomy XtdRoot (ABS) IfcRoot (ABS) 

Concept eCognosConcept Object XtdObject (ABS) IfcObject (ABS) 

Relation Relation Relationship xtdRelationship IfcRelationship 

Property Attribute Property xtdProperty IfcProperty 

Assign properties 
to objects

Attribute Property 
xtdRelAssignsProp

erties

IfcRelDefinedByPro

perties

Description
ObjectConceptDefi

nition
Description xtdDescription 

Description 

(attribute)

Reference to an 
external resource 
/ entity 

-
ExternaRefer

ence
xtdReference IfcExternalReference 
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properties, the grouping of concepts and defining relationships between concepts. 
Objects, collections and relationships are the basic entities of the model [8]. 

Despite of the differences of the SRs described above found among the meta-
schemas, the preliminary results produced by analysis in FUNSIEC brought 
positive signs for the possibility of building a pivot meta-schema bridging 
(semantically) those SRs. The table 1 presents the partial results of such analysis. 

4   The Architecture of the OSIECS Kernel  

Based on the framework described above, the preliminary version of the OSIECS 
Kernel is depicted in Figure 5. Essentially it covers both meta-schema and schema 
levels. In the former, the Kernel is formed by: the Syntax Converter, the Semantic 
Analyser, the Converter, the Detector of Similarities, and the Validator. In the 
latter, the Kernel relies on the Entities Matcher. 

OSIECS

Schema

OSIECS

Schema

Figure 5. The OSIECS Kernel

The formalism adopted to represent both OSIECS meta-schema and schema is 
the OWL language - the ontology representation recommended by the Semantic 
Web group - for two main reasons: i) the expressiveness; and ii) the explicitness of 
its semantic representation which allows some automated deduction.  

The Syntax converter and the Semantic analyser work together using the meta-
schemas of the respective SRs as input in order to produce the conversion rules to 
be used by the Converter for guiding the production of the OWL meta-schemas for 
each of the SRs in the Kernel. The Detector of Similarities (which is, indeed, the 
ONDIL system briefly introduced in section 4.1) works with the OWL-converted 
meta-schemas in creating the OSIECS meta-schema. This meta-schema is then 
analysed and assessed by the Validator. Then moving one level down, the schemas 
of the OSIECS components are matched by the Entities Matcher. The output of this 
process is the OSIECS schema. 

With the help of software tools, the experts play a very important role in this 
process. They act in both levels taking care of: (i) the manual analysis of the SRs 
and their respective meta-schemas/schemas; (ii) analysis of the rules of conversion; 
(iii) the assessment of the detection of similarities; (iv) checking of the validation 
process; and finally (v) the assessment of the output of the Entities Matcher. 
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4.1  The ONDIL System 

As previously refereed, within the OSIECS Kernel the ONDIL system is 
responsible for the detection of similarities among meta-schemas. Broadly 
speaking, ONDIL provides inference services for Description Logic-based 
ontologies [9]. The expressiveness of such ontologies allows semantics of 
modelling languages to be formalised (e.g UML [11], EXPRESS [12]) and to make 
the semantics as explicit as possible. It is worth emphasising that formal and 
explicit semantics are crucial to automated deduction. 

The ONDIL system comprises three modules, namely ontology management,
mediator, and inference engine. The heart of ONDIL is an inference engine that 
uses the structural algorithms developed in [9] for non-standard inferences and the 
optimised algorithms for standard inferences. ONDIL uses the inference engine to 
deduce new knowledge using the ontologies (one or many) as the primary source 
of knowledge. The knowledge deduced is essentially new relations among the 
ontological concepts. The relationships among the several semantic resources (if 
they exist) are usually only implicit. These relationships can be viewed more as 
knowledge to be detected rather than knowledge to be predefined in the semantic 
resources. Therefore, in FUNSIEC the ONDIL system is used to establish 
mappings among the semantic resources. 

4.2 Syntax Conversion and Semantic Analysis 

As previously explained, the mapping process involves three main elements of 
SRs, namely the structure, the syntax, and the semantics. The solution most 
recommended for syntax and semantics problems is to represent (through a 
conversion) the original SRs in a neutral formal format. These converted versions 
are then free of syntactical problems. Both structural and semantic-related 
problems are solved through a semi-automatic process where the experts are aided 
by software tools.  

The meta-schemas forming OSIECS are originally represented in different 
formalisms: EXPRESS in ISO 12006-3 and IFC, and UML in e-COGNOS and 
bcXML. The Converter works with the meta-schemas in their original formalisms 
and produces the correspondent OWL versions (Figure 6). The experts play a very 
strategic role in this phase. They analyse the SRs meta-schemas and create a set of 
conversion rules (written in Java) that allows converting each entity from their 
original format (in a given meta-schema) in OWL. This transformation must 
preserve the semantics of the entities. The set of rules is used by the JavaCC [10] 
tool to generate a compiler capable of translating any meta-schema written in the 
original formalism automatically into OWL. As part of the OSIECS development, 
two compilers were generated to support the translations of both EXPRESS and 
UML to OWL. Now the inclusion of new SRs represented in EXPRESS or UML 
no longer require human intervention. 
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Figure 6. Creating the OSIECS Meta-schema

Table 2 shows the translation of an ENTITY ISO-12006 (in EXPRESS) into 
OWL. The EXPRESS ENTITY is firstly represented in description logic and this 
representation is translated into OWL. The class XtdRelAssociates defines a set of 
instances that satisfy the following property: each instance of class 
XtdRelAssociates is associated with an instance I0 of class XtdObject via the 
attribute RelatingObject and with n instances I1,…,In of class XtdObject via the 
attribute RelatedObjects. The constraint WR1 states that the instance I0 is different 
from all instances I1,…, In.

Table 2. An example showing the conversion EXPRESS-OWL 
EXPRESS DL OWL
ENTITY XtdRelAssociates; 

RelatingObject: XtdObject 

RelatedObjects:

 SET[1 :?] OF XtdObject; 

WHERE 

WR1:    

SIZEOF(QUERY( 

Result<*RelatedObjects | 

RelatingObject:=:Result))=0;

END_ENTITY;

 relatingObject
relationship

relatedObjects
relationship
XtdRelAssociates

relatedObjects. 
XtdObject
XtdRelAssociates

n

relatedObjects.

XtdRelAssociates

n

relatedObjects.

<owl:ObjectProperty rdf:ID="relatingObject"> 
<rdfs:subPropertyOf rdf:resource="#relationship" /> 
</owl:ObjectProperty> 
<owl:ObjectProperty rdf:ID="relatedObjects"> 
<rdfs:subPropertyOf rdf:resource="#relationship" /> 
</owl:ObjectProperty> 

<owl:ObjectProperty rdf:ID="invRelationship"> 

  <owl:inverseOf rdf:resource="#relationship"/> 

</owl:ObjectProperty> 

<owl:ObjectProperty rdf:ID="invRelatedObjects"> 

  <owl:inverseOf rdf:resource="#relatedObjects"/> 

</owl:ObjectProperty> 

<owl:ObjectProperty rdf:ID="invRelatingObject"> 
(…)
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4.3  Detection of Similarities 

The Detector of Similarities uses the ONDIL inference engine to detect similarities 
between each of two concepts belonging to different meta-schemas. The similarity 
between two concepts is defined in four levels according to its granularity. 

Consider two concepts C1 and C2 belonging to different meta-schemas. Firstly, 
the inference engine verifies whether they are equivalent according to OWL 
semantics. If so, the result is sent to the Validator. If not, they are sent to the 
Subsumption Detection component to check if one concept is subsumed by (i.e. 
part of) the other. If that is not the case, similarity is evaluated by the Intersection 
Detection and Difference Detection components. This allows more precise 
detection of similarities between the two concepts. The similarities among the 
meta-schemas are validated in order to produce the OSIECS meta-schema. 

4.4  Matching the Entities 

The similarities found in the previous stage are used over the SRs schemas 
following a specialisation approach. Therefore, the Entities Matcher applies a 
similarity detected between two entities (at the meta-schema level) to the entities at 
the schema level. For instance, if A is an entity from the e-COGNOS meta-schema 
and B an entity from the ISO 12006-3 meta-schema, then S(A, B) represents a 
similarity between those entities. This similarity is matched to the entities of the 
corresponding e-COGNOS and LexiCon schemas, S’(a, b). All entities matched in 
the schema of the selected SRs comprise the OSIECS schema. 

5   Conclusions and Future Work 

The FUNSIEC framework supporting the interoperability of SRs for the 
construction sector has been presented with emphasis on the development of 
OSIECS infrastructure. The heart of such infrastructure is the OSIECS Kernel, 
which relies strongly on the OSIECS meta-schema/schema, both developed from 
the respective meta-schemas/schemas of the SRs used in OSIECS. The OSIECS 
Kernel and the OSIECS Meta-schema/schema, to be released by the end of 2004, 
are the major results of the FUNSIEC project. Both OSIECS meta-schema and 
schema are created semi-automatically by experts in a process aided by specially 
developed software tools. The FUNSIEC approach began with the analysis of the 
meta-schemas/schemas of the SRs chosen to form OSIECS. The selected SRs, 
represented in EXPRESS (ISO-12006-3 and IFC) and UML (e-COGNOS and 
bcXML), were converted to OWL, the neutral representation language adopted in 
FUNSIEC. For that, rules of conversion from EXPRESS/UML were manually 
generated to feed the JavaCC tool, which in turn generated two compilers to 
automatically transform any SRs from EXPRESS/UML to OWL. The converted 
meta-schemas were semantically compared and mapped. The final output is the 
OSIECS meta-schema, which is used afterwards to produce the respective OSIECS 
schema. The OSIECS infrastructure, now being developed, aims to prove the 
usefulness of these components. 
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The future of FUNSIEC remains full of challenges. The project is in its crucial 
phase where the concepts and ideas have to be demonstrated and assessed properly. 
Most of the OSIECS infrastructure will be in operation by January 2005 and by 
that time the underlying assumptions behind FUNSIEC should be confirmed. 
Additionally, in order to guarantee the formal basis of the conversion its technical 
and semantical soundness and completeness are required to be studied. Finally, the 
inclusion of fuzzy logics to provide a degree of equivalence when mapping the 
meta-schemas is another challenge facing FUNSIEC. 
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Summary.  Collaboration is one way to achieve competitiveness in a global market. Virtual 
Organization Breeding Environments (VBE) motivate the creation of Virtual Organizations 
(VO) as organizations that respond with high flexibility to rapid changes in market needs. 
VBEs define (implicit or explicit) main working and sharing principles in order to foster 
collaboration between members and guarantee long-term benefits. This paper presents the 
results of a first stage of an action-research effort focused on identify VBE working and 
sharing principles that will define main elements for a VBE Framework, such as actors, 
activities, knowledge sharing, organizational structure and culture.

1   Introduction 

Nowadays companies face the need to strongly use collaboration mechanisms and 
share valuable knowledge due to globalization and market aggressiveness. Diverse 
collaborative forms arise as an alternative for companies that wish to achieve 
flexibility and fast market respond in changing environments. Collaborative 
Networks (CN) and their forms, such as a Virtual Organisation (VO, also known as 
a network) created out of a Virtual Breeding Environment (VBE, also known as a 
cluster), provide accepted benefits, such as capitalizing on knowledge and market 
power existent in the partners, which give them the edge in a competitive situation 
[1]. 

Clusters (VBE) that are dynamic have moved beyond simple hierarchical 
networks to become characterized by numerous repeated connections between 
individuals, firms and institutions that constantly shift and expand (VO creation 
process) [2]. In order to replicate these effective VBEs, a model that describes its 
internal dynamics is needed. An approach to develop this model is through the 
identification and characterization of actors that have developed readiness for 
collaboration inside a VBE throughout networks and relationships [3].  The aim of 
this paper is to present first results of an action-research effort, in which actors, 
organizational forms, activities, culture, policies and supporting ICT tools of VBEs 
were identified in order to understand its working and sharing principles. 
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2   VBE Research Context 

Diverse forms of Collaborative Networks (CN) have emerged during the last years 
as a result of the challenges faced by business and scientific worlds [4]. This 
research focus on two manifestations of CN: 

Virtual Organization (VO), which is a set of independent organizations that 
share resources and skills to achieve its mission or goal [4], and. 
VO Breeding Environment (VBE), which is an association (also known as 
a cluster) or pool of organizations and their related supporting institutions 
that have the potential and the will to cooperate with each other through the 
establishment of a “base” long-term cooperation agreement and 
interoperable infrastructure. When a business opportunity is identified by 
one member (acting as a broker), a subset of these organization can be 
selected and thus form a VO [4]. 

Cortada et. al. [5] pointed that the success starts always on the environment 
comprehension. Following this guideline, the beginning of successful generation of 
a VO is the understanding of the environment in which it is breed (the VBE 
model). An effective VBE Model requires: well identified actors, roles explicitly 
described, and interrelations between them outlined.  

3   Research Methodology 

Action Research (AR) [6] it the methodology used. Three action research cycles 
were planned (see Figure 1). First, a review of the state of the art in actual VBE 
models is carried out, the output of this stage is a draft Model that identifies main 
VBE working and sharing principles. Then, two spirals or cycles of the action 
research methodology will be performed: The first cycle will apply the draft 
principles in a small pilot case analysis (a group of 3 or 4 enterprises that 
collaborate for a specific purpose in a VBE), and the second cycle will apply the 
redefined principles in a second industry case (automotive VBE in Mexico).  

The research results presented in this paper are related to the first action 
research spiral. The activities performed during the research are explained above. 
Plan Activities:  

1. Planning: A plan for review the state of the art of actual VBE is done 
including resources allocation.  

2. Development of a template: A format is developed to extract specific 
information from VBE cases. The VBE template is a data sheet that 
includes eight areas: General information (name, location, age, brokers’ 
name, mission and objectives), impact, actors, intellectual property, 
financial, products/services, ICT used and CNO cases. In each area of the 
template there are several blanks to fill, i.e. broker’s name, VBE location 
on its life cycle, development stages of the VBEs, value creation sources 
and integrators’ names. 
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Figure 1.  Action Research Cycles. 

Act Activities: 

1. Identification of VBE cases.
2. Sample selection: Figure 2 represents the sample selected based on the 

documented representative collaboration in the cases. The sample aims to 
have industrial heterogeneity, economic variety, and geographical 
diversity. 

3. Collect Information: the VBE template is used to document each case.

Figure 2. Sample of VBE Cases. 
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Observe Activities: 

1. Identification of VBE key factors. A trigger question for identify key 
factors was used: What make successful a given VBE? Table 1 (columns 2 
- 16) show the factors observed in the sample.  

2. Classification of VBE cases. Table 1 lists the ordered sample (on first 
column) regarding to technology applications in processes and products: 
High tech VBE, medium tech VBE and low tech VBE. 

3. Identification of the factors presence in each VBE. There are three main 
types of presence: “Strong Basis” for indispensable factors that will 
guarantee VBE success,  “Secondary Basis” for supporting factors and 
“Complementary Basis” for factors with low impact on VBE success.  

4. Grouping key factors. Key factor are ordered according to the type of VBE 
that is more connected: high-tech VBE, medium-tech VBE, low-tech VBE 
or common to all VBE cases.  

Table 1. Success Bases on VBE Cases. 

Reflecting Activities: 

1. Analyze results. VBE key factors identified and its relation with the type of 
VBE (high, medium and low tech) are analyzed. 

2. Identify and model VBE actors. The key factors help to discover actors that 
participate in VBE life cycle processes. The connections between these 
actors define the VBE dynamic and interoperation. 

3. Analyze the influence of VBE structures and VBE cultural issues. 

VBE key factors are present in different cases, but it is important to mention that 
their connection with each other is what makes synergy in a VBE. Synergy allows 
the creation of a new and unique value propositions in network collaborative 
enterprises through complementing, integrating and leveraging its members’ 
capabilities and competencies [7].   

From the reflecting activities is pointed out that, the success bases in high-tech 
VBEs cases are focused in intellectual activities (e.g. design integral solutions, 
knowledge sharing) and proximity between research and industry sectors. Factors 
like VBE planning, education and integral solutions are strong presented in 
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medium-tech VBE cases. Moreover, flexibility, horizontal cooperation and 
brokerage activities are strong presented in low-tech VBE cases.  

4   VBE Model 

This section proposes a VBE Model based on actors’ interactions and focused on 
VO creation. Actors should play roles that support the development of the VBE 
key successful factors identified from the previous analysis. 

In analogy with neurons and thoughts inside the brain, enterprises are 
interconnected in temporal events called Virtual Organizations. The brain should 
be in healthy conditions to generate networks of neurons (thoughts), the VBE 
should also be properly operating to generate networks of enterprises (VOs). 
Actors identified inside the VBE should provide the conditions for an effective 
collaboration.  

Figure 3. VBE Model based on Actors’ Interaction. 

Figure 3 represents the seven actors identified in a VBE and depicts VO 
generation upon a business opportunity. These actors are: Brokers, Integrators, 
Manager, Advisor, Members, Government, Universities, and, Research and 
Development (R&D) Centres.  The letters in the model represents organizations 
with different competences, which will be aligned in a VO, according to a Business 
Opportunity found by a Broker. This alignment is coordinated by an Integrator that 
operates the VO. The environment needed (e.g. tools, documentation, system, 
procedures) is managed by the VBE Manager, while an Advisor monitors and 
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reports VBE improvements areas to the actors. Due to an unavoidable impact on 
society, Government, Universities and R&D Centres are involved supporting VBE 
operation (e.g. legal issues, economic issues, ontology and models development), 
which are indispensable for a well structured VBE system. Each VBE actor is 
briefly described in the paragraphs below. 

Broker: Brokers are specialized in business opportunities search, which is the 
starter element for VOs creation. Broker should also guide the communication with 
Integrators to ensure the right understanding of business opportunities. VBE 
members’ capabilities and competences are an important information source for the 
Broker. 

Integrator: Is the project manager in the VO Operation. Integrators develop the 
ideas (business opportunities) selected by the broker. Broker and integrator roles, 
could be performed by the same entity. The success in VOs is based on an effective 
communication and coordination between Integrator and VBE Members. Integrator 
coordinates VO Members according to the Broker guidelines. 

VBE Manager: Its main responsibility is to provide the best medium to foster 
collaboration between VBE members (i.e. availability of Information and 
Communications –ICT- tools, infrastructure and legal framework). VBE resources 
should be managed by this actor. Manager should interact with all VBE actors to 
have a complete knowledge and vision of the VBE as a system. 

Advisor: Advisor performs monitoring and control activities, required to 
enhance productivity. This actor needs an effective metric system for VBE 
evaluation. His highest interaction is basically with VBE manager, but this actor 
should establish connections with all VBE actors, who should have performance 
measures defined. 

VBE Members: Collaboration and productivity are their main responsibilities 
(mainly achieved by horizontal and vertical cooperation [8]). These companies are 
the core of the environment; their effective collaboration represents the VBE 
strength. A VBE Member interacts with: other VBE Members, VO Broker, VO 
Integrator, VBE Manager and VBE supporting institutions (government, 
universities and R&D centres). 

Government, who should facilitate the access to public infrastructure, stimulate 
growth, and avoid gradual deterioration of the industrial infrastructure [9]. Due to 
the social and economic VBE impact in a region, society must support VBE, via its 
government. Government institutions interact with all VBE members supporting 
the VBE operation, providing real welfare states. 

Universities and Research and Development (R&D) Centres: The goal for these 
actors is to raise intellectual capital, its creation encompasses the whole spectrum 
of knowledge-based activities from replication to innovation [10]. Innovation in 
products, processes and models is result of an intensive research in these centres. 
The interaction of these centres is with all VBE actors for the development of 
theoretical and practical basis that will support the creation of new services, 
products and tools to enhance competitiveness. 

An effective communication through VBE community is an elemental 
requirement that the VBE actors should have. ICT can catalyze effectiveness in 
several key processes using the following tools: a Semantic Web (to capture and 
browse information about core competences in companies), a Distributed 
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Workflow System (to guide process collaboration), architectures for applications 
integration and a set of specific applications for brokerage activities. 

4.1   Organizational Structure in VBE 

Work, Individuals, Organizational Formal Agreements and Informal Organization 
are the four components needed to define an organization [11]. Regarding to a 
VBE, Individuals are the seven actors identified; Work is represented by the VBE 
operational activities; Organizational Formal Agreements are the roles and 
responsibilities of the actors; and, the Informal Organization is presented on the 
interactions between VBE members. Three main types of structures in VBE Cases 
have been identified during the research: Cellular, Clusters and Chain (names 
given by the authors). See Figure 4 and Table 2. 

Cellular: This is a common type of organization to create temporal VOs with 
high speed. It is present in environments with members that have high 
entrepreneurship; lightness to incubate SMEs for satisfying VBE’s customer needs 
is one advantage. 

Clusters: This is a structure that enhances the creation of more structured VOs 
oriented to large projects. It’s used in environments with well-identified members, 
who have a structured profile that certifies their capabilities and that are grouped in 
specialized areas. 

Chain: It presents less interaction between members; their interaction is limited 
to the relationships in a plain value chain during VO Operation. VO partners work 
according to a plan already developed and under well-defined roles. This is 
common for product development projects. A disadvantage of this structure is the 
low knowledge sharing potential because of limited interaction between partners in 
the design and planning activities. 

Figure 4.  Types of Structures used in VBE Cases for creating VOs 
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Table 2. Map of Structures Identified in VBE Cases 

VBE Cellular Clusters Chain

Biotechnology, Ontario, CA
ICT, Helsinki, FI 
Biotechnology, Massachusetts, US
Racing Cars, Motor sport Valley, UK 
Business Services, Phoenix, US 
Software, Bangalore, IN 
Knowledge Cluster, Basque Country, SP
ICT (Electronics to Software), Guadalajara, MX
Manufacturing (IECOS), Monterrey, MX
Knitwear, Carpi, IT 
Mining, Antofagasta, CL 
Shoes, Sinos Valley, BR 

From the three major categories of organizational structure presented, two 
constants can be identified about their elements: members should be closely 
communicated, so a horizontal and plain architecture fits very well; and someone 
needs to coordinate different efforts in order to gain synergy between the VOs. 
This means that in successful VBE there should be well-developed support 
industries in such a way that VOs can be easily developed. These support 
industries can form a “Supporting VBE” due to their integration with the main 
VBE. This integration between the value chain and the organizational structure 
should facilitate the development of the supporting VBE, as happens in Singapore 
VBE which has focused the entire country's organizational structure to support its 
growth [12]. 

An appropriate VBE should have few levels in its hierarchical organization in 
order to enhance VOs creation through a rapid and flexible process. Proof of 
functionality of this size of structure are the cases of Aportia in Guadalajara, 
Mexico [13], ICT Cluster in Helsinki, Finland [14], the Industrial Districts all 
around Italy [15] and the Software Manufacturing Industry in Bangalore [16]. In 
these cases small and medium enterprises (SMEs) are organized by simple teams 
with no more than two levels of hierarchy. 

4.2   Culture in VBE 

The environment in which a VO is created has a common collaboration and trust 
culture. Trust between organizations is a competitive requirement. The build-up of 
trust between organizations is founded upon the inter-personal bonding via trust 
developed between the individuals in the different organizations (or indeed 
between different units within a single organization) [17]. This means that a 
successful VO can be generated with partners that present a collaborative culture 
inside their own organizations. 

Collaborative culture involves the ability of team work. Team work is an 
optimal organizational solution to solve a complex problem, analysis of strategic 
elements and planning are key processes during the problem solution processes 
[18].  

Among other factors, the primary requirements for a proper collaboration 
culture in a VBE can be associated to the following guidelines: Long-Term and 
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Global Vision: A VBE should have a defined long term vision, which will guide its 
activities according to the strategy defined by the organization. This vision should 
consider the global market aspect, especially for the development of dynamic VOs. 
Innovation: The ability to be creative in products, process and services is the base 
of innovation. VBE actors should involve innovation in the execution of its 
activities. Innovation should be also present during VO creation, operation and 
dissolution. Specialization: Organizations should have their core competences 
completely developed, but they should also have the ability to integrate with their 
complementary partners. Another cultural aspects found in VBE Actors are: 
Initiative, Commitment, Leadership, Self-Learning, Effective Communication, 
Entrepreneurship, Team Work, Continuous Training, Knowledge Sharing, 
Information Culture, Specialization and Negotiation.

4.3   Knowledge Sharing in VBE  

The seven actors defined in VBE Model are focused on generation of a long term 
competitive environment, through complementation of competencies between 
them. Complementary competencies are an integral part of knowledge-based 
collaboration [19]. A VO can be temporal but it should share the knowledge 
acquired in its life cycle to the VBE in order to improve other VOs. In a more 
general view, the entire VBE can evolve into a better one by learning about itself 
(knowledge sharing). 

To describe knowledge sharing in a VBE is necessary to define common 
knowledge concepts. First it is important to differentiate data, information and 
knowledge: Data is only text that does not answer questions to a particular problem 
[20], Information can be defined as data with meaning [21] and, Knowledge is 
information with added detail relating to how it may be used or applied [22].  

An important requisite for knowledge usage is adequate knowledge structure 
definitions, describing the role of each knowledge type in overall context [23]. 
Explicit knowledge, is knowledge that has been articulated and very often captured 
in the form of text, tables, diagrams, product specifications and so on. Tacit
knowledge is highly personal and hard to formalize, thus making it difficult to 
communicate or share with others. Implicit Knowledge is the type of knowledge 
that can be articulated but has not [24]. 

The types of knowledge described (explicit, implicit and tacit) are mapped on 
the actors of the VBE Model. Table 3 indicates these relations and depicts in what 
type of knowledge are largely based the activities of given actor. The description of 
the knowledge type found in Broker, Integrator and VBE Members activities is 
detailed below. 
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Table 3. Type of Knowledge largely based for activities of Actors in a VBE 

Explicit Implicit Tacit

VBE Member o O O
Broker . O O
Integrator O . o
VBE Manager O o o
Universities and R&D Centres O O o
VBE Advisor . o O
Government O o o

V
B

E
 A

c
to

rs

Knowledge Type

O   Strong Basis     o   Secondary Basis     .   Complementary Basis

The broker is certainly an important source of tacit knowledge because there is 
a “feeling” in the ability to find the best business opportunities. This is the result of 
the acquired experience in a broker (see Figure 3). A broker compiles many data 
about market and trends and processes it to produce information that use in the 
business opportunities search. The vision of VO as a solution to market needs is 
developed via applied knowledge and is not formerly registered. 

Figure 5. Tacit Knowledge in Broker Activities within VBE model 

The knowledge in the integrator is focused to the project management, because 
the VO is a project that needs to be managed. The main thrust of Process 
Management is the concept of knowledge management [25].  

In VBE members, the knowledge that is important to develop for enhance the 
collaboration between them, is the know-how needed to create effective 
partnerships. An important issue in this ability is trust, a complex factor that is 
related to tacit knowledge. This knowledge has potential value in a VBE if it were 
spread over many other members. 

When collaboration is the objective, a holistic vision of the actors highlights the 
value of knowledge sharing in the environment as a source of competitiveness. A 
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combination of knowledge from different perspectives impels abilities to create 
new opportunities and to respond to challenges in innovative ways [19]. 

5   Conclusions and Further Research 

The results of a first cycle of an action-research effort focused on finding VBE 
working and sharing principle have been presented. The research methodology has 
been described and the main elements for a VBE Framework have been depicted: 
1) Model of Interoperability of 7 Actors for a VBE, 2) Organizational Structures 
inside VBE Cases, 3) Cultural Aspects, 4) Knowledge Sharing in VBE Key Actors, 
and 5) ICT tools that catalyze effectiveness in key processes inside a VBE. 

Interoperability between actors is presented through VBE network where each 
node (VBE Member) is connected directly or indirectly between them. 
Interoperability of systems and processes is a characteristic of the effective 
communication required in a VBE for its right operation. 

Next stages in this research will focus on second and third cycles of the action 
research methodology presented, considering knowledge management as the 
medium for achieving a sustainable development in VBE, a team based as the 
optimum organizational structure for an efficient operation, and a culture of 
collaboration as the social environment required for accomplish the main goal in a 
VBE: competitiveness and VO creation. 
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Summary. Business processes interact with each other by sending and receiving messages; 
how such interactions take place (i.e. in which order and with which timing constraints) has 
to be defined in advance with a collaboration model, so the parties can be developed 
separately in conformity with it. With orchestration languages, however, the role of a 
collaboration model is that of an interface, so it is the run-time responsibility of the activities 
of the business process to guarantee that messages are exchanged in proper order and time. 
This paper motivates the need of run-time collaboration instances, which, by keeping the 
state of ongoing collaborations, relieve business processes of the burden of checking the 
conformity of the actual operations with the collaboration model.  

1  Introduction 

At the basic level of e-business, organizations interact by sending and receiving 
messages, however in order to attain a given common goal, the parties have to 
exchange a number of messages with appropriate content and order. For this reason 
it is important to focus the attention on all the messages exchanged for a particular 
purpose rather than on single interactions. The term collaboration (or conversation) 
is used to refer to the flow of messages taking place between two parties for a 
given purpose; it is a particular view on the whole set of the messages exchanged 
in a multi-party system. 

The parties involved in a collaboration are often referred to as services or 
business processes or simply software applications. Usually one party takes the 
role of the “provider”, the other that of the “requester”. 

A well-known example of collaboration is the purchasing of goods or services, 
which can be described as follows: organization A’s purchasing service (the 
requester) sends a request for quote (rfQ) to organization B’s selling service (the 
provider), which responds with a quote; if the purchasing service accepts the quote, 
it will then send an order to the selling service. This example will be used 
throughout this paper.  

Although, from an external point of view, a collaboration is a flow of messages 
(such as the flow consisting of an rfQ, a quote, and an order), it is perceived by 
each party as an ordered flow of message-oriented activities. For the selling service 
the above-mentioned collaboration implies that first it has to receive an rfQ, then it 
has to send a quote, and finally it might receive an order.  
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The actual flow of messages can vary from case to case. In fact the selling 
service might not reply or the quote might not be accepted and in that case the 
order won’t be sent. Therefore, in one case the collaboration might consist of only 
an rfQ message, while in another case it might be made of all the three messages 
(rfQ, quote and order). 

Anyway an actual collaboration can take place only because the parties in 
advance have agreed on how to put it into practice. Such an agreement is based on 
an abstract representation of the collaboration, i.e. on a collaboration  model.  

There is growing interest in modeling collaborations as processes as a process 
denotes an ordered flow of activities. Moreover the parties involved in 
collaborations can be modeled as processes as well since they, too, consist of 
ordered flows of activities.  

Although similar in structure, the processes used to model collaborations are 
different from those related to services or applications; in this paper the former will 
be called collaboration processes, the latter business processes.  

The activities in a business process fall into three major categories: manual 
activities, automatic activities and control-flow ones. Manual activities require 
human intervention and they are usually performed through a web-based user 
interface, so their implementation is outside the scope of the business process. 
Automatic activities and control-flow ones, instead, are in charge of the process 
(either directly or indirectly) as will be shown later on. For example the selling 
business process might consist of the following activities: receiving an rfQ, 
preparing a quote, sending it to the requester, receiving an order, and processing 
the order; the activity of preparing a quote and that of processing the order 
probably require some human intervention (hence they are manual), while the 
others could automatically be performed by the system. 

A collaboration process, instead, is meant to be a contract between the parties, 
therefore it is mainly made up of message-oriented activities, whose purpose is to 
show which messages have to be sent or received.  

As an example WSCL [1] presents collaboration processes as UML activity 
diagrams in which activities fall into four categories: ReceiveSend, Receive, Send, 
and SendReceive. Messages carry XML documents which are defined in 
appropriate schemas, and the actual protocols are defined using WSDL. The 
collaboration is presented from the point of view of the provider, the requester’s 
one being easily obtainable if sending activities are turned into receiving ones and 
vice versa. 

While business processes are intended to be operational, collaboration 
processes are meant to specify the behavior, in terms of the messages to be 
exchanged, the business processes have to conform with. 

In fact with orchestration languages, such as BPEL [2] and BPML [3], business 
processes are executable, so they exist at run-time in the form of business process 
instances, just as types exist in the form of variables. Collaboration processes, 
instead, do not have real-time counterparts, since they are interpreted as interfaces, 
which are defined in a choreography providing the global view of all the 
interactions in the system. Special languages, called choreography languages, such 
as WSCI [4] and WS-CDL [5], have been defined for that purpose. As an interface 
a collaboration process is to be implemented by a provider and used by a requester. 
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However, since it is extremely difficult, in general, to statically prove the 
conformity of a business process to the collaboration process it has to implement or 
use, it is the responsibility of the activities of the business process to guarantee 
proper behavior at run-time. As an example assume that an rfQ has a deadline after 
which the quote won’t be taken into account by the requester; then the burden of 
deciding whether it is worth sending the quote or not is entirely on the provider. If 
there were a collaboration instance (i.e. a run-time representative of the 
collaboration process, which knows the state of the collaboration) that decision 
could automatically be taken by it, so the activities of the provider’s business 
process would be simplified. A collaboration instance can be thought of as a 
channel through which a party sends and receives messages belonging to a given 
collaboration. 

The purpose of this paper is to motivate the need of run-time collaboration 
instances, which, by keeping the state of ongoing collaborations, relieve business 
processes of the burden of checking the conformity of the actual operations with 
the collaboration model. In addition collaboration processes can be made more 
flexible with the introduction of parameters, which can be tailored to actual 
collaborations; such parameters need to be kept in collaboration instances.  

Moreover this paper presents a software environment, called bProgress, which 
we have developed so as to experiment with business processes and collaboration 
ones; it consists of modeling tools and of services for implementing business 
processes and collaborations. 

This paper is organized as follows. Section 2 describes how collaboration 
processes are modeled with bProgress, while section 3 shows how business 
processes use collaboration instances. Then the bProgress environment is 
illustrated in section 4 and finally a comparison with related work is presented in 
section 5. 

2  Collaboration processes 

Basically a collaboration process consists of message-oriented activities placed 
within a control structure providing for sequential, alternative, and parallel paths as 
well as for timeout-related paths. In bProgress processes are represented as UML 
activity diagrams. 

The model shown in Figure 1 is the selling collaboration process introduced in 
the previous section. 

A message-oriented activity is a receiving activity (such as receiveRfQ) if it is 
connected to an input signal, it is a sending activity (such as sendQuote) if it is 
connected to an output signal. For simplicity we consider asynchronous messages 
only. Messages are represented by signals, and each message has a name and a 
type (not shown in Figure 1). The types of the messages are defined in an XML 
schema associated with the collaboration process. Each message-oriented activity 
has a deadline (such as t1), which appears in the label of the outgoing timeout 
transition. When a deadline has been reached, a timeout exception occurs and the 
activity fails.   
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Unlabelled transitions represent precedence constraints; timeout transitions (i.e. 
those labelled with keyword “timeout”) show the effects of timeouts; in this 
example timeouts end the collaboration. The structure of a collaboration process 
can get much more complicated if alternative paths or parallel ones are needed. 

Collaborations can have parameters; in this case the three deadlines are 
parameters. 

receiveRfQ

sendQuote

receiveOrder

rfQMsg

orderMsg

quoteMsg

Parameters: t1, t2, t3

timeout(t1)

timeout(t2)

timeout(t3)

Figure 1.  The selling collaboration process 

Parameters have to be agreed upon by the parties before an actual collaboration 
is made effective; so there is the need of a preliminary phase in which parameters 
are set, this phase being itself a special case of collaboration. If  the preliminary 
phase is successful, the collaboration is started.  

The model in Figure 1 shows that, after the collaboration has been started, the 
provider is ready to receive an rfQ message (rfQMsg) sent by the requester; if that 
message does not arrive before instant t1, a timeout will occur and the 
collaboration will end. After the rfQ message has been received, the provider has to 
reply with a quote message; if it doesn’t so before instant t2, a timeout will occur 
and the collaboration will end. After the quote message has been sent, the provider 
is ready to accept the order message but, if it is not received before instant t3, a 
timeout will occur and the collaboration will end.  

The three deadines, t1, t2 and t3, are parameters, so they can be tailored to the 
actual collaboration.  

From an operational point of view, a collaboration process requires two 
representatives, a requester collaboration process instance, rcpi, on the sender’s 
side and a provider collaboration process instance, pcpi, on the provider’s side. A 
pcpi operates in conjunction with a provider business process instance (pbpi), 
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whilst an rcpi operates in conjunction with a requester business process instance 
(rbpi).  

Activating a new collaboration requires a standard protocol at the end of which 
parameters have been agreed upon and both the rcpi and the pcpi have been started 
(and they know of each other). 

From the point of view of the provider the selling collaboration takes place as 
follows. After the collaboration has been activated, the provider (i.e. the pcpi)  can 
receive an rfQ message; when it receives it, it will pass it to the business process 
(i.e. the pbpi). Then the provider can get a quote message from the pbpi; when it 
gets it, it will send it to the requester (i.e. the rcpi). Finally the provider is able to 
receive an order message; if it receives it, it will pass it to the pbpi. The purpose of 
a receiving activity is to pass the related business process instance the message 
received from the requester, whilst the purpose of a sending activity is to send the 
requester the message got from the business process instance.  

The requester interprets the same collaboration process by turning sending 
activities into receiving ones and vice versa.  

Collaboration process instances accomplish several tasks: they perform the 
actual sending and receiving of messages and maintain the state of the 
collaboration (by keeping local states aligned with each other) as well as the 
history of the messages exchanged. They prevent a party from sending a message 
in the wrong order or at the wrong time; for example, if the provider tries to send a 
quote after deadline t2 has expired, its collaboration process instance will reject it. 
In addition, their presence automatically guarantees the correlation of messages to 
business process instances, thus relieving the process activities of that burden.  

3  Using collaborations 

Collaborations in bProgress are managed by business processes and this section 
illustrates how this is done. 

A business process is made up of a number of activities, which fall into three 
major categories (exception handling is not considered, for simplicity): manual 
activities, automatic activities and control-flow ones. 

Manual activities require human intervention and they are usually performed 
through a web-based user interface, so their implementation is outside the scope of 
the business process. Automatic activities and control-flow ones, instead, are in 
charge of the process, in the sense that the process will use software components 
(called process-support components) able to perform such activities.  In bProgress 
we can associate actions (i.e. blocks of code) with the model’s activities so as to 
give a complete description of the business process; a code generation tool of the 
bProgress environment is able to produce process-support components 
incorporating those actions within suitable contexts. 

There are two business processes interested in managing selling collaborations, 
the purchasing business process and the selling business process; the former is 
shown in Figure 2, the latter in Figure 4. 

The purchasing business process operates as follows. The first activity, as it 
consists in preparing an rfQ, is a manual activity to be performed by a purchaser. A 
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manual activity is connected to the role required. For example activity prepareRfQ 
requires a purchaser; this means that it has to be performed by a person playing that 
role. The next activity, sendRfQ, has to send the rfQ to all the suppliers invited, i.e. 
the suppliers that have been chosen in the previous activity. Quotes will be 
received, one at a time, by receiveQuote. When all the quotes expected have been 
received, or the deadline of receiveQuote has expired, manual activity selectQuote 
can be performed. If a quote has been accepted, an order to the supplier will be sent 
by activity sendOrder. The deadline of receiveQuote is a parameter, so it can be 
tailored to the specific purchasing process instance. 

It results from the above description that business processes cannot be 
described separately from the business entities they are related to; so it is necessary 
to explain the nature of such inter-relations before the details of  the activities are 
presented. 

sendRfQ

receiveQuote

selectQuote

sendOrder

rfQMsg

orderMsg

quoteMsg

purchaser

Parameters: t1

prepareRfQ purchaser

timeout(t1)

allQuotesReceived

selectionSuccessful

Figure 2. The purchasing business process 

Business entities are related to each other and such relationships are usually 
presented in an entity-relationship (or class-relationship) model, such as the data 
model of the purchasing organization shown in Figure 3. From this model it is 
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evident that an rfQ is connected to the suppliers invited (i.e the organizations 
invited to the purchasing auction), as well as to the quotes received. 

In bProgress business process instances are business objects, too, and they are 
represented by an entity called BPI (business process instance). Likewise, actual 
collaborations are business objects and they are represented by entity RCPI 
(requester collaboration process instance) if they refer to a requester-side 
collaboration, or by entity PCPI (provider collaboration process instance) if they 
refer to a provider-side collaboration. A BPI can be involved in multiple RCPIs or 
PCPIs; however a given RCPI (or PCPI) is connected to just one BPI (the one 
involved in the collaboration). 

Of course a process instance is related to the corresponding process model but 
such connections belong to a different level and are outside the scope of this 
discussion.  

In general in bProgress a business process is meant to take care of a given 
business entity and, by extension, of those associated with it, as in the case of the 
purchasing process which manages the lifecycle of an rfQ. For this reason a 
business process instance (BPI) can be connected to any business object 
implementing interface WFItem (workflow item); entity RfQ implements that 
interface, so an rfQ is process-driven (in other words it is a controlled business 
object).

In general, the actions associated with automatic activities and control-flow 
ones operate on the business objects through a set of classes providing an 
object/relational mapping.  

BPI

RfQ Supplier

Order

Quote

RCPI

«interface»

WFItem

«interface»

Provider

+ rfQs 0..* + suppliers 1..*

+ order0..1

+ quote

1

+ quotes

0..*

+ supplier 1

+ quotes 0..*

+ rfQ1

+ rCPIs

1..*+ bPI

1

+ rCPIs0..*

+ provider1

+ bPI0..1

+ wFItem1

Figure 3.  The business entity model of the purchaser 
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In fact, while business objects are mapped onto records in a relational database, 
such records are not acted on directly as it would be too awkward and error-prone. 
They are, instead, operated on through an object/relational interface consisting of a 
set of classes, which provide methods for generating, retrieving and modifying the 
records and also methods for navigating among the records along the relationships 
defined in the business entity model. 

The actions are presented below as blocks of pseudo-java code. Each action 
must be considered to be placed in a context including a reference (bpi) to the 
current business process instance and a reference to the controlled business object; 
the name of the second reference is that of the class of the controlled business 
object with the initial in lower case (such as rfQ). At run-time those references will 
be properly initialized by the bProgress process engine (cf. next section). The 
actions of the activities of the purchasing business process are as follows.  

sendRfQ:

for Supplier s in rfQ.getSuppliers() { 

  RCPI rcpi = new RCPI(“SellingCP”, s, bpi); 

  rcpi.addParameter(“t1”, rfQ.getT1());   //idem for t2 and t3 

  rcpi.start(); 

  if (rcpi.getState().equals(“accepted”))

 rcpi.sendMsg(“rfQMsg”, rfQ.getMessage()); 

  else rcpi.remove(); 

}

receiveQuote:

Quote q = new Quote(quoteMsg, rfQ); 

allQuotesReceived:

return rfQ.getQuotes().size() == bpi.getRCPIs().size(); 

selectionSuccessful:

return rfQ.getQuote(“state = ‘accepted’”) != null; 

sendOrder:

Quote q = rfQ.getQuote(“state = ‘accepted’”); 

Order o = new Order(rfQ, q); 

for RCPI rcpi in bpi.getRCPIs() { 

  if (rcpi.getProvider().equals(q.getSupplier()) { 

 rcpi.sendMsg(“orderMsg”, o); break;   

  }} 

Activity sendRfQ invites suppliers to submit quotes; the suppliers to be invited 
are those that have been associated with the current rfQ in manual activity 
prepareRfQ. For each supplier a new collaboration is activated and an rfQ message 
is sent. 

Method getSuppliers is a navigational method, which retrieves all the suppliers 
(business objects) related to the current rfQ. A supplier implements the Provider 
interface: this is a synthetic way of indicating that a supplier business object has all 
the information (e.g. the url of the service) needed to establish a collaboration with 
the corresponding organization.  

For each supplier to be invited a new requester collaboration process instance 
(rcpi) is generated; the constructor of class RCPI takes as parameters the name of 
the collaboration process, the provider with which the collaboration has to be 
established, and the current business process instance. For simplicity we assume 



 Modeling and Using Business Collaborations 119 

that each supplier supports the selling collaboration process shown in Figure 1. The 
values of the three parameters are then added to the rcpi; they are taken from the 
rfQ business object in which they have been defined by the purchaser during 
activity prepareRfQ. Next the collaboration is started with a synchronuos 
interaction with the provider. If the collaboration is accepted, the rfQ message will 
be sent; method sendMsg is provided by class RCPI and takes two parameters, the 
name of the message and its content (which is provided by method getMessage of 
class RfQ). Method sendMsg performs all the checks required, in particular it 
won’t send the message if it is late, and in that case it will return a negative result. 

Activity receiveQuote is in charge of receiving a quote message; then it 
transforms the message into a quote business object and connects the latter to the 
supplier and to the rfQ (this is actually done by the constructor of Quote).  

Activity allQuotesReceived returns true if all the quotes expected have been 
received (i.e. there are as many quotes as the number of collaborations started). 

Activity selectionSuccessful returns true if there is a quote whose state is 
“accepted”. The selection is made by manual activity selectQuote; the best quote, if 
any, has been put into state  “accepted”, while the others remain in state 
“received”. 

Activity sendOrder sends the order to the winner: it searches the collaboration 
process instances to find the one related to the supplier of the winning quote. 

receiveRfQ

sendQuote

receiveOrder

rfQMsg

orderMsg

quoteMsg

prepareQuote

closeQuote

accountMgr

processOrder

accountMgr

timeout

timeout

Figure 4. The selling business process 

The code of the selling business process is similar and is not shown. A short 
account of its activities is as follows. After the rfQ has been received, manual 
activity prepareQuote is enabled (and scheduled for an account manager). The 
quote is then sent. If the order is received, it will be processed otherwise the quote 
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will be closed. The timeouts of the receiving activities are those signalled by the 
provider collaboration process instance; for this reason the values of timeouts are 
not specified in the labels of the corresponding transitions. When a provider 
accepts a request for a new collaboration, it starts a provider collaboration process 
instance and it also normally activates the corresponding provider business process 
instance (and associates the two). 

4  The bProgress environment 

We have developed a java environment (based on Eclipse), called bProgress, in 
order to prototype business processes and collaborations. 

The three types of models presented in this paper, i.e. business entity models, 
business processes and collaboration processes, have graphical UML 
representations as well as XML representations. XML representations can be 
directly written or can be automatically produced from the XMI versions of the 
UML models. 

There are two code generators in bProgress. One takes the XML representation 
of a business entity model and produces: a) the scripts for generating the 
corresponding relational tables; b) a set of classes providing an object-oriented 
interface to those relational tables. The other code generator takes the XML 
representation of a business process (including the code of automatic activities) and 
produces the corresponding process-support software component.  

Business and collaboration processes are loaded into the database by the 
process loader. The environment includes a process engine, which manages 
process instances by interpreting the corresponding business processes. 
Collaborations are managed by specific bProgress components which use the 
SOAP protocol and run on top of the JBoss application server. Collaboration 
processes rely on WSDL as to the definition of messages. Transactional aspects in 
collaborations is of primary importance as shown by the OASIS ebXML [6] and 
BTP initiatives [7]; and bProgress is meant to support experimentation in that 
research field.  

5 Comparison with related work 

Business process languages fall into two major categories, orchestration languages 
and workflow languages, each category emphasizing a particular point of view. 

Orchestration languages, such as BPEL [2] and BPML [3] are mainly devoted 
to supporting interactions between services described in WSDL and ignore manual 
activities (as first-class constructs); on the contrary, workflow languages such as 
XPDL [8] support manual activities but are weaker in message processing.  

As to the control flow, XPDL has a graph structure where activities (i.e. the 
nodes) can have multiple incoming/outgoing transitions; although the language has 
an XML representation, it is difficult to manually write a program made up of 
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nodes and links. Orchestration languages, on the other hand, enforce structured 
programming through the use of nested blocks.  

Collaboration types, in general, are considered to be different from business 
processes. WSCI [4] describes collaboration types as interfaces and it is meant to 
provide a global view (i.e. a choreography) of all the parties involved in a complex 
interaction. WS-CDL [5] provides more features than WSCI while basically 
following the same approach. 

We believe that collaborations are inherently binary, so, in our opinion, a global 
picture describing several collaborations provides too much information. 

Furthermore we consider collaboration types as abstract processes consisting of 
message-oriented activities placed within a suitable control structure; deadlines, 
and hence timeouts, are of primary concern. Parameters are also important as they 
allow a generic process to be tailored to specific situations. 

Collaboration types are shown from the provider’s point of view although we 
envisage a peer-to-peer relationship between the parties. Alternatively it is possible 
to take a neutral position, as it is done in [9], if the model directly focuses on the 
message flow rather than on message-oriented activities; however as the direction 
of messages has to be specified, it is not really different to take one direction, i.e. 
that of the provider, as the reference one. 

Collaboration types are public processes acting as standards the interested 
parties have to conform to. The notion of public process has been introduced in 
[10] within workflow languages, as a Petri net showing the interactions between 
two organizations, one acting as the contractor, the other as the subcontractor. Each 
organization is responsible of a distinct portion (public subflow) of the public 
workflow and it can then develop a private workflow which has to comply with the 
respective public subflow. Rules are given so conformity  can be automatically 
checked. 

In bProgress we use run-time collaboration instances, which, by keeping the 
state of ongoing collaborations, are able to prevent a party from sending/receiving 
a message in the wrong order or at the wrong time. In bProgress a business process 
is definitely a workflow process, so manual activities are first-class activities. The 
process control structure should be as rich as possible yet amenable to direct 
writing, so we have selected a number of constructs and represented them with 
XML tags and UML activity diagrams. Such constructs meet the programming 
patterns required in workflow applications as shown in [11].  

6  Conclusion 

This paper has addressed the issue of modeling cross-enterprise collaborations and 
has presented an approach based on collaboration processes. 
Basically a collaboration process consists of message-oriented activities placed 
within a control structure providing for sequential, alternative, and parallel paths as 
well as for timeout-related paths. 
A collaboration process is a special case of business process and this uniformity 
entails several advantages both in conceptual and in practical terms. 
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This paper has also presented the bProgress environment whose tools make the 
models of business and collaboration processes operational. 
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1  Introduction 

In inter-organizational collaboration business processes that span multiple partner 
organizations have to be efficiently supported while preserving autonomy of each 
partner. Due to the fact that no internal process details should be disclosed only 
messages containing relevant information can be exchanged between business 
partners for coordination purposes. It is crucial that messages reach business 
partners on time and that they contain exactly the information necessary to 
complete the next internal process step. Therefore, collaboration partners agree on 
coordination protocols that define valid messages and a chronological order for the 
information exchange. Every partner is then able to implement a binding of these 
protocols to internal business processes and applications. In ad hoc collaborations 
the agreement on coordination protocols is much harder to achieve, because in such 
a scenario it is not guaranteed that every partner knows each other’s capabilities. 
Hence, at the beginning of every ad hoc collaboration there has to be a setup phase 
where partners agree upon basic facts regarding their joint business activities. This 
may also include providing trust between partners as this is a crucial factor in inter-
organizational collaboration. The focus of this paper is set on establishing technical 
interoperability assuming that a necessary level of trust between business partners 
already exists.  

In the aforementioned setup phase two main activities have to be performed: 
agreeing on collaboration content as well as on the chronological order of 
collaboration tasks. Agreement of collaboration content includes the definition of 
desired collaboration goals and necessary tasks that will lead to these goals e.g. 
tasks like order or quote are relevant to the goal supply of material. The 
assignment of roles (e.g. buyer or seller) based on identified tasks and the partition 
of tasks into sub-tasks are also included in this phase (see Figure 1).  



124 Bettina Bazijanec, Johannes Maria Zaha, Antonia Albani and Klaus Turowski 

Figure 1. Agreement on collaboration content 

As sub-tasks have to be performed in a coordinated way to achieve the given goal 
their chronological order based on causal connections and technical capabilities of 
the participating partners has to be defined by the means of coordination protocols. 

In this paper a setup process for ad hoc collaborations will be introduced that 
describes these main setup activities in detail and shows how to obtain an 
interoperable, overall coordination protocol. At first, section 2 introduces tasks that 
are relevant to inter-organizational collaboration and how transition systems can be 
used to formally define coordination protocols. These concepts are then used in 
section 3 to describe and explain the process steps. In section 4 related work is 
discussed and in section 5 conclusions are drawn and an outlook on future work is 
given.  

2  Collaboration Tasks and Coordination Protocols 

In the following sections two important concepts are introduced that will later 
allow to specify necessary steps in the setup phase of an inter-organizational 
collaboration: tasks and coordination protocols.

2.1 Types of Collaboration Tasks 

In a single collaboration scenario several tasks that address different aspects of 
collaboration have to be coordinated at the same time. Hence, different types of 
collaboration tasks can be identified [3] that fall into one of the following 
categories:
Setup related tasks: As already outlined above, these tasks have to be performed 
before an ad hoc collaboration can start and include search for potential 
collaboration partners that are capable to perform certain tasks (e.g. in a central 
registry), negotiation of collaboration content and adjustment of remaining 
incompatibilities. 
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Business related tasks: These tasks define the collaboration subject i.e. those steps 
that are necessary to achieve the desired goal. Since every new collaboration 
scenario may have other goals than previous ones partners have to agree on these 
tasks each time again. 
Context related tasks: Communication in inter-organizational collaboration is 
performed between two or more partners over open networks. Therefore, additional 
tasks have to be carried out in order to assure correct, secure, and consistent 
delivery and storage of business-related information. Hence, they constitute the 
execution context of business-related tasks. 

Figure 2. Setup-, business- and context-related coordination tasks 

Figure 2 shows the identified task categories and corresponding task types. 
Whereas the number of setup and context related tasks is more or less limited there 
are a lot of business related tasks that partners can choose from. However, during 
the setup phase a set of business-related tasks will be fixed for the scope of the 
collaboration scenario (see section 3). Every collaboration task generates a 
coordination effort between the partners that has to be mastered by the means of 
message exchange, e.g. the task order implies the exchange of a purchase order by 
the buyer role such that the seller role can process it and then acknowledge or 
deny. Hence, for each task a protocol can be defined. As setup-related tasks have to 
be performed in order to agree on business-related and context-related tasks it is 
assumed that the setup process as it will be introduced in this paper can be 
understood and performed by each potential partner.  

2.2  Definition of Coordination Protocols 

As already mentioned, coordination protocols define message exchanges that are 
necessary when performing inter-organizational collaboration tasks. A protocol can 
be formally defined following the definition of transition systems [10] as a 5-tuple 
p=(Q, , , s0, F) where Q is a finite set of states and  is a finite set of valid labels 
that represent protocol messages which are exchanged during an interaction. 
Messages are marked out if they represent outgoing messages and in if they 
represent incoming messages.  Q  Q is transition relation, s0 Q is the 
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initial state, and F is a set of final states. The resulting transition system is specific 
for a particular role in an interaction. Each outgoing message in the protocol 
description corresponds to an incoming message of another role’s protocol 
description. As an example, a simple purchase protocol from a seller’s viewpoint 
can be defined as follows: 
Q = {q0, q1, q2, q3, q4},  = {RFQ, QUOTE, PO, POA}, F = {q4}, s0 = q0 
 = {(q0, in:RFQ, q1), (q1, out:QUOTE, q2), (q2, in:PO, q3), (q3, out:POA, q4)} 

First, the seller receives a request for quote (RFQ) which leads to a protocol 
state change from q0 to q1. In this state he is able to send out a QUOTE-message 
that contains current conditions. After sending out the message he again changes 
his state where he is then able to receive a purchase order (PO) and finally to send 
out a purchase order acknowledgement (POA).  

This kind of protocol definition only uses a set of message names that denote 
the types of corresponding messages. In order to also define these types a data 
structure is used describing the respective message, i.e. if a purchase order message 
and its corresponding purchase order type are defined, then every message with the 
same data structure is considered to be a purchase order [4]. Data structures have a 
specific information content and can be described on three semiotic layers (see 
Figure 3): syntax, semantics, and pragmatics [11].  

Figure 3. Messages: syntax, semantics and pragmatics 

The syntax describes which expressions are valid and which rules are used to 
build up the message’s data structure from these expressions. A schema definition 
can provide this kind of description. Since the mentioned expressions and also data 
structures that are build up from expressions, refer to real world objects they have a 
specific meaning which is called semantics. Although two expressions are different 
they may have the same meaning e.g. addr. and mailaddress can both refer to a 
postal address. Another aspect of semantics is the information content that is 
captured in a data structure [14], because different partners may have defined 
separately a type with the same name that should denote the same real world object 
but nevertheless they are different because one type includes more information 
than the other, e.g. an address may be defined with or without providing country 
information. If, for example, an organization is only acting within the US then this 
information is not relevant. Therefore is has to be clear which information content 
is minimal to define the shared semantics of a message. Figure 3 gives an example: 
if square and circle define one real world object then (a) and (b) are representations 
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of this object although (a) provides more information. (c) does not refer to the same 
object (even if it has the same name as described above). If only the square defines 
an object then all three messages would represent the same object. Ideally, two 
separately defined message types with the same name should have the same 
information content. Finally, the pragmatics of a message provides causal relations 
between a received message and the following action. With regard to protocol 
definitions a received message can enforce the sending of a message with a specific 
type, e.g. a request for quote requires to be followed by a quote (see also Figure 3 
on the right). It is also possible that a message requires some particular action to be 
taken by the receiving actor that are not obviously linked to the next following 
message, e.g. a message requires a specific processing or it has to be decoded by a 
specific algorithm so that the content can be read out.   

3  Establishing Coordination Protocol Interoperability 

A collaboration scenario is a combination of various coordination steps supporting 
several tasks. These tasks have to be identified and agreed upon by the 
participating parties. Necessary coordination steps for each task are defined by the 
means of so called protocol definitions as described in the previous section. As 
every protocol introduces its own messages and sequences an overall collaboration 
protocol has to be composed from single coordination protocols in a way that it 
leads to the desired collaboration outcome. This process of setting up an ad hoc 
relation between collaboration partners is shown in Figure 4 and will be described 
in the following sections: 

Figure 4. Collaboration setup process (overview) 

3.1  Agreement on Collaboration Content 

In order to identify relevant tasks for an inter-organizational collaboration goals 
have to be defined and partners have to be found. In an ad hoc scenario there is 
typically one organization that has some kind of demand and tries to satisfy this 
demand by requesting some value-adding activities from one or more other 
organizations. This can be the shipment of physical goods as well as the 
computation of driving directions on the Internet. Since potential partners are not 
known in advance some kind of directory is needed to search for them. This is a 
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common approach also used in the field of Web Service discovery [1]. The 
directory provides contact information and a classification of enterprises based on 
industry sector or even based on a service classification. After having identified a 
set of potential partners (assuming the general willingness to collaborate) 
negotiation in form of direct interaction can begin in order to gain knowledge about 
different task types which need to be performed. In this negotiation, first a common 
language has to be determined. There could be a different understanding of task 
identifiers e.g. a task purchase could only include the exchange of order 
information or it could also include prior exchange of price information. A possible 
way to overcome such problems is to agree on a taxonomy that contains a 
hierarchy of business related tasks. Today, taxonomies are well-known in the field 
of material classification (e.g. eCl@ss [6]). After having established a common 
understanding of task types the agreement on tasks themselves can start. Figure 5 
shows a possible outcome of this task agreement step.  

Figure 5. Agreed business tasks and roles 

Three roles have been identified and for each role tasks have been defined. At 
this time no sequencing of tasks is expected, only the capability to perform these 
tasks in the given role is relevant. Since each task execution relies on the usage of 
coordination protocols, as introduced in section 2.2, two so-called protocol vectors
can be defined, namely one protocol vector BV  for business-related and one 
protocol vector CV  for context-related tasks. A protocol vector represents one 
possible protocol combination to coordinate given tasks and is defined as a tuple 

nPPPV 21  where iP  is the set of protocols n
ii pp ,,1  that coordinate task 

i. In order to be able to agree on a common protocol vector it is first necessary to 
determine the set of possible coordination protocols for each of the positions in 
both of the vectors i.e. all partners have to provide information about their 
supported protocols. 
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3.2  Adjustment of Coordination Protocols 

This process step begins with the publication of supported coordination protocol 
standards (for BV  as well as for CV ) by each business partner. These can be 
standardized protocols like for example described in a RosettaNet PIP or in an 
OpenTrans document exchange. If no standard can be referenced a protocol 
description has to be provided. These descriptions can be specified with the help of 
standards like BPEL or ebXML/BPSS which allow to define view-specific 
coordination protocols [1]. Since both references to standardized protocols and self 
defined protocols can be found in this negotiation step they have to be made 
comparable. As formal protocol descriptions like transitions systems (see section 
2.2) or Petri Nets [15] allow reasoning about correctness or compatibility of 
definitions [17] a mapping from protocol standards to transition systems has to be 
provided. For example, compatibility of protocols can be tested by computing the 
intersection of two transition systems as described in [17]. If a protocol is defined 
according to a reference standard then additionally a formal description has to be 
provided for this protocol. If a description standard is used then a mapping of 
description language constructs to the formal notation is necessary. If protocols are 
defined in an aggregated way (e.g. a complete purchasing protocol including task 
like quote, order, and payment) these have to be split so that a sub-protocol for 
each task can be provided. The goal here is to be able to compare protocols and 
reason about their compatibility. This is necessary because there can be protocol 
mismatches that hinder partners to interoperate through given protocols [18], [5]. 
Those problems are: 
Message mismatch: Data structures representing message types may differ in their 
syntax or semantics. Ideally, two separately defined types with the same name 
should have the same schema and the same information content, but that is 
dependent on the actors that defined these types. In an inter-organizational scenario 
with many participants it is desirable to agree upon a data schema in order to avoid 
problems with differently defined types. Especially in ad hoc collaborations this 
can not be achieved so these problems may occur. 
Sequence mismatch: Mismatches can also occur regarding message exchange 
orders. If patterns of interaction do not fit together [8] problems like deadlock or 
unspecified reception may arise [18]. Although partners support coordination of the 
same task they are not able to interact. Sequence problems may be caused by 
different message pragmatics (i.e. different reactions of partners are expected after 
receiving a message e.g. because of internal processing restrictions), or different 
semantics of same message types (i.e. types of the same name do not describe the 
same information content). 
Some message and sequence mismatches can be resolved. This is called mediation
and is based on the construction of a mediator [16], also named proxy or adapter, 
that interposes message exchange. This mediator is able to transform messages i.e. 
to map a source to a target schema which includes for example rearrangement and 
aggregation of expressions [13]. Mediators may therefore filter out unnecessary 
information or add information from external sources. Mediators may also resolve 
sequence mismatches by collecting or splitting information and generating new 
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messages [18]. For those coordination protocol mismatches that remain unsolved 
human intervention is necessary to resolve these problems if possible. At best, all 
partners use the same reference standard for a certain coordination task e.g. 
RosettaNet PIP 3A4 for the order task. In this case a simple adaption of technology 
can achieve interoperability as long as all parties can agree on essential protocol 
parameters. If not, then for each task their protocol descriptions have to be 
analyzed with regard to protocol compatibility i.e. if potential message or sequence 
mismatches can be resolved.  

3.2  Construction of an Overall Collaboration Protocol 

If an agreement on one coordination protocol is possible for every position in 
vector BV  then the overall sequencing of business related tasks has to be defined 
i.e. an overall business protocol on a higher aggregation level has to be 
constructed. Here again, potential problems due to sequencing mismatches may be 
encountered. For example, the buyer wants to receive the goods before payment 
but the seller only ships goods after payment. The techniques used to check 
compatibility of single coordination protocol can again be used in this process step. 
After having finished this first construction step an overall collaboration protocol 
has to be constructed where protocol information stored in vector CV  is added to 
the overall business protocol. As context-related tasks may be performed at each 
single step of a business protocol one context protocol may appear more than once 
in the overall coordination protocol (e.g. if multiple transactions have to be 
implemented). Also, context protocols may affect the construction of a business 
messages (e.g. if encryption is necessary). Figure 6 shows an example of a simple 
purchasing protocol generated from four business tasks (quote, order, ship and 
pay). This protocol has to be extended with context related tasks, namely transport,
confidentiality, authorization, and transaction.

Figure 6. Construction of overall collaboration protocols (example) 

Collaboration partners have to specify where each context related task has to be 
performed, so that an overall protocol can be constructed. In this example two 
transport protocols are used for different business protocol steps e.g. t1 represents 
HTTP and t2 represents SMTP. So, all message exchanges except the exchange of 
quote information, which is done via SMTP, will be performed using HTTP. For 
the other three context-related tasks one particular protocol standard is used.

The transition definition part of each protocol is given in Figure 7. It is shown 
how an overall protocol definition (right column) can be generated using single 
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protocols (left column). Sometimes it is only necessary to concatenate a context 
related protocol like the authorization protocol in this example. Other protocols are 
inserted between business protocol steps like the part of the transaction protocol 
that coordinates the two-phase commit (PREPARE/CONFIRM; CANCEL). Then 
there are protocols that change business protocol messages. This can simply be 
additional processing information in a header (brief X[<…>]) or a message 
encoding like ciphering (brief Y(<…>)). In this case placeholders are used in the 
protocol descriptions that are specified by the partners.  

(s0, in:T[<req>], s1)
(s1, out:ENROLL, s2)
(s2, in:ENROLLED, s3)
(s3, out:T[<resp>], s4)
(s4, in:PREPARE, s5)
(s5, out:PREPARED, s6)
(s6, in:CONFIRM, s7)
(s7, out:CONFIRMED, s8)
(s4, in:CANCEL, s9)
(s9, out:CANCELLED, s8)

(t0, in:C(<req>), t1)
(t1, out:C(<resp>), t2)

(u0, in: USR_PW, u1)
(u1, out:AUTH_OK, u2)
(u1, out:AUTH_DENY, u17)
(u2, in:RFQ, u3)
(u3, out:QUOTE, u4)
(u4, in:C(T[PO]), u5)
(u5, out:ENROLL, u6)
(u6, in:ENROLLED, u7)
(u7, out:C(T[POA]), u8)
(u8, in:PREPARE, u9)
(u9, out:PREPARED, u10)
(u10, in:CONFIRM, u11)
(u11, out:CONFIRMED, u12)
(u8, in:CANCEL, u13)
(u13, out:CANCELLED, u14)
(u12, out:C(SHIP), u15)
(u15, in:C(PAY), u16)

(r0, in:USR_PW, r1)
(r1, out:AUTH_OK, r2)
(r1, out:AUTH_DENY, r3)

overall business protocol

transaction protocol

authorization protocol

confidentiality protocol

overall collaboration protocol

(q0, in:RFQ, q1)
(q1, out:QUOTE, q2)
(q2, in:PO, q3)
(q3, out:POA, q4)
(q4, out:SHIP, q5)
(q5, in:PAY, q6)

Figure 7. Construction of the overall transition system (example) 
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4  Related Work 

This paper introduces a process model for establishing interoperability in ad hoc 
collaborations. The approach to publish capabilities and select intersecting 
capabilities for configuration of the partners’ integration systems can also be found 
in ebXML. There, a so-called collaboration protocol agreement (CPA) is built up 
from the partners’ collaboration protocol profiles (CPP) but the specification of 
single supported business tasks is very limited because it is only possible to 
reference whole business processes specified as ebXML artifacts [9] what 
simplifies the automatic negotiation of CPAs. However, a definite negotiation 
process is still not specified in the ebXML standard although the OASIS/ebXML 
CPPA Technical Committee is currently working on it. [2] describe requirements 
for the process of e-contracting including consistency rules. The proposed 
framework can be used to check correctness and consistency when constructing a 
negotiation process itself but gives no guidance how to specify or negotiate 
business protocols [2]. The problem of business protocol interoperability is 
addressed by several authors (cf. [17], [12]). The goal is to automatically decide if 
protocols are compatible which allows building architectures for ad hoc 
collaboration. Approaches in the field of component interoperability, e.g. [18], [7], 
refer to similar problems so that their results, e.g. automatic generation of 
mediators form protocol descriptions, can be used with business protocols as well. 

5  Summary and Outlook 

This paper presents the definition of a setup process that has to be performed 
before an ad hoc inter-organizational collaboration can start. Within this process 
agreement on collaboration content can be achieved as well as an overall 
coordination protocol can be constructed which defines a chronological order of 
tasks out of single protocols that describe the information exchanges that are 
necessary to coordinate given tasks. Our goal is to define a component-based 
architecture that implements this process and uses the outcomes to dynamically 
configure itself. Using this architecture it will be possible to technically support a 
wide range of ad hoc collaboration scenarios as long as mismatches can be 
resolved. Due to the extensibility of component-based architectures it will be 
possible to easily deploy additional components implementing for example a new 
coordination standard for transactions which then can be used as one possible 
assignment to a protocol vector position. Future work therefore is twofold: the 
presented setup process has to be refined and implemented, and the component 
model as well as the composition model for the architecture has to be defined. For 
negotiation, compatibility testing, and mediator generation previous work in the 
fields of agent communication and component interoperability will be further 
examined and integrated. 
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Summary. In this paper, we describe an ontology-based collaboration model for supporting
semantic interoperability in open networked systems. We characterize discovery and match-
making semantic interoperability services for retrieving information resources semantically
related to a target request, to enable a coordinated and virtualized access to distributed hetero-
geneous information resources.

1 Introduction

Semantic interoperability is a crucial problem in open networked systems where
many different and independent enterprise parties need to cooperate and share het-
erogeneous information resources often in response to opportunities or challenges
that cannot be anticipated in advance and require a rapid response. Accessing het-
erogeneous and distributed informational resources in a coordinated and virtual way
requires appropriate semantic interoperability techniques to enable a seamless access
and retrieval of the right information resources, while preserving the information rep-
resentation and management requirements of each single party involved in the coali-
tion [1]. In addition, a further requirement for effective semantic interoperability
techniques regards the availability of semantically rich descriptions of information
resources in use by an enterprise party [10]. Ontologies are generally recognized as
an essential tool for allowing communication and knowledge sharing among distrib-
uted users and applications, by providing a semantically rich description and a com-
mon understanding of a domain of interest. Due to the Semantic Web, a large body
of research has been recently devoted to ontologies and ontology language standard
proposals [2]. In this context, a crucial role is related to the availability of match-
making techniques based on Semantic Web technologies (e.g., OWL [12]) in order
to discover information resources based on available ontology descriptions. Work
related to this topic has been addressed in [3, 7], where intelligent techniques based

∗ This paper has been partially funded by NoE INTEROP, IST Project n. 508011 - 6th EU
Framework Programme.
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on a Description Logics approach are described, which compare the knowledge con-
tained in different concept ontologies, by looking for semantic mappings denoting
similar concepts. Recent research in P2P systems focuses on providing techniques
for evolving from basic P2P networks supporting only file exchanges using simple
filenames as metadata, to more complex systems like schema-based P2P networks,
capable of supporting the exchange of structured contents (e.g., documents, relational
data) by exploiting explicit schemas to describe knowledge, usually using RDF and
thematic ontologies as metadata [8, 9].

In this paper, we focus on the information resource discovery problem, and we
propose a semantic collaboration model for open networked systems, where au-
tonomous enterprise parties require a coordinated access to heterogeneous and dis-
tributed information resources. We rely on ontologies for representing the structure
and the semantics, including interdependencies and relationships, of the information
resources required and in use by a given enterprise. We characterize three ontology-
based interoperability services, namely, the matching service for performing seman-
tic affinity evaluations on ontology elements, the discovery service for query com-
position, propagation, and processing, and the acquisition service for information
resource access.

The paper is organized as follows. In Section 2, we discuss semantic interoper-
ability requirements and a collaboration model for open networked systems. In Sec-
tion 3, we present ontology-based semantic interoperability services. In Section 4,
we describe an application example of the proposed collaboration model. Finally,
concluding remarks are presented in Section 5.

2 Semantic Interoperability Requirements in Open Networked
Systems

The following features affect collaboration in open networked systems, and need
to be addressed by appropriate techniques: (i) dynamism of the system, regards the
fact that enterprise parties are allowed to join and leave the networked organization
at any moment; (ii) autonomy of enterprises, in that each enterprise is responsible
for its own information resource management and representation; (iii) absence of a-
priori agreement, about ontology specification vocabulary and language to be used
for knowledge specification; (iv) equality of responsibilities, no centralized entities
with coordinating tasks are recognized and each party enforces interaction facilities
with other parties for resource sharing and collaboration.

In an open networked system, each involved enterprise party is autonomous and
acts as a node (peer) like in typical open distributed systems (e.g., P2P, Grid). In
particular, each enterprise party takes part to the networked system by exposing the
information resources to be shared and by providing an ontological representation
for them.
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2.1 Ontology-based Information Resource Description

In order to support the discovery of relevant information with respect to a target re-
quest, information resources need to be described in a way that is understandable and
usable by the networked organization. To this end, each enterprise party provides an
ontological description of its information resources, according to a Semantic Web-
compatible language for its specification (e.g., OWL [12]). In order to describe the
interoperability services in an ontology language-independent way, we refer to a
reference ontology model, in terms of concepts, properties and semantic relations
between concepts. A concept is characterized by a name and a set of properties that
represents its features. We distinguish between strong and weak properties, to denote
mandatory properties (i.e., properties with minimal cardinality ≥ 1), and optional
properties (i.e., properties with minimal cardinality = 0), respectively. Each prop-
erty is associated with a name and a value, which can be a datatype or a reference
to another concept. Semantic relations are defined between concepts, to express the
most appropriate relations existing between them. In particular, semantic relations
that are specified include the typical relations provided by the Semantic Web lan-
guages (e.g., equivalentClass, subClassOf in the OWL language). For example, a
detailed description of how to map OWL on the reference model is provided in. [6].

As an example, we consider the enterprise party EP1 which provides informa-
tion resources related to the travel domain. As shown in Fig. 1(a), the EP 1 ontology
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(a)
<owl:Class rdf:ID=“Reservation”>
<rdfs:subClassOf rdf:resource=“#Travel document”/>
<rdfs:subClassOf>
<owl:Restriction>
<owl:onProperty rdf:resource=“#accommodation”/>
<owl:someValuesFrom rdf:resource=“#Accommodation”/>

</owl:Restriction>
</rdfs:subClassOf>
<rdfs:subClassOf>
<owl:Restriction>
<owl:onProperty>
<owl:DatatypeProperty rdf:ID=“reservation code”/>

</owl:onProperty>
<owl:minCardinality rdf:datatype=“&xsd;int”>1</owl:minCardinality>

</owl:Restriction>
</rdfs:subClassOf>

</owl:Class>

<owl:DatatypeProperty rdf:about=“#reservation code”>
<rdfs:domain rdf:resource=“#Reservation”/>
<rdfs:range rdf:resource=“&xsd;string”/>

</owl:DatatypeProperty>
<owl:DatatypeProperty rdf:ID=“arrival”>
<rdfs:domain rdf:resource=“#Reservation”/>
<rdfs:range rdf:resource=“&xsd;string”/>

</owl:DatatypeProperty>
<owl:DatatypeProperty rdf:ID=“departure”>
<rdfs:domain rdf:resource=“#Reservation”/>
<rdfs:range rdf:resource=“&xsd;string”/>

</owl:DatatypeProperty>
<owl:DatatypeProperty rdf:ID=“number of persons”>
<rdfs:domain rdf:resource=“#Reservation”/>
<rdfs:range rdf:resource=“&xsd;int”/>

</owl:DatatypeProperty>

(b)

Fig. 1. (a) An example of enterprise party ontology; (b) a fragment of OWL code
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contains the Accommodation, Reservation, and Travel document concepts; the Reser-
vation concept is a specialization (i.e., subClassOf) of the Travel document concept.
Furthermore, the value of the property Accommodation of the Reservation concept
refers to the Accommodation concept. In Fig. 1(b), the fragment of OWL code spec-
ifying the Reservation concept is reported. In particular, strong property constraints
are defined with a property restriction by setting the minCardinality clause to the
value 1 (e.g., reservation code).

2.2 The Peer-based Collaboration Model

The peer-based collaboration model enforces resource sharing and discovery in open
networked systems by exploiting a number of internetworked ontologies. The effec-
tiveness of the knowledge discovery process depends on the capability of retrieving
the information related to a target resource request, by exploiting semantic features
of enterprise ontology descriptions.

Each enterprise party in the system acts both as a client and as a server in the
networked organization interacting with other parties directly, by submitting queries
containing a request for one or more resources. The architecture of the peer-based
collaboration model is shown in Fig. 2. Two different query types are supported in
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Fig. 2. Architecture of a open networked system for peer-based collaboration

the peer-based collaboration model, namely the probe query and the search query. A
probe query is used for discovering potential collaborating enterprises, and contains
specifications of target concepts describing the resources of interest. A search query
is used in order to acquire resource data related to one or more target resources,
once a collaborating enterprise has been identified. In order to support ontology-
based resource sharing and discovery, each enterprise party realizes three semantic
interoperability services:
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• The discovery service: it is responsible for performing the activities related to
probe query composition and propagation, and of invocation of probe query
processing. The discovery service is invoked by an enterprise party in order to
discover which collaborating parties within the networked organization can pro-
vide relevant information resources with respect to a target request, based on
ontology descriptions.

• The matching service: it performs probe query processing against the ontology
of an enterprise party. The matching service is based on a set of flexible match-
making techniques which enable each enterprise party to compare the incoming
requests against its ontology in order to identify whether there are information
resources (i.e., concepts) matching the target.

• The acquisition service: it is related to the accomplishment of the collaboration
between two enterprise parties by realizing the acquisition of resource data. The
acquisition services of two collaborating parties are responsible for managing
search queries and for retrieving resource data by exploiting the internal services
(e.g., Web services) for data access.

3 Semantic Interoperability Services

In this section, we describe the interoperability services by showing how they exploit
ontology knowledge for supporting inter-enterprise semantic collaboration.

3.1 The Matching Service

The matching service is responsible for performing comparison of ontology concept
descriptions for probe query processing. According to the ontology model presented
in Sect. 2, the meaning of ontology concepts depends basically on the names cho-
sen for their definition and on their contexts, that is, the properties and the relations
they have with other concepts in the ontology. Different ontologies can describe the
same resources using different modeling choices. For this reason, the matching ser-
vice is based on a set of ontology matchmaking techniques capable of coping with
different levels of detail in modeling the resources of interest, by considering var-
ious ontology elements separately or in combination. With the goal of providing
a wide spectrum of metrics suited for dealing with many different matching sce-
narios, ontology matchmaking techniques support four different matching models:
surface, shallow, deep, and intensive matching models. Each model calculates a se-
mantic affinity value SAc,c′ of two concepts c and c′ which expresses their level of
matching. SAc,c′ and is produced by considering linguistic and contextual features
of concept descriptions [6].

• Linguistic features. Linguistic features refer to names of ontology elements and
their meaning. To capture the meaning of names in an ontology, the matching
service refers to a thesaurus Th of terms and terminological relationships among
them. Th is automatically derived from the lexical system WordNet [11]. In order
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to express the implication of terminological relationships for semantic affinity, a
weight Wtr ∈ [0, 1] is associated with each terminological relationship tr derived
from WordNet.

• Contextual features. Contextual features refer to properties and concepts directly
related to a given concept (i.e., adjacents) in an ontology. A weight W sr ∈ [0, 1]
is associated with each semantic relation sr to denote the strength of the connec-
tion expressed by the relation on the involved concepts for semantic affinity eval-
uation purposes. The greater the weight associated with a semantic relation, the
higher the strength of the semantic connection between concepts. Furthermore, a
weight Wsp is associated with strong properties sp, and a weight Wwp with weak
properties wp, respectively, with Wsp ≥ Wwp to capture the importance of the
property in characterizing the concept for matching.

With respect to the matching models available in the matching service, the surface
matching considers only concept names. The shallow matching considers concept
names, concept properties, and information about the presence of cardinality con-
straints on properties. The deep matching model is defined to consider concept names
and the whole context of concepts, in terms of properties and semantic relations. In
addition to the previous model, the intensive matching includes also property values
in the matching process. In each matching model, the semantic affinity evaluation is
calculated as a weighted sum of linguistic and contextual features, whose relevance
in the semantic affinity evaluation process can be properly established, by setting the
weight of the linguistic affinity Wla ∈ [0, 1].

We have implemented and tested such matchmaking techniques in the framework
of HELIOS, our peer-based system where knowledge sharing and evolution is based
on interactions among peer and on peer ontologies for resource description. A more
detailed description of these matchmaking techniques is given in [4].

3.2 The Discovery Service

The discovery service performs all the activities related to composition, propagation,
and processing of probe queries. The discovery service is based on a query/answer
paradigm in which there is not a centralized authority managing the collaborations,
and the involved parties are dynamically selected based on the semantic affinity of
the information resources with the given target. Given a target request, the discovery
service is invoked in order to query a set of prospective collaborating parties and
evaluate the affinity with respect to the target using ontology descriptions. The re-
ceiving parties, compare the request against their ontologies and reply whether they
can provide relevant information resources (i.e., resources matching the target). In
particular, query management requires an expressive representation capable to sup-
port the description of target resources in terms of ontology concepts searched (target
concept(s)), with possible properties and semantic relations. To this end, a reference
query template for information resource discovery is provided in Fig. 3(a) and it is
composed of the following clauses:

• Find: list of target concept(s) names.
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• With: (optional) list of properties of the target concept(s).
• Where: (optional) list of conditions to be verified by the property values, and/or

(optional) list of concepts related to the target by a semantic relation.
• Matching model: (optional) specification of the matching model asked by the

requesting peer to process the query.
• Matching threshold: (optional) specification of the threshold value t, with t ∈

(0, 1] to be used for the selection of matching concepts based on the semantic
affinity value determined by the matching process. If a matching threshold is not
specified in the query, the answering peer adopts its own default threshold.

At the same, the discovery service has to provide an expressive representation of
query answers. A query answer can be considered as a list of matching concepts. As
described in Fig. 3(b), the structure of the answer template contains the following
clauses:

• Concept: name of the matching concept.
• Properties: (optional) list of properties of the matching concept.
• Adjacents: (optional) list of concepts related to the matching concept by a se-

mantic relation.
• Matching: set of pairs 〈target concept, affinity value〉, specifying the target con-

cept with which the matching concept matches, together with the corresponding
affinity value.

• Matching model: specification of the matching model applied to process the
query.

• Matching threshold: (optional) specification of the threshold value t, with t ∈
(0, 1] used for the selection of matching concepts based on the semantic affinity
value determined by the matching process.

3.3 The Acquisition Service

The acquisition service is responsible of the effective collaboration establishment
between two enterprise parties. When a requesting enterprise has identified a relevant
partner for the collaboration, it sends a search query in order to access and acquire
data about shared information resources. Search queries contain the Find, With and
Where clauses of the probe query template. An enterprise party enforces appropriate
techniques to access its repositories containing resource data, in order to support
search query processing.

• The Web Service-based approach. Each enterprise party provides a standard ac-
cess to its shared information resources by means of a Web Service. Standard
protocols (e.g., SOAP, WSDL) can be adopted by the acquisition service in order
to interact with the Web Service and provide a seamless access to the underlying
information resources. The acquisition service interacts with the Web Service by
means of the SOAP protocol which supports well-defined XML-based message
communications. The WSDL document provides the specification of the set of
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Probe query template
Find Target concept name [, ...]
[With 〈Property name〉 [, ...]]
[Where Condition, 〈related concept, seman-

tic relation name〉 [, ...]]
[Matching model Matching model to be used]
[Matching threshold t ∈ (0, 1]]

(a)
Probe answer template
{Concept Concept name
[Properties 〈Property name〉 [, ...]]
[Adjacents 〈related concept, semantic relation

name〉 [, ...]]
Matching 〈Target concept, affinity value〉[, ...]
Matching model Matching model name
[Matching threshold t ∈ (0, 1]]}

(b)

Fig. 3. Reference template for (a) probe query and for (b) probe answer

methods which can be invoked by the acquisition service as well as the structure
of the returned data extracted from the information resources.

• The Wrapper-based approach. The access to the shared information resources is
provided by means of a wrapper service. The acquisition service interacts with
the wrapper service by submitting target queries for information resource access.
The wrapper service manages mapping rules defining the concepts of the en-
terprise ontology and the underlying information resources in order to reformu-
late the target query in terms of queries over specific structures of the repository
where the information resources are stored (e.g., relational database structure).
Finally, the answer to a search query sent back to the requesting party is an XML
document containing the information about the shared information resources.

4 Exploiting Interoperability Services for Semantic Collaboration

In this section, we describe the use of interoperability services in the peer-based
collaboration model with an application example.

4.1 The Peer-based Semantic Collaboration Model

In Fig. 4, we outline the main interactions, together with service invocations, between
two collaborating parties in the peer-based model. An enterprise party invokes its
discovery service when it intends to find potential collaborating enterprises of the
networked organization capable to provide information semantically related to one
or more target concepts of interests. According to the query template of Fig. 3(a), a



Ontology-based Services for Semantic Collaboration in Networked Systems 143

D
iscovery service

A
cquisition service

D
iscovery service

A
cquisition service

Probe query (T)

Probe query answer (T)

Search query (T)

Search query answer (XML data)

Matching
service

Matching
service

Web
service

Wrapper

Web
service

Wrapper

.

.

.

Party A Party B

Discovery session

Acquisition session

Fig. 4. Interactions and services in the peer-based collaboration model

probe query is composed by exploiting the discovery service containing the specified
target concepts. Such a request is submitted to the other enterprise parties (i.e., B in
Fig. 4). In the context of a peer-based collaboration, many enterprise parties can
be involved in the organization, and if each probe query is propagated to all the
nodes of the network, performance and efficiency of the overall system can drop
dramatically. For this reason, the discovery service of the requesting enterprise party
defines semantic routing rules in order to restrict the query propagation to a subset
of nodes following semantic criteria: the probe query is sent to the parties whose
ontologies are expected to contain relevant concepts with respect to the target query.
Preliminary results on this topic are described in [5].

Receiving a probe query, the discovery service of a receiving enterprise party
interacts with the matching service in order to identify if there are concepts match-
ing the target request. In particular, the discovery service provides to the matching
service an ontological description of the target concept(s) (extracting such informa-
tion from the Find, With, and Where clauses), as well as the matching model and
the threshold to apply (derived from the Matching model and the Threshold clauses,
respectively). As a result, the matching service returns a (possibly empty) ranked list
of concepts semantically related to the target, and, for each entry, the corresponding
semantic affinity value in the range (0, 1], computed by the ontology matchmaking
techniques. Finally, the results of the matching service are organized according to
the probe answer template in Fig. 3(b) by the discovery service, and such an answer
is replied to the requesting enterprise party (i.e. the answer T in Fig. 4).

Collecting query replies from answering parties, the requesting enterprise evalu-
ates the results and decides whether to establish a collaboration with the enterprise
parties found to be relevant by the discovery service (collaborating enterprise(s)). To
this end, the acquisition service is invoked to send an appropriate search query formu-
lated over the matching concepts of each collaborating enterprise (i.e., the concepts
provided in the probe query answer during the discovery session). The acquisition
service retrieves data for a search query according to the information resource access
approach supported by the answering party, and sends back resource data in an XML
format (i.e., search query answer in Fig. 4).
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4.2 Application Example

As an example of discovery in a peer-based collaboration, we consider networked
organization composed of four enterprise parties, namely EP 1, EP2, EP3, and EP4.
As shown in Fig. 5, the ontology of each enterprise party contains concepts related to
the travel domain. We suppose that EP1 intends to discover whether any enterprise
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Fig. 5. An example of networked enterprise ontologies

party in the networked organization can provide relevant resources with respect to the
Accommodation concept. To this end, EP1 invoke the discovery service and submits
to the system a probe query with the following clauses: Find Accommodation; With
name, category, location; Matching model deep; Matching threshold 0.5.

Exploiting its semantic routing rules, EP1 sends the query to EP2 and EP3.
The discovery service of EP2 and EP3 catches the incoming query and invokes the
matching service which performs ontology matching using the deep model to eval-
uate the semantic affinity between the incoming query and the concepts contained
in each enterprise ontology. According to the matching service results, the discovery
service of EP2 replies to EP1 with the following answer: Concept hotel; Properties
name, class, town; Matching 〈accommodation, 0.75〉; Matching model deep; Match-
ing threshold 0.5.

Following the same procedure, EP3 does not identify matching concepts over the
specified threshold in its ontology, since the matching results between the concepts
flight and car and the target concept accommodation are 0 and 0.125, respectively.
Nevertheless, by exploiting its semantic routing rules, EP3 forwards the query to
EP4 which is expected to provide semantically related concepts. According to its
matching service results, the discovery service of EP4 replies directly to EP1 with
the answer shown in Fig. 6.
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Concept hostel Concept inn
Properties name, address, rooms Properties name, address, cost
Adjacents 〈inn, equivalentClass〉 Adjacents 〈hostel, equivalentClass〉
Matching 〈accommodation, 0.625〉 Matching 〈accommodation, 0.625〉
Matching
model

deep Matching
model

deep

Matching
threshold

0.5 Matching
threshold

0.5

Fig. 6. The answer provided by EP4

5 Concluding Remarks

In this paper, we have presented an ontology-based collaboration model and seman-
tic interoperability services for supporting discovery and sharing of heterogeneous
information resources. Future research issues will regard the implementation of the
semantic interoperability services. For what concern the matching service, we have
developed H-MATCH, an algorithm for ontology matching and we are now testing
performance and effectiveness of such an algorithm. In the context of the discovery
service, we are working on the development of a semantic routing protocol, in order
to enhance the discovery functionalities by taking into account information about
semantic neighborhood among nodes for semantic query forwarding [5]. Finally, we
are working on the definition of flexible techniques for the acquisition service capa-
ble to deal with different scenarios in information resource access.
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Summary. A number of technologies are mentioned under the rubric of “The Semantic 
Web”, but good overviews of these technologies with an eye toward practical applications 
are scarce. Moreover, much of the early focus in this field has been on the development of 
representation languages for static conceptual information, while there has been less 
emphasis on how to make semantic web applications practically useful in the context of 
knowledge work. To achieve this, a better coupling is needed between ontology, service 
descriptions and workflow modeling. This paper reviews all the basic technologies involved 
in this, and outlines what can be achieved by merging them in the context of real world 
workflow descriptions.

1 Introduction 

“The Semantic Web” [1] is seen as the next generation of web systems, providing 
better information retrieval, better services, and enhanced interoperability between 
different information systems. The Semantic Web initiative is currently overseen in 
the semantic web activity of the W3C (http://www.w3.org/2001/sw/) and includes 
a number of core technologies. Some core technologies that will be relevant to this 
overview are XML, RDF, RDF/S, OWL, and Web Services (SOAP, WSDL, 
UDDI). While these technologies are promising, it can still be argued that alone, 
they are not sufficient to achieve interoperability in the business domain, allowing 
for a smooth integration between different information systems within and between 
organizations. For this to be accomplished, it is not enough to describe ontological 
metadata about the information and services available – one also needs to know the 
work context in which the different types of information and services are 
requested. Hence there is a need to integrate ontologies and service descriptions 
with models of workflows and business processes. The purpose of this paper is as 
follows: 
To provide a survey (not a review) of the relevant technologies (ontology, service 
models, workflow models).   
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To show how these technologies fit together, both in theory (presented as 
something called “The interoperability pyramid”) and in practice (illustrated by an 
example of how the technologies could be used). 

The rest of this paper is structured as follows: Sections 2-4 survey ontologies, 
service models, and workflow models, respectively. Section 5 then presents an 
integrated approach to enterprise and IS development, where interoperability 
among the various systems (and enterprises) would be a major focus. Finally, 
section 6 provides some concluding remarks. 

2 Ontology 

The lower level technologies XML, RDF, and RDF/S are less relevant to us due to 
their shortcomings for semantic annotation. Also, we assume that they are well 
known (or otherwise easily investigated by the reader looking at other sources), so 
we jump directly to the level of ontology languages.  

A good starting point for understanding what ontology entails, is to consider 
Figure 1, adopted from [2], which places a number of knowledge models on a 
continuum. As you go from the lower left corner to the upper right, the richness of 
the expressible semantics increases. This is shown on the right side of the arrow 
with some typical expressions that have some sort of defined semantics for the 
particular model. The names for the knowledge models are given on the left of the 
arrow. It is important to note that all of the terms on the left hand side have been  

Figure 1. The ontology spectrum 

called “ontology” by at least some authors, which is part of the source for 
confusion about the word. 

Models based on the various points along the ontology spectrum have different 
uses [4]. In the simplest case, a group of users can agree to use a controlled 
vocabulary for their domain. This of course does not guarantee that they will use 
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the terms in the same way all the time, but if all the users including database 
designers chose their terms from an accepted set, then the chances of mutual 
understanding are greatly enhanced.  

Perhaps the most publicly visible use for simple ontologies is the taxonomies 
used for site organization on the World Wide Web. This allows designers to 
structure information and users to browse and search. Taxonomies can also help 
with sense disambiguation since the context of a term is given by the more general 
terms in the taxonomy.  

Structured ontologies provide more sophisticated usage scenarios. For instance, 
they can provide simple consistency and completeness checks. If all products must 
have a price then web sites can automatically be checked for missing or conflicting 
information. Such ontologies can also provide completion where partially specified 
information can be expanded automatically by reference to the terms in the 
ontology. This expanded information could also be used for refining search, for 
instance. Ontologies can also facilitate interoperability, by aligning different terms 
that might be used in different applications [4].  

Now we are in a position to see why the ontologies on the most formal end of 
the spectrum are often taken as the default interpretation in the context of the 
semantic web, providing the conceptual underpinning for “ ... making the 
semantics of metadata machine interpretable” [5]. But for the semantics of a 
domain model to be machine interpretable in any interesting way, it must be in a 
format that allows automated reasoning in a flexible manner. Obviously, 
taxonomies can specify little in this sense. Database schemas are more powerful, 
but limit the interpretation to a single model. The only automated reasoning that 
can be performed is what is allowed by the relational model, and the semantics can 
only be understood through complex inferences supplied by humans. Formal logic 
based ontologies provide multiple possible models allowing machine based 
inferences, but still limit the set of formal models to the set of intended meanings. 
They are at the same time more formally constrained and more semantically 
flexible than database schemas. Ontologies based on different logical models can 
support different kinds of inference, but a minimal set of services should include 
reasoning about class membership, class equivalence, consistency, and 
classification [3].  

The ontology representation language adopted by the Web Ontology Working 
Group of the W3C1 is the Web Ontology Language (OWL). OWL is a response to 
a number of requirements [6] including the need for a language with formal 
semantics that enables automated reasoning, and to address the inherent limitations 
of RDF/S.  

2.1 OWL 

According to the original design goal, OWL was to be a straightforward extension 
of RDF/S, guaranteeing downward compatibility such that an OWL aware 
processor could also understand RDF/S documents without modification. 

1http://www.w3.org/2001/sw/WebOnt/
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Unfortunately this did not succeed because the generality of some RDF/S elements 
(e.g. the semantics of class as “the class of all classes”) does not make RDF/S 
expressions tractable in the general case. In order to maintain computational 
tractability, OWL processors include restrictions that prevent the interpretation of 
some RDF/S expressions. The OWL specification defines three sublanguages: 
OWL Full, OWL DL, and OWL Lite: OWL Full is upward and downward 
compatible with RDF but OWL DL and OWL Lite are not.   

The names of the three sub languages of OWL describe their expressiveness, 
keeping in mind a fundamental tradeoff between expressiveness, efficiency of 
reasoning, and support for human understanding. OWL Full has constructs that 
make the language undecidable. Developers should therefore only use OWL Full if 
the other two sub languages are inadequate for modeling the relevant domain, or if 
they wish to maintain full compatibility with RDF. Similarly, OWL DL should be 
used if OWL Lite is not sufficient. Details of the syntax and semantics can easily 
be obtained from the technical documentation web site of the W3C. 

3  Web Services 

There is a great deal of interest about web services and service oriented 
architectures in general. A useful definition can be found in [2]: “Web services are 
software applications that can be discovered, described, and accessed based on 
XML and standard Web protocols over intranets, extranets, and the Internet.” This 
definition exposes the main technical aspects of web services, to do with discovery 
and description, as well as the role of WWW (e.g. XML) technologies for data 
exchange and communication. Also the definition is abstract enough to exclude 
low level protocols like RPC as web services. These core concepts along with the 
associated technologies are shown in Figure 2 below.  

Figure 2. The basic layers of Web services [2] 

It is important to situate the role of Web services in the real world. Daconta, 
Obrst and Smith [2] argue that the most important factor for determining the future 
of a new technology is not “... how well it works or how “cool” it is ...” but on 
business adoption. Along this line they see a bright future for Web services which 
is being promoted by Microsoft, IBM, Sun, as well as the open source community. 



 Integrating Semantic Web Technology, Web Services, and Workflow Modeling 151 

But why such widespread support? One reason is the promise of interoperable 
systems. Once businesses adopt standardized web service descriptions, the 
possibility of exchanging data and sharing the cost of services increases. In 
addition, the open standards prevent monopolization of applications, preventing the 
dreaded “vendor lock-in” associated with proprietary solutions. Finally, a 
widespread adoption of Web service protocols means that existing applications can 
be leveraged by turning them into Web services. As an example, it is even possible 
for .NET clients and servers to talk to J2EE servers using SOAP.   

The point of all this is that Web services enable interoperability at the level of 
business processes without having to worry about interoperating between different 
applications, data formats, communication protocols, and so on. We will see in the 
next section that this influences the way workflows and knowledge based work 
processes are modeled and instantiated in particular work environments.  

4  Workflow and Enterprise Process Modeling 

The unprecedented flexibility of web services provides a particular challenge for 
how to integrate their use in enterprise work practices. On the one hand demand 
based service provision promises to be a blessing for facilitating problem solving; 
on the other hand, the instance based variability provided through the relatively 
free range of solutions offered in service composition could result in a serious 
challenge to established workflow modeling paradigms. 

Process modeling implicates a family of techniques used to document and 
explicate a set of business and work processes in a way that allows their analysis at 
various levels, and for various purposes. Our specific interest in the current project 
is to use workflow modeling to analyze the work contexts that are likely to be 
involved in the day to day activities of an enterprise, with the aim of improving the 
timely delivery of appropriate information related resources and services. The 
purpose is to integrate workflow modeling with the potential of web services, to 
capture the likely usage scenarios under which the services will need to operate and 
to model this integrated use. The aim is that the model of work practices will allow 
better specification of actual information needs, which will in turn allow for richer 
requirements for the service descriptions expected from a web service, which will 
facilitate service composition and interoperability. The research problems therefore 
complement one another: workflow modeling helps web service design, but the 
availability of these services in turn improves workflow modeling techniques.  

The challenge for us is to construct modeling approaches that maintain 
sufficient expressive power for the required points of view as well as to allow 
flexibility for changing situations. Jørgensen [7] argues that static workflow 
models cannot handle the changing demands of real world situations, and that 
adaptive models, while providing greater flexibility, still cannot adequately handle 
the instance based user driven modifications needed in many situations. He argues 
for interactive models that can be dynamically configured by users.  
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4.1  Workflow and Process Modeling Languages 

Workflow modeling has been used to learn about, guide and support practice in a 
number of different areas including software process improvement [8], [9]; 
enterprise modeling [10], [11]; process centric software engineering [12]; and 
workflow systems [13]. The process modeling languages employed in these areas 
have been usefully categorized into one of the following types: transformational, 
conversational, role-oriented, constraint-based, and systemic [14]. In addition, [7] 
argues that UML based approaches need to be considered as a sixth category. A 
summary of each type is given in [7] where they are considered for their suitability 
as interactive modeling paradigms.  

Transformational languages represent the majority of process modeling 
languages in use, adopting an input-process-output approach. Some well known 
languages adopting this approach are Data Flow Diagrams (DFD), Activity 
diagrams, Event-driven Process Chains (EPC), and Petri nets. While there are clear 
differences between the formalisms, it is possible to generalize in terms of their 
basic expressive commitments and therefore suitability for modeling dynamic, 
flexible workflows [15], [16], [17], [18]. The standards defined by the Workflow 
Management Coalition (WfMC) [13], the Internet Engineering Task Force (IETF) 
[19], and the Object Management Group (OMG) [20] are all predicated on a 
common perspective. We consider a few languages from this perspective. 

The WfMC standards for process definition interchange between systems [21] 
include a large portion of the primitives involved in transformational languages. 
Processes are modeled with hierarchical decomposition, control flow structures for 
sequences, iteration, AND and XOR branching. Activities can be associated with 
organizational roles and actors, tools and applications. The core terminology of the 
WfMC is shown in [13]. Importantly, there is a distinction between process 
definition (idealized process) and instance (actual work),  

The Business Process Modeling Language (BPML) [22] defines a web service
interface description language, which presents obvious promise concerning the 
present requirements. BPML emphasizes low-level execution and contains several 
control flow primitives for loops (foreach, while, until), branching (manual choice 
or rule based switch, join), decomposition (all, sequential, choice), instantiation 
(call, spawn), properties (assign), tools (action), exceptions (fault), and transactions 
(compensate). The ability to define manual as well as rule based branching is 
promising for use in flexible systems. Unfortunately the promise is only partially 
realized since different primitives are used for the two cases, implying that the 
automation boundary must be defined during process design. Additionally, BPML 
has weak support for local change and unforeseen exceptions. A visual notation, 
for BPML, BPMN has been developed lately and is getting increasing attention. 

Event-driven Process Chains (EPC) is a process language used in industrial 
systems, being part of the SAP ERP system and ARIS modeling tool [23]. EPC 
models units of work as functions enabled by pre-events and causing post-events. 
Relationships between events and functions are modeled by arcs, AND, XOR, and 
OR connectors. Some attempts have been made to map EPC to Petri nets [24] and 
UML activity diagrams [38]. EPCs some degree of freedom to represent alternative 
events, though the alternatives once again need to be determined at design time.  
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There is some recognition for the need to separate design components from run-
time components for increased flexibility. This is realized in the WfMC's XML 
Process Definition Language (XPDL) [39]. But even here, the separation is focused 
mainly for facilitating the reuse of design components across different workflow 
engines and design tools. There is little support for user driven interaction at run-
time.   

It appears that current approaches are not designed with the flexibility required 
to accommodate the adaptive workflows that are enabled by Web Services 
technologies. One approach worth pursuing is the use of interactive models [7]. 

5  Integrating Enterprise and IS Development 

The different approaches outlined above can be combined with more traditional 
model-driven system development to support a number of problem situations from 
very static, to very dynamic, even emergent processes. The different process types 
decide the extent to which the underlying technology can be based on hard-coded, 
predefined, evolving or implicit process models. This gives a number of 
development approaches.  On one extreme; systems are manually coded on top of a 
traditional runtime environment, and on the other enterprise process models are 
used directly to generate solutions. In between these, we have the approaches 
typically described in MDA, namely the development of Platform Independent 
Models (PIMs) for code-generation (e.g. on top of a UML Virtual Machine), or for 
Platform Specific Models (PSMs) for more traditional code-generation. 

In Figure 3, we outline the different types of interoperability across these differ-
rent levels, being illustrated as a pyramid of different interoperating levels [27].  

Figure 3. Interoperability between different platforms 
ICT

Interoperability Pyramid

Programming 

platform

Enterprise Model

(EM, CIM)

Business process 

model (PIM)

Platform Specific

Model

EM 

platform

Business process 

execution platform

(PIM)

Web service 

execution platform (PSM)

Programming 

platform

Program

code

EDI

API

WSI

BPI

EMI

Enterprise 

interoperability

Platform Specific

Model

Business process 

execution platform

(PIM)

Business process 

model (PIM)

EM 

platform

Enterprise Model

(EM, CIM)

Web service 

execution platform (PSM)
Program

code

Ontology, standards etc.



154 John Krogstie,  Csaba Veres and Guttorm Sindre 

Whereas traditional systems use special APIs and approaches such as EDI for 
interchange of data, on the next level (PSM), we can identify Web Services 
Interfaces. Above this level, there is a lot of work on specific business process 
execution platforms, with a possibility to exchange directly using a BPI. Finally, 
projects such as EXTERNAL (http://www.external-ist.org) have provided solutions 
for how to interoperate on the enterprise model level, using different modeling 
languages and different tools in the process. Standards and ontologies can be used 
across all levels to make the interoperation happen more smoothly.   

We will try to clarify this picture with an example which originally had focus 
on the enterprise level and cross-organizational business processes to support 
dynamically networked organizations.  The infrastructure to support networked 
organizations originally developed in the EXTERNAL IST project (which is 
currently further developed in the ATHENA (http://www.athena-ip.org), 
MONESA and WISEMOD projects) can be described as consisting of three layers. 
These layers are identified as: 
Layer 1, the information and communication technology (ICT) layer: – defining 
and describing the execution platform, software architectures, tools, software 
components, connectivity and communication.  
Layer 2, the knowledge representation layer: - defining and describing constructs 
and mechanisms for modeling, including ways of annotating models and meta-
models with content from ontologies. 
Layer 3, the work performance and management layer; - modeling and  
implementing customer solutions, generating work environments as personalized 
and context-sensitive user interfaces available through web-portals.

5.1  The ICT Layer 

The ICT-infrastructure is an integration of the enterprise and process modeling 
tools, such as: 

METIS [28], a general purpose enterprise modeling and visualization tool, 
XCHIPS [29], a cooperative hypermedia tool integrated with process support 
and synchronous collaboration, 
SimVision [30], a project simulator used to analyze resource allocation, 
highlighting potential sources of delay and backlogs. 
WORKWARE [7] a web-based emergent workflow management system with 
to-do-lists, document sharing and process enactment. 
The architecture has 3-tiers, clients, application servers, and data servers. The 
implementation is web-based, utilizing HTTP both for control and data 
integration, and XML for data exchange.  Three types of integration 
mechanisms are provided : 
Data-centered integration: based on a common EXTERNAL XML DTD, 
XML importing/exporting utilities are implemented in each of the enterprise 
modeling tools for data exchange between the tools or with an XML 
repository. 
Control-centered integration: uses the APIs provided by the tools and the 
repository to be integrated.    
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Worktop-based integration: this is a service-oriented integration at the user-
interface level, utilizing both data-centered integration and control-centered 
integration to access shared models, information objects, and tools.   

New components can be developed on a need-driven basis, using the appro-
aches of service oriented architecture (SOA) or model-driven architecture (MDA).   

5.2  The Knowledge Representation Layer 

The knowledge representation layer defines how models and meta-models are 
represented, used and managed. A version of Action Port Modeling (APM) [7] 
constitutes the core of the modeling language (EEML). The process logic is mainly 
expressed through nested structures of tasks and decision points. The sequencing of 
the tasks is expressed by the flow relation. Roles are used to connect resources of 
various kinds (people, organizations, information, and tools) to the tasks. Hence, 
modeling in EEML captures an extensive set of relationships between the goals, 
organizations, people, processes and resources. This is particularly useful 
considering the dynamic nature of networked organizations. For new partners 
joining the network, the rich enterprise models provide a valuable source of 
knowledge on how to “behave” in the network. We plan to further enable the 
annotation of such models with OWL-ontologies, improving model matching and 
model interoperability across organizations. 

Moreover, the interactive nature of the models, meaning that the users are free 
to refine them during execution, increases their potential as sources of experience 
and knowledge. As such they document details on how the work was actually done, 
not only how it was once planned.  EEML can be extended to link into for formal 
process modeling (E.g. BPMN) as well as languages used in the SOA and MDA 
approaches, particularly UML, through the meta-modeling features of METIS.

From a knowledge management perspective, process models are carriers of 
process knowledge; knowledge of how to do things. But through the possibility in 
EEML of attaching information resources to the tasks at any level, such a model 
also imposes a structure upon the set of information resources relevant for the work 
described by the process model.  That way, the process models themselves form 
the basis for information management. Further extensions with semantic 
annotations based on OWL would enhance this even further, combining process 
ontologies with more traditional structural ontologies.  

5.3  The Work Performance and Management Layer 

Users access their solutions through project portals. A project portal for a 
networked organization must have support for methodology adaptation, 
communication, co-ordination and collaboration. Project management, reporting 
and other services must be offered, and finally project work must be performed 
with possibilities for repetition, providing security and privacy mechanisms.  

In our infrastructure, the web-based portal registers and qualifies users, and 
invokes other tools through WORKWARE, an example of what we term a model-
generated workplace (MGWP). The modeled tasks are also executed through the 
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invocation of tools and applications from the web based user environment 
comprised of the portal and WORKWARE. WORKWARE sets up the context for 
each task, giving access to the knowledge and resources needed to perform the 
task. The actual work performance is done by invoking appropriate web services. 
The task performers may access desktop tools, organizational information systems, 
web services, or automated processes  through this user environment. 

User environments are generated dynamically based on the definition of tasks 
using EEML. Forms and components for interacting with different model objects 
are selected and composed based on user interface policies.            

The dynamically generated work management interface includes services for 
work performance, but also for process modeling and meta-modeling. The worktop
is the main component in this interface. In addition to the services for performing 
and managing the task, it contains links to all knowledge in the process models that 
is relevant for the task. Since the worktop is dynamically generated, subject to 
personal preferences, the skill levels of task performers can be taken into account,. 
Similarly, customized worktops for project management can support the project 
management team. The contents may include an overview of the project, adopted 
management principles, applicable methodologies, project work-break-down 
structure, results, plans and tasks, technologies and resources, status reporting and 
calculations. For further details see [7], [31]. 

6  Conclusion 

This paper has provided a unified survey of relevant technologies for achieving 
semantic interoperability in the context of enterprise information systems, namely 
ontologies, service descriptions, and workflow models including both automated 
and interactive tasks. The Interoperability Pyramid, together with the example 
explanations of this, illustrates how the combination of these technologies can 
provide more advanced interoperability that with current systems. We suggest that 
“interoperability” in the abstract may be an untenable goal, at least in the 
immediate future. But interoperability in the context of dynamic and interactive 
workflows, as the next best thing, is very much within our reach. 
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Summary. In this paper we report on some research activities in the ATLAS team in Nantes 
and the GOOD OLD AI research group in Belgrade in the domain of model-based 
engineering. We start from the idea that a convenient organization of various technical 
spaces in three "metamodeling" layers offers a convenient working environment. The main 
message of this paper is that it is possible to consider software engineering and ontology 
engineering as two similarly organized areas, based on different metametamodels (M3-
level). Consequently, building bridges between these spaces at the M3-level seems to offer 
some significant advantages that will be discussed in the paper. 

1 Introduction 

Model driven engineering (MDE) is being considered as an important departure 
from traditional techniques in such areas as software engineering, system 
engineering and data engineering. In software engineering, there are two well-
known supporting approaches: the MDA approach proposed by OMG and 
Microsoft's software factories [1]. 

Technical spaces have recently been introduced as a means to structure the 
solution space and to figure out how to work more efficiently by using the best 
possibilities of different technologies, including MDA [2] Nowadays, using only a 
single technology in solving different engineering problems is usually not enough. 
For example, software engineers can benefit from ontological engineering, or 
database developers can find useful improvements in using the XML technology. 

In this paper we propose the idea that it should be possible to establish generic 
coordination between different technical spaces by making explicit the M3-level 
properties and providing domain-independent transformation facilities at this level. 
This would be more efficient than providing ad-hoc, case-by-case transformation 
between various DSLs belonging to the same or different technical spaces. 
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In section 2 we introduce some general considerations on the three-layer 
conjecture. Section 3 presents the domain of ontology engineering. In Section 4, 
we show how the idea of defining bridges between these spaces at the M3-level 
may bring a lot of significant economies and other advantages. Section 5 provides 
more in-depth thinking about mappings between ontology engineering and model 
engineering. In section 6 we compare the proposed M3 mapping techniques to 
more conventional M2-mappings. Finally, we summarize the project goals and 
sketching possible extension paths. 

2 The 3-Layer Conjecture

In this section we recall the main characteristics of the three-layer conjecture and 
introduce the term of technical space. We are also discussing Model Driven 
Architecture (MDA), an important technical space widely accepted by software 
industry. 

Model Driven Architecture (MDA) defines three viewpoints (levels of 
abstraction) from which a certain system can be analyzed. Starting from a specific 
viewpoint, we can define the system representation (viewpoint model). The 
representations/models/viewpoints are Computation Independent Model (CIM), 
Platform Independent Model (PIM) and Platform Specific Model (PSM) [3]. MDA 
is based on a four-layer metamodeling architecture and several complementing 
OMG standards (Figure 1). These standards are Meta-Object Facility (MOF) [4], 
Unified Modeling Language (UML) [5] and XML Metadata Interchange (XMI), 
and the layers are: meta-metamodel layer (M3), metamodel layer (M2), model 
layer (M1), and the real world layer (M0). 

Figure 1. The four-layer Model Driven Architecture 

The purpose of the four layers with common meta-metamodel is to support 
multiple metamodels and models and their scaling – to enable their extensibility, 
integration and generic model and metamodel management. All metamodels (both 
standard and custom) defined by MOF are positioned at the M2 layer. One of these 
is UML. The models of the real world, represented by concepts defined in the 
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corresponding metamodel at the M2 layer (e.g. UML metamodel) are at the M1 
layer. Finally, at the M0 layer are things from the real world. Although the 
“traditional” approach in MDA is to consider real-world things as instances of 
model elements, this was changed in newer approaches to a more natural approach, 
where model is a “snapshot” of reality [6] [7]. 

Technical spaces have been recently introduced as a means to figure out how 
to work more efficiently by using the best possibilities of different technologies 
[2]. A technical space is a working context with a set of associated concepts, body 
of knowledge, tools, required skills, and possibilities. Although some technical 
spaces are difficult to define, they can be easily recognized (e.g. XML, MDA, and 
ontology technical spaces in the case of approaching MDA and OWL).  

In order to get a synergy of different technical spaces we should create bridges 
between them, and some of these bridges are bi-directional. The bridges can be 
created in a number of ways. Note that technical spaces can be classified according 
to their layers of abstraction (e.g. MDA and ontological engineering are high-level 
spaces, whereas XML and databases are low-level spaces). The Semantic Web 
integrates XML and ontological engineering technical spaces. 

3 Ontologies, ontology languages and their architecture 

Ontologies have been around for quite some time now. Nowadays, ontologies and 
ontological engineering span such diverse fields as qualitative modeling, language 
engineering, database design, information retrieval and extraction, knowledge 
management and organization, ontology-enhanced search, possibly the largest one, 
e-commerce (e.g., Amazon.com, Yahoo Shopping, etc.), and configuration [8]. 

Several ontology languages have been developed during the last few years [9]. 
In the first time, the most used ontology languages were Lisp-like ones, like 
Knowledge Interchange Format (KIF), Loom, Algernon, etc. By combining 
Semantic Web and XML technologies, many XML-based ontology languages have 
been defined like Ontology Exchange Language (XOL), SHOE, and Ontology 
Markup Language (OML). On the other hand, we have the languages Resource 
Description Framework (RDF) and RDF Schema as general languages for the 
description of metadata on the Web [10]. The Web Ontology Language (OWL) is a 
current semantic markup language for publishing and sharing ontologies on the 
WWW adapted by W3C [11]. OWL is developed as a vocabulary extension of 
RDF and is derived from the DAML+OIL Web Ontology Language. OWL has 
three variants: OWL Lite, OWL DL, and OWL Full. OWL is designed for use by 
applications that need to process the content of information instead of just 
presenting information to humans. OWL facilitates greater machine interpretability 
of Web content than that supported by XML, RDF and RDFS by providing 
additional vocabulary along with a formal semantics. More on ontological 
engineering can be found in [12]. 

Although there is no standard ontology architecture as the case is with MDA, 
ontology languages can be analized in the similar fashion – the architecture is 
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shown in Figure 2.  Of course, this figure could be unfamilliar to some ontology 
practitioners, as some of ontology languages do not make differences between 
meta-layers, while in some of them we can define that a class is an instance of the 
other class. However, developers mainly see ontology languages as we do, so we 
can say that the architecture in Figure 2 represents a pragmatic architecture of 
ontologies languages that allow us to find similarities to the MDA architecture. 

Metametaontology 

Metaontology (Frame, OWL) 
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Figure 2. Meta-layers in terms of ontological engineering 

Since most of practitioners are unfamiliar with ontology development techni-
ques, many researches have proposed using well-known tools and techniques (e.g. 
UML) for ontology development as a solution of this problem [13]. The problem of 
using UML for ontology development has been firstly addressed in [14].  

Figure 3. Ontology modeling in the context of MDA and the Semantic Web 

Currently, there is an OMG initiative aiming to define a suitable language for 
modeling Semantic Web ontology languages in the context of MDA [15]. In the 
context of that initiative we present in Figure 3 our proposal for such an 
architecture[16]. The key components in the architecture are: 
Ontology Definition Metamodel (ODM); 
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Ontology UML Profile (OUP) – a UML notation for ontology definition; 
Two-way mappings between OWL and ODM, ODM and OUP, and from OUP to 
other UML profiles. 

Starting from the main intention of ontologies to be used for sharing knowledge 
we can say that ontologies do not exist without any knowledge about surrounding 
technical spaces. According to the Semantic Web initiative ontologies are based on 
XML and RDF(S), and thus we use XML technologies for sharing ontologies. This 
also assumes that ontologies are related with grammarware and EBNF as MDA is. 
There is another relation between ontologies and grammarware – APIs for 
manipulation of ontologies (e.g. Protégé’s API, Jena, etc.), or repositories of 
ontology-aware knowledge in the form of databases (e.g. DBMS technical space). 
On the other hand, the presented ontology metamodels (ODM and OUP) are MOF-
compliant languages defined in the context of the MDA’s metamodeling 
architecture. In that way, ontologies are connected with MDA technical space. 
Since we can use JMI for accessing to MOF-based repositories we have an 
alternative way that connects ontology technical space with grammarware 
technical space. Of course, we have not listed all possible technical spaces the 
ontology technical space has connection with. Our idea is to show the importance 
of defining relations between ontologies and other different technical spaces. In the 
rest of the paper we discuss the transformations between model engineering and 
ontological engineering. 

4 Relations between different technical and modeling spaces 

Generally, each technical space has different purposes. We can easily recognize 
some overlaps between different technical spaces. That means, that the same real-
world thing can be captured by different technical spaces.  

Additionaly, each technical space include one or more modeling spaces. Each 
modeling space is a context of one meta-metamodel. A technical space usually 
consists of one main modeling space and a number of additional modeling spaces 
which can be shared with other technical spaces. For example, MDA technical 
space has MOF modeling space as its main modeling space, but also deals with 
XML, which is a part of XML and EBNF modeling spaces. We can classify 
modeling spaces into two parallel groups: 
Conceptual modeling spaces – are about conceptual (abstract or semantic) things, 
like models, ontologies, mathematical logics, etc. They are not interested in 
techniques for representation of sharing their abstractions. However, we must have 
some techniques to materialize (or serialize) those modeling spaces.  
Concrete modeling spaces – have techniques that allow us to have more material 
(i.e. physical, syntactical) representation of conceptual things. The examples of 
these modeling spaces are different kind of grammars (e.g. KIF and XML for 
ontologies, XMI for MOF-based models). 
According to the previous classification we give the following conclusions 
regarding mappings between different conceptual modeling spaces: 
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Mappings between two conceptual modeling spaces. We can conceptually define 
mappings at the conceptual level. The mappings defined at the conceptual level 
give recommendation for their implementation.  
A physical implementation of mappings between two conceptual modeling spaces 
always must be done through a concrete modeling space.  
From the fist statement we recognize logical relations between two technical 
spaces. That means, we find out epistemological equivalences between their central 
modeling spaces. Since we are trying to have mappings at the M3 layer we need to 
represent each modeling space as a three-layer architecture. Afterwards we specify 
their mutual mappings at the M3 layer. Those mappings should be propagated to 
lower meta-levels (i.e. M2 and M1) of the three-layer architecture. 

The second conclusion states that we always must use concrete modeling space 
for implementing mappings between conceptual spaces. For example, 
implementation of mappings between ontological engineering and model 
engineering can be through the EBNF modeling space as both of these modeling 
spaces have XML bindings. However, the statement about implementation is also 
valid for mappings inside the same modeling space. For example, in case of 
mappings between ODM and UML (i.e. inside the model engineering technical 
space) we could implement through the EBNF modeling space. The EBNF 
modeling  space we use in a case we are dealing with XMI documents. In this case 
we can use either XSLT or a programming language as an implementation tool. 
The DBMS technical space we use when we have a MOF-based repository stored 
in a DBMS. We can use a MOF2 QVT language in this case if the repository 
supports one of them. 

5 Mappings between ontological engineering and model 

engineering 

In this section we try to identify ways for connecting different technical spaces in 
the main emphasis on the relations between ontological engineering and model 
engineering. This problem is mainly being solved partially by defining a pair of 
transformations between languages from two different technical spaces we are 
going to connect to . That mainly means developing transformations according to 
M2 layer, so that we can transform models at M1 layer [17]. However, we believe 
that if we can achieve mappings between technical spaces at the M3 layer we can 
get many significant economies and other advantages. The most important one is 
the decrease of the number of necessary transformations for bridging different 
technical spaces.  

5.1 Epistemological relations between technical spaces 

In order to clarify mappings between ontological engineering and model 
engineering we start from the organizational architectures of their languages 
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(Figure 1 and Figure 2). From those figures we can deduce that either of them 
consist of three layers. Epistemologically, the corresponding layers are equivalent: 

In order to illustrate this equivalence we use the MOF-based ontology language 
(ODM) as a language from the model engineering technical spaces (Figure 5). It is 
important to note that ODM is defined at M2 layer. On the side of ontological 
engineering we have a definition of an ontology language (e.g. OWL) at the M2 
layer. Concrete real world models are at M1 layer and they consist of classes and 
their instances for both model engineering and ontology engineering technical 
spaces. That means, we must not have one ontological layer at M1 layer according 
to [6], and we have two ontological layers: one for classes and one for class 
instances (i.e. objects).  

Figure 4. Mappings between ontological engineering and model engineering through the 
EBNF technical space 

5.2 Pragmatic relations between technical spaces 

We see here the high potential impact of considering these technical spaces as 
explicit and semi-formal entities. In most of these spaces we have internal 
transformation tools (e.g. XSLT and XQuery for XML, QVT for MDA, etc.). 
Some of these internal transformation tools are general and other are specialized (a 
compiler can be seen as a specialized transformation tool of the 
EBNF/Grammarware space). These transformation tools have evolved in their own 
context to fit with specific objectives and the main representation system of the 
corresponding space and there is no reason to change that. Now we have to 
consider another kind of transformation: across technical space boundaries. Let us 
call these transformation projectors in order to distinguish them from other 
transformations internal to one technical space. 

The responsibility to build projectors lies in one space. The rationale to define 
them is quite simple: when one facility is available in another space and that 
building it in a given space is economically too costly, then the decision may be 
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taken to build a projector in that given space. There are two kinds of projectors 
according to the direction: injectors and extractors. Very often we need a couple of 
injector/extractor to solve a given problem. 

In order to illustrate this situation, let us look at the MDA technical space. The 
main entity there is a model (a metamodel may be considered as a kind of model). 
A model contains very useful and focused information, but by itself it is very dull 
and has no much capability. If we want MDA models to be really useful we have 
to give them these capabilities. There are two ways to do this: either to build them 
in the MDA space or to find them in another space. In the latter case what we'll 
have to provide is some set of projectors.  

An MDA model is a graph (non directed graph with labelled edge ends). Since 
there was no possibility to exchange MDA models, the OMG started a RFP called 
SMIF (Serial Model Interchange Format). The objective of SMIF was to find a 
serialization scheme so that any kind of MOF model could be exchanged by simple 
means. Short after the time they come up with the solution, many people realized 
that it would be economically much more interesting to define standard 
serialization in XML. Instead of serializing graphs on text flow, the XML approach 
serializes graphs as trees and the let the remainder of the work being handled in the 
XML space. As a consequence a bidirectional projector was defined by the XMI 
convention. 

Each MDA projector has a specific goal, to provide new facilities to models 
that are available in other technical spaces. XMI brings the capability of global 
model exchange to the MDA space and this capability is found in the XML space. 
Global model exchange means only the possibility to have batch-style of 
communication between tools. This is an interesting facility, but in many occasions 
it is not sufficient because we have to provide a fine grain access to model 
elements. XMI is of no use to do this.  Here again the problem of adding new 
capabilities to models arose. Building intra-MDA tools for doing this was 
considered as very costly. So, as part of the Java community process program, a 
standard projector with the Java technical space was defined under the name JRS 
#40. The capability to access models elements in MDA was given with the help of 
the Java technical space. This projector is known today under the name JMI. 

As we may see, every projector has a specific purpose. In the UML 2.0 
initiative, the diagram interchange part deals partially with the separation of 
content and presentation for MDA models [18]. In order to help model 
presentation, specific tools could have been added to the MDA space, but with a 
high implementation cost. Here again a solution was found in the XML space, by 
using the SVG standard for scalable vector graphics. Although the solution is 
limited to only certain kind of models, here again we see the interest of using 
important investments of other technical spaces to bring economically and rapidly 
functionalities to a given space (here the MDA) with the help of projectors.  

Many other examples could be found showing the need for a very precise 
definition of the goal of any projector. For example, after the introduction of XMI, 
it was rapidly found that this projector was not bringing the facility of easy textual 
reading to the MDA space. Many solutions were possible, including applying 
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XSLT transformation to XMI-serialized models to make them more usable for 
human operator (considering that XMI is sufficient for computer operators). Then 
the OMG decided to address this problem separately and a solution involving the 
EBNF space was defined under the name HUTN (Human Usable Textual 
Notation). HUTN offers three main benefits: (1) It is a generic specification that 
can provide a concrete HUTN language for any MOF model; (2) the HUTN 
languages can be fully automated for both production and parsing; (3) the HUTN 
languages are designed to conform to human-usability criteria. Later it was found 
that HUTN was not sufficient and that the set of projector should be completed in a 
bidirectional way with the anti-Yacc proposal [19] by DSTC. In the same spirit, 
SINTEF is today studying more general kinds of projectors between the MDA and 
the textual flat-file technical space [20]. 

So we can see all the gain that could be reaped from the homogeneous 
consideration of bridges between technical spaces with the help of generic 
projectors. There are many activities presently going on in this area with technical 
spaces like data base (SQL projectors, E/R diagram projectors), in the OS technical 
space (Unix projectors), in the legacy technical spaces (Cobol, ADA, PL/1 
projectors to name only a few of them), in the natural language processing 
technical space for requirement engineering applications, etc.  

One goal of the collaboration between the ATLAS group in Nantes and the 
GOOD OLD AI group in Belgrade is to define and build a set of generic projectors 
between the model engineering and the ontology engineering technical spaces. 

6 Comparing the proposed M3 bridging to present ways of 

mappings

In this paper we have advocated the interest of factoring out the technical bridge 
work by considering relations at the M3 level. This is based on the conjecture that 
each space could exhibit such a M3 level. Much evidence can be found to support 
such a conjecture. 

In this three-space conjecture, we assume the existence at level M3 of some 
form of representation ontology with a set of associated facilities. There is not 
infinity of possibilities at level M3 like there are at level M2. The representation 
systems are based on known algebraic structures with well defined properties. Very 
often these structures are based on trees, graphs, hypergraphs or categories. 
Mapping between these algebraic structures have been studied and their properties 
are known. For example transforming a graph into a tree is a reasonably known 
operation, even if there are many ways to perform it. Hypergraphs have been found 
very convenient to express some situations in visual languages, but mapping 
between graphs and hypergraphs have also been studied. 

So, in some cases we can find entities in various technical spaces that nearly 
correspond semantically. In this case the gain is very high because we can apply 
generic M3-based projectors to do automatic conversion. At the other extreme of 
the spectrum, if we have two M2-based entities with no direct correspondence, 
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there is no more we can do. For example, if we want to match MusicML and 
MathML, there is no obvious way to do this. 
So we see that there are really three levels of technology involvement: 
Specialized: someone works only inside a given technology space, with a M2 
commitment. For example a given team only works with the UML modeling 
language or the Java programming language considering that these offer sufficient 
expression capabilities for their work. 
Generic: someone works inside a given technical space, with several M2-based 
commitments. This is happening mainly in the XML space, the software factories 
MDE space (with different DSLs), etc. 
Universal: someone works with the possibility of mapping his/her problem on 
several technical spaces. A given information system problem for example may be 
more easily and generally solved by an XML solution, a Java solution, an MDA 
solution, an ontology solution. This level provides the best level of agility to solve 
computer engineering problems. This is the solution we are advocating here. It 
presupposes the existence of well designed generic projectors between the various 
spaces so that a given user may never become captive of a given technology. 

Figure 5. Mapping MDA metametamodel, metamodels, and models to XMI 

Figure 5 can illustrate that current techniques understand that mappings from 
conceptual space to concrete space can be at different meta-levels. According to 
our approach we will have only one transformation between conceptual TS (model 
engineering) to a concrete TS (XML), so we will avoid complicated procedures. 

It is obvious from the previous descriptions that we cannot provide direct 
mappings between the MDA technical space and the OWL technical space. In fact, 
this transformation can only be defined through the XML technical space. It is 
important to define a pair of transformations in order to enable two-way mapping 
(one transformation for either direction) between all OWL ontologies and all 
ontologies represented in an MDA-based ontology language. The transformations 
can be based on “meta-definitions” of OWL (i.e. on its meta-ontology) and an 
MDA-compliant language (i.e. a metamodel). This transformation principle is 
compliant with the principle of metamodel-based model transformation [17].  
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Table 1. Transformation approaches 

Target language 

ODM OUP OWL 

XML TS MDA TS XML TS 
ODM –

XSLT QVT XSLT

XML TS MDA TS XML TS 
OUP

XSLT QVT
–

XSTL

OWL TS XML TS OWL TS XML TS 

Source
langua
ge

OWL 
RDQL XSLT RDQL XSLT

Table 1 gives some guidelines on how to make transformation between each pair 
of the languages discussed above. 

7 Conclusions 

We have presented here some initial work on the ways of bridging model 
engineering and ontology engineering. The main idea is that the M2-based solution 
seems quite costly and may not scale-up. We thus suggest using M3-based 
projectors to provide a general solution to this problem. Many benefits may be 
reaped from this approach. This paper has only presented our first investigations in 
this area, with some documentation evidence. We are planning to go ahead with 
the practical study of this increasingly important engineering problem.  

The notion of technical space has been found to be essential in this 
investigation. However we must bring more conceptual formality to this study. A 
technical space is defined by a three-level organization, by a top-level 
representation ontology sometimes called a metametamodel, by a collection of 
related M2-level domain specific languages (metamodels or schemas or grammars, 
etc.) and by a number of facility implemented by widely available tools.  

Building generic bridges at the representation level (i.e. the M3-level) seems a 
very promising engineering practice. We have provided some illustrations in 
support of this hypothesis. There is still much work to be done in this area. 
However if the general framework is shown feasible in these areas of model and 
ontology engineering, it may probably also be applied to many other areas as well. 
Several of the ideas presented in this paper are supported by initial prototypes 
developed in the research groups in Belgrade and Nantes. Work is going on in 
developing these prototypes, learning from previous experiments and building up a 
collaborative research on the subjects discussed in this paper. 
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Summary. Due to the heterogeneous nature of web services, interoperability is a crucial 
aspect, and this interoperability has not only a data aspect (ontologies) but also a process 
aspect. To ensure correctness of e-business processes, some kind of transaction support (e.g. 
WS-TXM) is necessary but not sufficient. In this paper, we define correctness in terms of 
contract compliance. Being contract-guided, e-business processes require a contract-
dependent transaction protocol that can be represented as a set of formally specified 
agreements and obligations between participants. In current standards and frameworks, 
contract-based interoperability is only referred to, but not specified in details. This paper 
contributes to contract-based interoperability in the following aspects: for the first time it 
classifies characteristics for various degrees (levels) of contract-based interoperability, and it 
provides formal definitions of basic support operations - check and lock. 

1 Introduction 

Interoperability of web services is a crucial aspect of the enterprise integration. 
Interoperability can be loosely defined as the ability of enterprise software and 
applications to interact. True interoperability is more than connectivity and 
communication. It includes the possibility that one role performs some activity for 
the other role, and so it assumes that there is shared understanding of what the 
meaning of the request is: both the content semantics (activity name, parameters) 
and the pragmatics (the intended effect, e.g. that the other role executes the request 
or sends a reject message).  This “shared understanding” can be implicit in the 
code, or be more explicit in an agreed-upon protocol definition, “collaboration 
agreement” (ebXML), or “contract”. In this paper, we are interested in contract-
based interoperability, defined as: “the ability of applications to interact and work 
together on the basis of a contract”, where a contract is defined as: “an agreement 
between two or more roles that governs their interaction in terms of obligations and 
permissions”. A contract need not be explicit, although this does have certain 
advantages.  In principle, every interaction is contract-based, as every interaction 
assumes certain semantics/pragmatics of the communication to be in place, but 
typically these pragmatics are implicit in the standard protocol that is imposed 
from the beginning. Several frameworks (ebXML, WS-Coordination) provide the 
participants with the possibility to define new or extended protocols (agreements) 
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with specifically defined semantics. When we use the term “contract” in this paper, 
we mainly refer to these user-defined agreements, but sometimes we also use it in 
the more general sense of the agreement underlying any interaction. 

We will define different levels of contract-based interoperability, depending on 
the level of support of various contract manipulation procedures. Common 
procedures for contract manipulation include but are not limited to: contract 
establishing, contract verification, contract evolution during transaction execution, 
contract monitoring, sub-contract handling and inclusion, etc. 

This paper is organized as follows: first we introduce the contract-based 
interoperability levels; then, section 3 introduces basic concepts to achieve 
contract-based interoperability, such as locking; section 4 provides operational 
semantics for these basic concepts, and the final section contains conclusions and 
future work guidelines. 

2 Levels of Contract-based Interoperability 

In the context of collaborative business development, contract-based 
interoperability of web services can be divided into six categories (see Figure 1). 
Both external and internal contract-related functionalities are the basis for 
classification. Each higher-level category includes functionality of lower level. 

Level 0 indicates that no contract-based interoperability features are supported. 
Internal functionality of participants of this level allows execution of pre-
designated operations, however, only final results (and, sometimes, intermediate 
status) are externalized. Other participants could locate its profile in the registry, 
but no communication except for service requests is possible. The web service van 
execute advertised functionality, but no interoperation protocol support is defined.  

Figure 1. Six levels of contract-based interoperability 

Level 1. A participant can not only advertise, but also confirm (verify), if
requested, its functionality and make a choice for the most appropriate operation 
(of the same type) to be employed at a run-time. Internally a participant should 
have a request processor which performs communication with other parties and, if 

transactional interoperability 

contract enabling 

contract monitoring

contract adaptation

full contracting 

reflection (functionality verification) 
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necessary, a self-test mechanism that can generate latest status/performance 
relevant characteristics upon request. Externally, such a participant allows request 
processing (with appropriate authentication, if necessary), basic two-way 
communication, and a check operation (to be defined in section 3). 

Level 2. A participant supports one or more transactional protocols. Support of 
level 2 interoperability indicates transactional interoperability – the capability to 
be engaged in transactions with some kind of (relaxed) ACID properties. To 
correspond to this level, a web service should support at least one transaction 
protocol and this capability should be advertised in a registry. 

Level 3. The basic functions are in place that allow participants to make 
commitments and fulfill them. This assumes message-processing capabilities (to 
accept, process and respond to incoming messages), transactional interoperability, 
but, most importantly, what is supported at this level is outcome reservation 
(locking, to be defined in section 3), outcome determination, and other basic 
contract-enabling operations.  

Level 4. Participants can monitor a contract. Monitoring contract assumes that 
participants are capable to understand, execute and verify compliance of other 
parties’ activities to contract clauses. Understanding the contract means the 
capability to interpret contractual clauses (expressed in some XML-based contract 
definition language), and support the operations defined in the contract. Execution
refers to the internal functionality to fulfill obligations assumed as part of a 
contract. Finally, monitoring itself refers to the capability to verify other parties’ 
activities against contract clauses and response with contract-defined corrective 
actions. Contract monitoring has been the subject of several recent research 
projects [6,10,12]. 

Level 5. Participants cannot only execute a given contract, but also adapt a 

contract by means of negotiation and refinement. This level requires rather 
developed conversation capabilities and support of obligation-based contract 
composition. At this level participants are not yet assumed to establish a complete 
contract from scratch, rather, they should reuse already existing contacts (or 
templates), compose a contract from other contracts (as in supply chain scenario) 
or refine already existing contract with clauses and parameters relevant to the 
concrete business scenario. This level has been explored in [11] in the context of 
agent societies.  

Level 6 Participants are able not only to refine contract templates, but also to 
setup a new contract, typically on the basis of explicit goals and preference 
structures from each participant. This functionality implies the use of goal-based 
negotiations and the ability to extract or compose contractual clauses from sources 
other then pre-defined templates and samples.  

Those proposed interoperability levels could be utilized to characterize the level or 
degree to which a participant is interoperable as part of the architecture. A possible 
implementation might be to use these levels in the WSDL description in a registry 
thus facilitating the discovery of business partners with appropriate characteristics. 

The contract-based interoperability framework can be used to assess current 
state-of-the-art technology. If we look at web service standards such as BTP 
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[14] and WS-Transaction [15], we can characterize them as level2. They do 
provide transactional interoperability by means of which parties can 
synchronize a certain event, but the business semantics of these 
synchronized events (in some cases called “BusinessAgreement”) are not 
specified. Therefore, there is also no monitoring of obligations, the only 
monitoring, if any, concerns the transaction protocol execution. If we look 
at current agent models, mainly confined to research labs, dealing with 
contracts, we can characterize them as level 4 to 5. Level6 technology 
doesn’t exist yet. However, contract drafting is a research topic in the area 
of negotiation support and e-commerce, see e.g. [7]. If we look at the 
ebXML framework, we can observe that in principle, it supports all levels 
of contract interoperability. However, in practice collaboration profile 
agreements (CPA) are still composed manually, and the notion of 
commitment or obligation is not explicit, so ebXML is better characterized 
as level2. 

The objective of this paper is to close the gap between web service technology and 
agent theory by addressing precisely the level that is still not supported by current 
web service standards and, at the same time, is largely implicit in the agent models 
– that is, the basic level3 contract functions. We do not have a complete list yet of 
what these basic functions are, but we claim that the check and lock operations 
introduced in section 3 are essential. The formal semantics are given in section 4. 

3  Locking as an Interoperability Mechanism 

In the previous section we defined locking as a level3 contract-enabling function. 
In this section, we list the main requirements on e-business transactions [13] and 
then introduce our locking model. For a more elaborate discussion of the model, 
see [2]. 

3.1 Locking Requirements  

The following requirements of e-business transactions distinguish them from 
advanced transaction models (ATM) defined in the ‘90s [3]: 

Participants are dynamic (volatile) – while initially advertising their 
functionality in UDDI-type registry, they might change as a whole or some 
of its characteristics only – therefore locks should address actual 
functionality, not assumed or initial; 
Participants are autonomous entities, sometimes exhibiting opportunistic 
behavior – locks could be removed not only by Requestor, but also by 
Provider itself; 
The transactions’ technical infrastructure (media, protocols, etc.) might be 
unreliable, creating issues of recovery and preservation of locks; 
Rather then being focused on execution speed, e-business transactions use 
schedules and timeouts (specified duration). While almost insignificant for 
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traditional transaction models, process execution here isn’t instantaneous 
and is subject to coordination and scheduling.  
Participants have functional and capacity restrictions on their operations. 
Functional reflect internal business capabilities of the participants that are 
hard to change, capacity addresses participants’ characteristics at the 
execution time.  

Although their semantics have shifted since the time they were introduced in the 
context of database transactions, we claim that locks are still a valuable mechanism 
to arrange mutual reservation on participant’s capacity. E-business locking 
guarantees that either a functionality is exercised as requested or the party, incurred 
losses due to another party’ obligation un-fulfillment, is compensated, as it is 
agreed upon when the lock is applied or as specified in contract. The traditional 
business equivalents of e-business locking are (binding) quotations, contracts and 
frame contracts. 

There is principal difference between database and e-business transactions 
based on participants’ behavior. A database is a passive entity and the owner is 
reactive only. In business transactions the participants are dynamic and owners are 
active agents that can decide whether and how they will execute a certain request. 
In complex scenarios, there might be even a negotiation about behavior of locked 
resource before lock’s application is attempted.

3.2 E-Business Locking Model 

In order to cope with the requirements listed in section 3.1, e-business locks should 
be modified compared to those of ATM. Transaction preparation might be split 
into two sub-phases: prepare and locking [4]. Technically, e-business locking is an 
asynchronous message exchange between prospective participants and a change of 
the Provider’s state in case lock is applied successfully.  

Although the distinction between a prepare and a locking phase is made in 
several e-business transaction models, the exact meaning is not always clear [1]. 
We suggest the following characterization: 

Prepare phase – at this phase we propose functionality verification of prospective 
participants, preceding both locking and execution. We assume this phase’s 
activities verify functionality and capacity of prospective participants and don’t 
impose any definite reservation, neither do they impose an obligation on any party 
(therefore, the terms lock and hold may be misleading). In case of completion or 
execution failure the preparation doesn’t require compensation. Because the 
participant’s profile, initially published in a registry might reflect actual 
functionality incorrectly (being outdated) or incompletely (containing insufficient 
information to invoke provider’s functionality), the requesting party might want to 
check this information. Checking (or verification) is performed either by the 
provider itself (if it is trusted party) or by a third party.  

While functionality restrictions are quite rigid, capacity restrictions vary due to 
resources’ utilization by other parties. Exact capacity value (or, rather, available 
capacity) is correct only at lock application, however, any estimate performed 
before invocation also contributes to efficiency of execution scenario because it 
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allows excluding potentially unavailable participants from the scenario without the 
need of a lock. 

Locking Phase – some protocols employ explicit locking to ensure prospective 
participants’ enlistment. A lock creates commitments. This phase follows the 
prepare phase and typically, it assumes the existence of a contract or similar 
agreement specifying the type of locks to be applied and their characteristics, but 
this contract can also be more general and implicit. The lock type should be 
supported both by requesting party and by functionality-proving participants. 

As we said, checking applies either to a participant or the participant capacity 
(its available resources). The same is true for the locking (Table 1). 

Table 1.  Phase/object orthogonal representation 

 PARTICIPANT CAPACITY 

PREPARE Check Participant Check Capacity 

LOCK Lock Participant Lock Capacity 

Participant lock serves as a gateway to capacity (or in case of web-services, 
operation) locks. It allows the use of functionality of the locked participant limited 
by arrangements specified at the time of locking. This type of lock might be the 
only one needed if the participant provides only one operation or if it can receive 
all necessary information to apply operations locks transitively. This kind of lock is 
not exclusive. 
Capacity (operations) lock is an actual locking, it creates mutual obligations 
between participants. This lock is used as an execution correctness preservation 
mechanism. With the participants’ autonomy, it might be up to the provider to 
designate, depending on request characteristics, an actual operation to be executed. 

This orthogonal architecture provides the following benefits: 
it allows transitivity of properties and functionality from participant (Provider) to 
capacity (resources) it controls, thus optimizing speed of locking (no need to 
provide additional information for every operation); 
it minimizes cost and quantity of compensation. Application of participant/ 
capacity locks could be relatively extended in time, allowing reservation costs to 
be minimized. For example, a check can be performed in January, a participant 
lock in March (for the rest of the year), a capacity lock in June, when the 
production planning is finalized, while the actual execution is only performed in 
October.  When the check in January fails, another supplier can be looked for. 
Similarly, when the participant lock fails in March, another pre-selected supplier 
can be chosen. Etc. In this way, the risks are minimized against minimal costs. 

Both prepare and locking phase are preliminary to transaction execution, but their 
impact is quite different. While check verifies functionality and requests additional 
information, lock is applied upon known functionality; the check request is based 
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on advertised functionality, while lock is based on confirmed (verified) 
functionality; in the case of locking, compensations might follow for unlocking, 
while check is a request for information with no compensations defined or needed. 
The provider is considered to be a prospective one before lock application and 
actual after. 

4  A formal Model of E-Business Locking 

In this section, we provide formal semantics for the locking and unlocking 
operations in terms of Dynamic Deontic Logic [8,9]. This logic allows for the 
specification of actions (locking, unlocking, requesting, compensating etc) and for 
the specification of obligations (which we need to model the commitment aspect of 
e-business locks).  

4.1 Basic Definitions 

Let L be a first-order language. DDL [8,9] is L extended with deontic operators 
(see below) and a dynamic operator. That is, if  is a wff in DDL and  is an 
action, then [ ]  is a wff in DDL, with the intuitive meaning:  holds after action 
has been performed. The action can also be composite: 1; 2 stands for sequential, 
and 1&& 2 stands for parallel execution. ¬  stands for not-doing .

In this case, we have at least the action lock(r,id,t) and unlock(id), where r is a 
resource, id a lock identifier and t a lock type (worked out below). The following 
minimal axioms hold: 

Definition 1 (general semantics of lock and unlock) 
r,id,t [lock(r,id,t)] lock-ed(r,id,t) 
r,id,t lock-ed(r,id,t)  [¬unlock(id)] lock-ed(r,id,t) 

r,id,t lock-ed(r,id,t)  [unlock(id)] ¬lock-ed(r,id,t)

These axioms just state that a resource is locked by a lock action, and remains 
locked until an unlock action is performed. We identify a lock by some unique 
identifier rather than by the resource as sometimes multiple locks on the same 
resource are allowed. Note that for simplicity we omit here any variable typing. 

The lock operation is performed by the Provider (this agent is not included as a 
parameter, as we deal here only with one Provider at a time). If a Requestor wants 
a lock, he has to send a request message to the Provider. The Provider either 
accepts or rejects this request (negotiations are not in the scope of this paper). In 
the case of an accept, the Provider gets an obligation to perform the lock. In fact, 
this communication logic holds not only for lock but also for unlock and any other 
operation that P could perform. 

Definition 2 (semantics of request) 
R,P,m,  [request(R,P, ,m); accept(P,R,m)] Obl(P,R, )

R,P,m,  ¬Obl(P,R, )
  [request(R,P, ,m); reject(P,R,m)] ¬Obl(P,R, )
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In this case, the m acts as identifier of the request. Obl is the deontic operator for 
obligation. The most important property of Obl is expressed in the following 
axiom: 

Obl(P,R, )  [¬ ] Violated 

which says that if P is obliged to R to perform some action, not doing that action 
leads to a violation. Note that this scheme is a bit naive about time; normally, some 
deadline will be specified, and the violation only arises when the action is not done 
before the deadline [5]. For the time being, our abstraction suffices. The semantics 
of request applied to locking results in: 

R,P,m,  [request(R,P,lock,m); accept(P,R,m)] Obl(P,R,lock) 

that is, the Provider is obliged to lock the resource. If this does not result in a 
locking action (which can never be excluded, given the autonomy of P), then P 
certainly has something to explain (within a certain marketplace or agent society, P 
may get trouble with the market owner). 

4.2 Operational Semantics of Locking (Basic Model) 

The operational semantics of locking are explored here by considering the intended 
lock properties one by one. Because of space limitations, we omit our definition of 
exclusive lock and define reserve lock only. Suppose that an “exclusive lock” has 
been set, then no one else can use the resource, but what happens when the 
legitimate requestor appears, with the right id. Does it mean that in that case the 
Provider is obliged to accept the request? We do not think this is necessary in all 
cases. That would mean that P has reserved r for R, and that R would be able to 
charge P if for some reason, P does not grant the request (perhaps because the 
resource is no longer available at all). If R wants a firm commitment from P that 
the resource is and remains available for him, this is something that is independent 
from the exclusiveness property. For this purpose, we introduce the notion of 
reserve lock as a conditional obligation. 

Definition 4 (reserve lock) 
r,id,P,R,m lock-ed(r,id,reserve) 
[request(R,P,r,m) && pass(R,P,id)] Obl(P,accept(P,R,m)) 

r,id,P,R,m lock-ed(r,id,reserve) 
[request(R,P,r,m); do(r)] Perm(P,unlock(id))

The first rule says that P becomes obliged to accept the service request. P could 
still for some reason fail to accept the request, but then this leads to a violation, and 
makes him liable for sanctions or compensations (see below). Note that we take 
reserve and exclusive to be orthogonal properties: although they will often go 
together, other combinations are also possible. For example, reserve but not 
exclusive: for the requestor in a e-business transaction, usually the most important 
thing is that he can use the resource, and putting an exclusive lock would be only a 
means to achieve that. The combination exclusive/no reserve may be useful for 
example in maintenance situations where some party wants to prevent the resource 
to be used for some time but without the intention to use it himself. The 
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combination non-exclusive/no reserve is possible theoretically, but then there are 
no specified effects of the locking at all, and so the operation looses its meaning. 

The second rule says that when the Provider has performed the requested 
operation, he is permitted1 to unlock and thereby lift the obligation. This is the 
normal situation: the obligation is fulfilled when the service has been performed. 
However, the abnormal situations are also relevant and need to be specified. What 
about the Provider unlocking the resource on his own initiative? In a business 
context, this may very well occur, for various reasons. For example, because the 
production capacity of the Provider went down, or because a better-paying service 
request comes in from another Requestor. Because this may very well occur, it is 
customary to specify some compensation when it happens, either in the contract or 
together with the locking request.  

If the Provider removes the reserve lock, this leads automatically to the lifting 
of the obligation (assuming a closed interpretation of the rule in definition 4), so 
we do not specify that explicitly. However, we do specify that self-unlock is 
forbidden, that is, leads to a violation. The consequences of that violation differ 
from one contract to another and can’t be specified here. 

Definition 5 (self unlock is forbidden, but not impossible)
P,id ¬Perm(P,unlock(id))  For(P,unlock(id))

So unlocking is forbidden unless permitted (which is at least the case after 
successful performance, def. 4). We might want to specify in addition that self-
unlock, if it happens, leads to an obligation to inform the requestor about this 
unhappy failure. This would be a good rule for a locking message protocol, but 
such a protocol is beyond the scope of this paper. 

Intention and Commitment 

Usually, a lock also expresses an intention of the requestor to use the resource. The 
Provider can see the lock operation as a sign that the resource is going to be used, 
and could anticipate on that. However, from the agent literature we know that the 
semantics of “intentions” is rather weak, so we refrain from formalizing it. What 
can be important in e-business transactions is that the Requestor commits himself 
to use the resource. A commitment is much stronger than an expression of intent. It 
means that the requestor is liable to charges (compensation) if he doesn’t use the 
resource. This can be very relevant in business transactions: the Provider may 
loose interesting business operations because of the locking, and so the lock has an 
economic value. One could think of various ways to formalize this commitment. 
The following rule is again naive about timing, but suffices for the idea. Applying 
a reserve lock creates a commitment to use the service (unless unlocked later).  

1 Permitted is a strong version of the deontic P operator. It implies that doing the action does 
not lead to a violation (in other words, is not forbidden), but is stronger because it must be 
set explicitly, cf. the concept of authorization [8].  
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Definition 6a (reserve locking creates a commitment) 
R,P,r,id,m
[request(R,P,lock(r,id,reserve),m);accept(P,R,m)]

locked(r,id,reserve)  Obl(request(R,P,r,_))

We must also account for the situation that the Requestor requests an unlock. In 
that case, he authorizes the Provider to unlock. Usually, when there is a penalty on 
not using the service, there is also a penalty for the Requestor on unlocking 
(otherwise, the first penalty could be easily circumvented), but the conditions and 
details often differ. For example, the conditions may say that unlocking is possible 
without penalty till a certain point in time. The following definition deals with 
unlocking by the Requestor. It says that the Provider should always grant an unlock 
request (he can not ignore it if that would be more convenient), but at the same 
time, it is regarded as something the Requestor should not do (that is, it is 
forbidden and liable to penalty). 

Definition 6a (unlocking is forbidden, but not impossible ) 
R,P,id,m [request(R,P,unlock(id),m] Obl(P,accept(P,R,m)) 

R,P,r,id locked(r,id,reserve) 
For(R,request(R,P,unlock(id),_))

Compensation 

In traditional transaction models (database and advanced) rollback brings 
participants to the state preceding the locking attempt, while in the case of failure 
of an e-business transactions return to the previous state might be unnecessary or 
impossible. Rather, compensation is used to bring the participants into some state 
specified by a contract. 

In the formal model developed in this paper, compensation can be defined as an 
action specified in the contract that removes a violation of one of the obligations or 
prohibitions around locking. Note that in the above, we already have identified a 
number of possible violations, such as failure to deliver the locked service, failure 
to use the locked service and pre-emptive unlocking. Each violation requires a 
different compensation. The details of these are specified in the contract, or agreed 
upon at the time of the lock request, or may even follow from general law. 

Definition 7 (violations can be compensated) 
X,Y, ,r,n (violated(X,r,n)  (violated(x,r) 

   Obl(X, ))

   (¬compensated(X,Y,r,n))  [ ]compensated(X,Y,r,n))

Here X and Y are participants (subjects), r is some rule identifier, n is used to 
identify a particular violation of that rule (the rule might be violated several times), 
and  is the compensatory action specified in the contract. We assume here that the 
DDL is powerful enough to distinguish different violation predicates and is able to 
count their instances. Note that, strictly speaking, compensation does not remove 
the violation (which remains as an historical fact, so to say), but only specifies 
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when it is compensated, which is sufficient. Note also that the compensatory action 
is itself an obligation, and when it fails it may necessitate additional 
compensations. 

Participant lock 

Up till now we have considered locking of resources (capacity) only. What is a 
reasonable semantics for participant locking? We propose to define participant 
locking as an authorization by means of which P commits himself to accept 
locking requests (perhaps conditionally, only when capacity is available at that 
time):  

R,P,m,  [request(R,P,lock,m)] Obl(P,R,accept(P,R,m)) 

This helps to increase the chance that the business transaction will be successful. It 
is not needed in all circumstances, but in some uncertain situations, it can be 
helpful. 

5  Conclusions and Future Work 

While technical aspects of transactions are currently addressed by several industrial 
standards and protocols, many contract business-related issues are left at the 
discretion and implementation of business partners, in many cases leaving 
interoperability issues open. Therefore, a general contract-based interoperability 
definition should be provided and mechanisms for its contractual specifications 
should be defined. This paper addresses transactions from contract-based 
prospective introducing five levels of interoperability and providing descriptions 
for their characteristics. The main focus is on contract enabling, which is 
implemented as a set of e-business transaction steps: check and lock.  

Further development of contract-based interoperability involves adaptation of 
one of the available conversation languages to contract negotiation. We also want 
to express a need for more empirical research on the business requirements for web 
service technology. 
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Summary. Participation in electronic business networks has become necessary for the suc-
cess of enterprises. The web-Pilarcos B2B middleware is designed for lowering the cost of
collaboration establishment and to facilitate management and maintenance of networks. The
web-Pilarcos architecture and middleware addresses the interoperability of autonomous enter-
prise applications in inter-organisational context. The approach is a federated one: All business
applications are developed independently, and the B2B middleware services are used to ensure
that technical, semantic, and pragmatic interoperability is maintained in the business network.
In the design, attention has been given to the dynamic aspects and evolution of the network.
This paper discusses the concepts provided for application and business network creators, and
the middleware knowledge for interoperability support.

1 Introduction

The globalization of business and commerce makes enterprises increasingly depen-
dent on their cooperation partners; competition takes place between supply chains
and networks of enterprises. In this competition, the flexibility of enterprise infor-
mation systems becomes critical. The IT systems and development teams should be
able to respond in a timely way to the requirements rising from the changing co-
operation networks and their communications needs.

From the computing infrastructure side, the enterprise needs can be addressed by
an architecture where business level services, B2B middleware, and abstract com-
munication services are clearly separated from each other, and the relationships be-
tween collaboration life cycle, B2B middleware, and software engineering tools are
different from those found in the traditional approaches. By B2B middleware we
mean general infrastructure services that provides concepts and operations for form-
ing electronic business networks, eCommunities, and managing their life cycle.

The B2B middleware concepts and operations should be such, that strategical,
process-related and technological needs of electronic business network management
is filled. Such needs we believe include the following

• form new business networks that provide added value services for clients;
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• join to multiple networks at the same time without unnecessary restrictions on technolo-
gies or operational policies;

• take up new business processes and services cheaply;
• move existing business networks to new phases of life cycle so that new collaboration

forms can be used;
• monitor the progress and correctness of the collaborative processes;
• automate some collaboration establishment and correction events; and
• protect local services and computing solutions from the changes and failures of the col-

laboration partner services and solutions.

Traditionally, inter-enterprise collaboration has required integration of enterprise
computing systems or applications. The topical integration techniques vary from new
generation ERP systems, process-orientation to distributed workflow management
systems. At present, a significant amount of research is focusing on virtual enterprise
approaches. Virtual enterprises are joint ventures of independent enterprises joining a
shared collaboration process. In many projects, like PRODNET [1], MASSYVE [2],
FETISH-ETF [3] and WISE [4], the support environment consists of a breeding en-
vironment and operational environment. The breeding environment provides facil-
ities for negotiating and modeling the collaboration processes; the operational en-
vironment controls the enactment of the processes. Many of the virtual enterprises’
support environments use a unified architecture approach: there is a shared abstract
model to which all enterprises have to adapt their local services.

In contrast to this, the approach in the web-Pilarcos project is federated: enter-
prises seek out partners that have services with which they are able to interoperate
(within the strategically acceptable limits). A collaboration model (business network
model, BNM) is used for explicitly expressing what kind of collaboration is wanted
and comparison of BNMs is used as a semantic interoperability verification tool.
Enactment of services and local business processes, either by applications or local
workflow management system are required features of the service management fa-
cilities of each local computing system. This design choice has been made in order
to make the evolution of BNMs and business networks themselves more flexible.
Changes in the model to follow require that the model is explicitly available at the
operational time, and that there is a synchronization and negotiation mechanism for
partners to reach a safe point where new rules can be adopted.

The contents of this paper are a follows: Section 2 discusses interoperability chal-
lenges in the context of eCommunity management, and Section 3 briefly describes
the web-Pilarcos B2B middleware services and repositories. Section 4 addresses the
information repositories presented by the web-Pilarcos middleware. Section 5 dis-
cusses methods of finding interoperability problems and potential reactions on them.

2 eCommunity Management and Interoperability

The web-Pilarcos architecture proposes a model of inter-enterprise collaborations as
eCommunities comprising independently developed business applications. The ap-
plications represent local business services and processes, and are able to collaborate
with other enterprises within those limits.
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The strategical requirements of a business network member towards the collab-
oration are expressed as a meta-level model that defines a set of external business
processes. The structure is defined in terms of roles and interactions between the
roles. For each role, assignment rules define additional requirements for the service
offer that can be accepted to fulfill it, and conformance rules determine limits for
acceptable behaviour during the eCommunity operation. The explicit use of such
model allows comparison and matching of strategic pragmatical goals of members
in the network.

Interoperability is a functionality provided by the middleware services, a trans-
parent aspect for application services. Interoperability checking takes place when
establishing a community, or entering a new service into an existing community. The
applications themselves need only to concentrate on the local business logic, im-
plemented on their local computing platform. Collaboration and eCommunity mem-
bership aspects, together with pragmatic process-awareness, however, require appli-
cation level concepts and services. The inter-enterprise collaboration management
concepts supported by the web-Pilarcos architecture include those of

• an eCommunity that represents a specific collaboration, its operation, agreements and
state; the eCommunities carry identities and are managed according to their eCommunity
contract information;

• services that are provided by enterprises, used as members in eCommunities, and are made
publicly available by exporting service offers;

• a set of B2B middleware services for establishing, modifying, monitoring, and terminat-
ing eCommunities, or looking from the application service point of view, operations for
joining and leaving an eCommunity either voluntarily or by community decision; and

• a set of repositories for storage of meta-models for communities, ontologies of service
types, and services.

The eCommunity life cycle is mainly controlled in a eCommunity contract. The
contract comprises of the BNM (to define the network structure), information about
the member services at each role, some overview state information about the progress
of the external business processes, and methods for changing the contract itself.

The eCommunity contract captures shared meta-information about the collabora-
tion; reflective methods are used to keep the real system at each involved computing
site correspondent with the meta-information. At each administrative computing do-
main, there is a local agent for management of knowledge about locally deployed.
The local management interfaces are homogenized by a protocol for requesting the
system to prepare for running a service (resourcing), querying about communication
points, releasing the service, etc. Likewise, all relevant changes in the real system are
notified and thus change the meta-information accordingly. The eCommunity con-
tract is an active object itself, and includes logic that may react to changes in the
meta-information and request local sites for further negotiations or changes in the
system state.

Monitoring interoperability during eCommunity lifetime requires sensors and
guards at each communication channel end. We assume an abstract communication
infrastructure with selectable transparencies and support for non-functional aspects.
From the service specifications it is known what traffic should be seen and in which
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order; in principle the rules can be extended to view the acceptability of contents
structures and making trust related decisions.

3 The web-Pilarcos B2B Middleware Architecture

The B2B-middleware platform provides a) advanced service discovery based on im-
proved services typing and constraint based selection, b) contract based management
of collaboration between autonomous services, and c) proactive local monitoring of
contract conformance.

The service elements of the web-Pilarcos architecture address the need for join-
ing four important processes: a) introduction of BNMs to the model repository, and
introduction of supporting service types to the type repository; b) software engineer-
ing processes to provide implementations that correspond to the known service types
and thus are applicable for the known BNMs; c) deployment of services and export
of corresponding service offers to traders, effectively making a commitment to keep
the service consistent with the service offer; d) eCommunity establishment process
using the provided information.

These processes are only loosely interleaved. Business network models and the
actual application services can be developed independently from each other; indeed
their development form a quite separate profession. In the platform, these concepts
have to meet at the service description level.

The B2B middleware elements are illustrated in Fig. 1. The BNM design process
involves introduction and verification of new models to be stored into the reposito-
ries. Implementation of new services or introduction of legacy applications involves
interaction with the type repository. Deployment processes are naturally augmented
with service offer exports. These processes feed in meta-level knowledge of poten-
tial participants in communities to be formed. The feeding processes are independent
from each other, even withdrawing or deprecating information may take place.

The functional elements presented in Fig. 1 address the eCommunity life cycle
management operations. The Populator uses a given BNM for ensuring the prag-
matic interoperability of partners to a eCommunity; it also uses a set of compul-
sory aspects in service offers to determine service types, communication channel
requirements, and non-functional aspects to be agreed on for the eCommunity. The
populator represents a breeding process where services are selected for eCommunity
roles. The population process is a constraint satisfaction challenge between candi-
dates’ attribute value spaces and constraints given for roles in the business network
model. The service type definitions dictate the attributes and attribute value sets nec-
essary to describe the service, and the actual values for each published service are
found in service offer repository. As there are dependencies between selected offers
in interacting roles (on channels and NFA), the process is complex. The populator
provides its clients with a set of interoperable communities from which to choose
during negotiations. Replacement of partners in an existing community, or one part-
ner changing to a significantly different service implementation are also situations
where interoperability preconditions need to be checked.
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Fig. 1. The web-Pilarcos B2B middleware architecture, and flow of messages when a partici-
pant refuses a service due to policy conflict. Component service is the actual implementation
for the functionality of a certain eCommunity role.

The eCommunity management is done in cooperation with Business Network
Management Agent (BNMA) and the Contract object. The agents are responsible
for managing the inter-organizational coordination and management protocols. The
contract object is responsible for making decisions regarding the eCommunity it
represents. At each administrative domain, there is a BNMA agent acting as a rep-
resentative between the eCommunity and the local service-providing system. For
local administrators the agents provide a management interface for communities.
Between themselves the agents have a protocol for notifications of task completions
and contract breaches, and negotiation and commitment protocols for joint contract
changes. Each local agent receives notifications of contract breaches and task com-
pletions from local monitors and propagates this information forward to other agents
as needed. Local agent also feeds monitoring instructions to the monitor.

The eCommunity contract itself is a key element in the architecture, because
it makes available at operational time aspects from different levels/viewpoints of
the business network. The community contract describes technical, semantical, (ex-
ternal business) process-related, and pragmatical aspects. Technical information in-
cludes service types and related behaviour descriptions, binding types between ser-
vices, implementation specific messages or function parameters, and policies used
in the eCommunity. The structuring element of the contract is the BNM agreed for
the eCommunity: each role is supplemented with information from participants ser-
vice offer, each binding with connector parametrization information. Semantical as-
pects cover information representation formats in messages exchanged. The prag-
matic aspects covered include functional description of business processes, policies
constraining roles, and non-functional aspects. The non-functional aspects govern
features like trust, security, QoS that are traditionally considered as additional plat-
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form level service solutions required. In addition, non-functional aspects related to
business process models capture more business oriented features, like business rules
(captured as policies and monitoring rules here).

Monitors are part of the communication channel between participating services.
A monitor has a generic sensor element that can be configured to filter traffic by
classifying it to expected and unexpected event sequences (task started / completed,
unacceptable traffic or lack of expected traffic). The BNMA agents provide each
monitor with a behaviour automaton to follow, based on the service choreographies
described for the corresponding role. Monitoring reports can be acted on in various
ways, scaling from post-operational auditing to proactive prevention of unwanted
events. In web-Pilarcos, the intent is to allow major breaches on agreed behaviour
or policies to be acted on during the eCommunity operation, and allowing automatic
recovery processes to be started. In this respect, the web-Pilarcos approach differs
from related projects (like [5]) that otherwise use similar techniques. Because the
definition of "severe breach" and the appropriate methods of potentially replacing
misbehaving partners are specific to application domain, those rules and process de-
finitions are compulsory parts of BNMs.

4 Interoperability Knowledge in the Global Middleware

The three meta-information repositories in the B2B middleware have a central role in
establishing a knowledge base that allows interoperability tests to be made. Essential
target concepts are service types, service offers, and business network models. Each
repository is distributed for scalability and improved accessibility. Due to different
type of load, the best distribution styles may differ [6].

Service types and BNMs have separate life cycles as this provides isolation lay-
ers that keep local changes from involving the whole eCommunity and minimizes
the effects of BNM enhancements to local services. Furthermore, each model re-
quires only a reasonably narrow expertise to create. In addition to direct relation-
ships between models, the repositories store transformation rules and components
for improved transformer/interceptor re-usability [6].

4.1 Type and Service Offer Repositories

The type repository provides a structured storage for type information related to ser-
vices and their access interfaces. The web-Pilarcos type repository design was ini-
tially born during the evolution of ODP type repository and OMG MOF specifica-
tions [7, 8, 6]. Operations are provided for publishing new types, comparing types,
and creating relationships between types.

Service types are abstract descriptions of business service functionality. Services
are considered as self describing independent components. Service descriptions are
used to ensure technical connectivity, semantic interoperation and behavioural com-
patibility in possibly heterogeneous environments. Service descriptions do not ex-
pose internal properties of applications as this decreases the possibilities of reuse
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and evolution of services. Implementation specific information, such as binding of
a service into specific communication protocol or address, is not covered by service
type. A service type is like a contract, which an actual service must implement.

Service types are XML-based descriptions which define interface signatures, ser-
vice attributes and an interface protocol. An interface signature in web-Pilarcos is de-
scribed using a WSDL description without technical binding information (see [9]).
Each service supports only one kind of behaviour; different behaviour implies differ-
ent service type. We refer to the definition of service behaviour as interface protocol
which is a behavioural description defining externally visible behaviour at one end-
point of a bilateral communication. Interface protocols in web-Pilarcos are based on
session types (see [10, 11]). For behavioural descriptions we have a simple XML-
based process description language. Semantic interoperability of services is sup-
ported by binding ontological concepts to the exchanged documents. XML-based on-
tology description languages, such as general purpose description languages RDF(S)
and OWL [12, 13] or more specialized XML-based ontologies such as RosettaNet,
can be used [14]. The rules of the type system are based on behavioural session types,
structural matching of syntactic information and semantic relations based on descrip-
tion logic [10, 15, 16]. Subtyping-like relationships that support service evolution are
also important [17, 11, 16].

The type discipline in the web-Pilarcos platform is strictly managed. Every type
definition must be contained by a type repository. Each type name, i.e. URI, must also
identify the type repository responsible for managing the corresponding namespace
and its type definitions. Without strict management of typing information it would
be impossible to ensure that types are unambiguously named, persistently stored,
verified to be correct, and relationships between types verified and intact [6]. Type
repositories can also be organised into a hierarchy for partitioning of namespaces.

Service types are published by institutions responsible for a business domain or
by enterprises willing to promote use of new kinds of services. Standardization of a
new service type is however not necessary because the applicability and adoptance
of the service type is determined by peer acceptance.

The service offer repository refers to services (like UDDI [18] and ODP trad-
ing service [19]) for locating services that are published using structured meta-
information description of the service. We consider these descriptions as binding
offers for the service. When a new service offer is published, type repository func-
tionality is used to validate the conformance between the offer and the correspond-
ing service type. If the validation is successful, the service offer is published into a
service offer repository with the claimed service type. The service offer publishing
process requires predefined service types.

4.2 Business Network Model Repository

The BNM repository provides interfaces for publishing models, verifying their
properties, comparing and querying models for population or software engineering
processes.
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The structure (topology) and properties of a business network are defined by its
BNM that explicates the roles of partners and the interactions between roles that are
needed for reaching the objective of the eCommunity. A BNM comprises a collec-
tion of roles, a set of connectors and a set of architecture specific non-functional
properties. The approach combines ideas from the ODP enterprise viewpoint lan-
guage [20] and those of separating functional units and their interconnection into
distinct concepts of components and connectors [21].

A role represents a logical business service or entity in an administrative domain.
The role definition expresses the functional and non-functional properties required.
Role functionality is described as a composition of service types and role specific
synchronization patterns. Synchronization patterns express causal relationships be-
tween actions in distinct services of a role (by setting preconditions for interactions
using terms before, after etc).

Interaction relationships between roles of are described by bilateral connectors
between service interfaces. Connectors may define other communication related
properties, such as control or data adaption, eCommunity coordination and non-
functional properties of communication.

Non-functional properties are managed as named values that are used for select-
ing the right technical configurations from the underlying platform. Some properties
are used for dynamic branching of behaviour at operational time. These decisions
stem from the business level, but the negotiation and commitment protocols needed
are preferably transparent to business services.

5 Verification and Observation of Interoperability

The web-Pilarcos middleware aims to maintain correct collaborative behaviour in
eCommunities, involving several aspects of interoperability requirements. The re-
quirements cover technical, semantic, and pragmatic aspects, i.e., awareness of col-
laborative behaviour and policies. Traditional verification and static analysis meth-
ods are complemented by dynamic observation of behaviour conformance against
the contracted BNM and policies.

The research and prototype building in the web-Pilarcos project focuses on inter-
operability and eCommunity management problems at the business service level, i.e.
at the level of eCommunity, its participants, behaviour and life cycle. As we presume
that services are implemented or wrapped using Web Services technology, technical
interoperability at the lower protocol levels is well provided by a service oriented
technical middleware layer.

Interoperability problems in software systems stem mainly from components’
implicit and incorrect assumptions about behaviour of their surrounding environ-
ment [22]. Every aspect of service and eCommunity functionality must be made
explicit using unambiguous notations. Concepts of compatibility and substitutability
are key issues in integration of autonomous services into communities; descriptions
of services and communities must be founded on formal basis.
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When an eCommunity is established, we ensure sufficient conditions for interop-
erability of services during service discovery and population. During runtime, how-
ever, participants of an eCommunity may behave incorrectly due to outdated service
descriptions, changed business policies or technical problems. To overcome, or at
least identify, interoperability problems during operation of communities we have
adopted an approach based on runtime monitoring of eCommunity contracts.

Conditions for an interoperable eCommunity are fulfilled by three solutions.
First, the use of a verified BNM as a basic structuring rule for the eCommunity; the
various business process models intertwined into the network model can be verified
to be for example deadlock free and complete by traditional protocol verification
tools. Second, the use of constraint matching for accepting service offers to fulfill
roles in the BNM. And third, the augmentation of the constraint matching process
by the inference of further constraints arising from the selected offers for neighbour
roles.

Relevant issues in role related constraints cover interface syntax with behaviour
descriptions, syntax of documents to be exchanged, semantical aspects of control
and information flows, and nonfunctional aspects like trust and business policies that
further restrict the behaviour.

To promote evolution of syntactic structures of services, we will adopt by-
structure matching instead of by-name matching for service interface comparisons [23].
Using structural typing constructors for WSDL and XML-Schema definitions we
can decide if two WSDL interface descriptions are structurally equal. This inter-
face matching is done using an approach similar to [24, 15]. Service selection and
matching based on semantic concepts is not addressed in the present version of the
web-Pilarcos platform but it will be implemented in future versions. Matching of se-
mantic concepts shall be implemented using standard theories and tools, similarily
to [25, 26].

Behavioural interoperability is considered in the extent of verifying that service
offers and role requirements for service behaviour match. We do not seek to com-
pletely prove that a eCommunity behaves correctly, as this would need verification
of behaviours between every possible participant in an eCommunity during its estab-
lishment process. Even in theory, a complete pre-operational verification of a eCom-
munity behaviour would be impossible, because of dynamic changes in the system,
such as evolving business policies. Instead service types are considered as contracts,
and the subtyping of session types as proof of conformance. Inevitable behaviour and
policy conflicts are observed and acted on during operational time by the monitoring
system.

The monitoring system can be given a fairly free set of rules to monitor passing
message traffic; different informational and behavioural aspects are fairly straight-
forward to monitor [27]. The monitoring system reports detected situations (task
started, completed, unacceptable traffic or lack of expected traffic). In monitoring,
the challenges lie in the performance of the communication system, the design of
monitoring rules, and decision engine.

Some breaches that can be detected by monitoring include a) messages from par-
ties not partners in the eCommunity; b) transactions that are not acceptable in the
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current state of the eCommunity life cycle or not fulfilling precedence requirements;
c) information content is not allowed to be exchanged (e.g., private documents, un-
known structure); d) expected flow of information is broken; and e) obligatory trans-
actions are not performed.

Each administrative domain can have its own decision method on how critical
a breach is considered. The eCommunity contract provides methods for BNMAs to
invoke in case of breaches, either for information only, or for the removal of the
partner in fault. The eCommunity contract carries these rules for deciding which
recovery or sanction processes to use.

6 Conclusion

The web-Pilarcos approach allows autonomous services to form the federated com-
munities. Federated approach means that there is no overarching shared collabora-
tion model from which the services would be derived. Instead, the services stand on
their own and interoperability, including the collaboration process, the semantics and
the technical aspects, must be maintained explicitly by B2B middleware. From the
BNM, it would be possible to use the popular model driven approach to generate ap-
plications, but the approach would result in move expensive evolution steps [28, 29].

The federated approach has been criticized for the lack of guidance for service el-
ements to be developed. However, making existing business network models globally
available and thus exposing repeating patterns of roles - i.e., expected local business
processes - gives the required guidance. Examples include RosettaNet. Our solution
is to provide a repository for external process descriptions that can be augmented on
demand, and that will provide an element of evolution support. These model defini-
tions can be added to the repositories at will, without interfering already operational
communities. Existing models can be frozen so that new communities are no longer
formed using them, but are not actually removed automatically. The verification and
matching hierarchies within the repositories may depend on them, and of course,
operational communities may make references.

Another criticism frequently arising is the performance penalty of the eCommu-
nity interoperability checking. From our earlier prototype on the populator process,
we can judge that the cost of the process and its scalability are acceptable [30].

Current work extends the monitoring system and the repositories.
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Summary. In Workflow Management Systems (WFMSs) safety of execution is a main need
of more and more business processes and transactional workflows are real needs inside enter-
prizes. In previous works, transactional models consider mainly atomicity as the main issue
regarding long term transactions. It rarely consider the fact that many processes may run con-
currently and thus access and update the same data. Usually, the main isolation item is the
data on which we apply locking approaches and this attitude don’t worry about process di-
mension. In this work we study more precisely what are the real isolation needs in workflow
environment. To realize these needs, we define ”Isolation Spheres” inspired from ”spheres of
control” proposed by C. T. Davies to make a separation of concerns between workflow design
and transactional properties specification.

1 Introduction

Defining the transactional requirements of business processes is still an issue in to-
day workflow models and systems. This is even more critical when the complexity of
the process increases. It is the case for instance with cooperative process or with dis-
tributed and composed e-services. Today’s models consider the relationship between
transactional properties and processes as something very monolithic. A process is
considered as a long term atomic transaction and an activity is considered as a short
term transaction. In the workflow terminology, that means that a process is controlled
by some kind of advanced transaction model that ensure either that the process ter-
minates or that it can be compensated. The other assumption is that activities can
be implemented as short term database transactions. This has an impact on the way
processes and activities are defined and it requires that business process designer
have some in-depth knowledge of transactional requirements. Moreover these mod-
els consider mainly atomicity as the main issue regarding long term transactions. It
rarely considers the fact that many processes may run concurrently and thus access
and update the same data. Some work has been done on this topic in a recent past
(contracts/coo) but it has never been generalized to process.

In this paper we try to consider processes as the concurrent execution of sets of
activities that may have different requirements regarding isolation. Usually, isolation
in workflow systems is performed by the database system of WFMS. Databases use
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ANSI SQL isolation levels to define isolation requirements of a transaction on some
data items. The problem is that workflow isolation requirements cannot always be
satisfied by a database system. Contrary to database transactions, workflow transac-
tions are defined and organized throw a process. At design time, we know exactly
what are possible concurrent transactions and we want to make it possible to allow a
transaction to adopt different isolation levels depending on concurrent transactions.
This need appears when an activity requires an isolation level to access some data
and many activities become unable to access or modify this data even if some of them
don’t really affect the transaction’s correctness or the consistency of data. The way
we choose to tackle this problem consists in separating concern between the pro-
cess definition and its transactional requirements. We consider that a process must
be defined independently of the transactional properties that we need to ensure. The
process definition depends on the actual user activities and should reflect the actual
company organization. Transactions reflects technical and consistency requirements
and should not impact on this definition. To perform that, we inspire ourselves from
the sphere of control approach proposed by C. T. Davies in [5] in 1978. This approach
has been reused in 2001 to produce atomicity spheres in [4] to perform customizable
atomicity specification in transactional workflow. We use the same approach to de-
fine isolation spheres to allow customizable isolation specification.

In the following sections of the paper, we study isolation needs in database world
already applied to workflow processes. Next we try to specify transactional workflow
isolation requirements. Finally we develop our approach based on isolation spheres
to allow customizable isolation in transactional workflow.

2 Isolation Needs in Transactional Workflow

Isolation is an important and difficult problem as it requires to consider access to data
during process and activities execution. It requires to study data manipulation by pro-
cess, activities and/or sets of activities. It requires also to take into account the fact
that long term process execution cannot require locking of whole set of data for all its
duration. The requirements regarding these data can be far more complex. Isolation
levels in flat transactions has been recognized in ANSI SQL specification [1] where
the user can choose between 4 different isolation levels: (READ UNCOMMITTED,
READ COMMITTED, REPEATABLE READ, SERIALIZABLE) to prevent phe-
nomena like dirty read, fuzzy read or phantom problems as described in the table
below. Dirty read problem occurs when a transaction reads an uncommitted data roll-
backed later. Non repeatable or fuzzy read problem occurs when a transaction reads
a data two time and retrieve two different values. Phantom problem occurs when a
transaction reads a set of data satisfying some search condition and then repeats its
read with the same search condition, it gets a different set of data items.

WFMS and Databases don’t refers to the same requirements. Workflow processes
are based on a controlled flow of tasks but this control is not sufficient to ensure
correct execution and don’t prevent from lack of consistency. This is due to workflow
data visibility that is a paramount way to distribute access to data in a workflow
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Table 1. SQL isolation levels defined in terms of the three phenomena

process but also a real source of concurrency access. In the next section, we expose
isolation needs in workflow processes and what is important to do in the case of
activities groups.

2.1 Isolation Needs in WFMS

Data accessed during a process execution are heterogeneous. They consists in docu-
ments, folders, cases data, local data, database system data and/or data obtain from
external sources. Access control on these data may be very different and may have
different kind of impact on the level of isolation that can be obtain. Moreover access
to these data can be controlled by automatic activities or by users themselves. The
level of control differs also in these two cases. Execution of automatic programs can
be anticipated. User action cannot. We need to take all these parameters in account
to study isolation requirements in workflow processes.

Based on previous conclusions, we need to introduce new elements in the isola-
tion levels use performed by the transactional workflow designer. These elements are
the cohesion and the coherence on a group of activities. In the following, we describe
these new workflow isolation behaviors

One of the needs of transactional workflow is the control of the cohesion of
data used in a group of activities (collaborative work, distributed or composed E-
services, etc.). The solution used nowadays to ensure this cohesion of data for groups
of activities is to create only one transaction imbricating all the others. Admittedly
this approach makes it possible to ensure such a cohesion but has a major impact on
the competition of access since it calls upon bolts in writing.

A second need is that of the coherence of the data. Indeed, the fact of allowing
activities external to a group to read some data written by activities of that group.
This can cause some inconsistencies outside the group. That is why a control of the
data visibility written by activities of a group must be ensured.

Related works were made in [6] to support partial isolation in flat transactions but
it was made without a real separation of concerns. In the reality, relativity and exten-
sion of isolation are merged to express customizable requirements. These require-
ments are usually influenced by the requirements of each activity and the pertinence
of the isolation is more and more crucial depending on the type of used data and
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its visibility in the workflow [7]. In the next section, we introduce a new approach
based on ”isolation spheres” to take into account workflow isolation needs expressed
in this paper.

3 Our Approach: Isolation Spheres

In the last few years, some works has been inspired from the sphere of control pro-
posed by Davies [5] to enhance expressivity of transactional properties, especially
in [4] where the notion of atomicity sphere has been developed to allow more cus-
tomizable atomicity in transactional workflow. A sphere of atomicity is a group of
activities on which we apply the transactional property of atomicity. In our work, we
inspire from this sphere of control approach and we define ”spheres of isolation”. A
sphere of isolation will allow us to generalize isolation in the context of a workflow
system. An isolation sphere allows the inside group of activities to be isolated from
concurrent outside activities. The level of isolation is defined by the sphere. two kind
of constraints are defined by the sphere: Coherence and Cohesion.

An isolation sphere controls the access to some data giving some privileges to a
set of activities and some others to the rest of workflow activities depending on the
execution evolution inside the set.

An isolation sphere represents a set of activities in concurrency working on some
data. All or a part of this data represents the isolation data (data concerned by isola-
tion on which necessary locks need to be applied). To perform cohesion and coher-
ence of this data, we introduce some cohesion levels and some coherence levels:

Read Uncommitted: if an activity of the sphere reads a data, it can read only the
last value written before the starting of the sphere or a value written by an activity of
the sphere. Thus, the group of activities constituting the sphere starts from the same
value.

Read Committed: if an activity of the sphere reads a data then it can read only
the last validated value written before the starting of the sphere or a value written by
an activity of the sphere.

Repeatable Read: As the Read Committed except that it is also concluded that
the value of the data is not modified by an external activity as long as the sphere did
not finish its execution yet. The end of the execution of a sphere occurs when all its
activities finished their execution.

Srialisable: emulate an execution in series of the activities of the sphere with
outside ones. This level makes it possible to ensure a serialisability between the
sphere and the rest of the process but does not ensure it between the activities of the
sphere.

To ensure Coherence, some coherence levels are defined in the following:
Atomic coherence: All the values of a data written by the activities of the sphere

are visible outside of the sphere.
Selective coherence: Only the validated values written by the activities of the

sphere are visible outside of the sphere.
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Total coherence: Only the last validated value written by an activity of the
sphere is visible outside of the sphere.

Imbrication of isolation spheres is possible throw imbrication of sets of activi-
ties. Imbrication is a powerful way to express more possibilities in isolation behav-
ior. While isolation levels can be relative to a part of the process, we can generate
isolation behavior dependent on execution progress due to isolation relativity over
sphere imbrication.

The power of isolation spheres is the simplicity of interpretation: an isolation
sphere is represented as a group of activities that need to be isolated from external
activities and don’t worry about internal concurrency (concurrency between activi-
ties of the group). Internal isolation, if needed, can be performed by imbricated iso-
lation spheres. So the work performed by the workflow designer to specify isolation
requirements is simplified.

This isolation sphere based transactional workflow take account of more possi-
bilities to customize isolation and introduce more flexibility in isolation behavior.
But isolation levels defined in the ANSI SQL specification have been criticized in
[3] due to the lack of clarity in the interpretation of these isolation levels and the
lack of response to some phenomena other then dirty read, fuzzy read and phantom.
Since that, ANSI SQL specification has changed to be SQL 3 but without changes
in isolation levels. Non SQL isolation levels have been proposed as cursor stability
isolation or snapshot isolation. We need to study the impact of using these isolation
approaches on the isolation sphere definition.

4 Conclusion and Perspectives

In this paper, we have focussed on isolation in transactional workflow. Existing ap-
proaches use techniques of isolation adapted to databases and this practise is not
really adapted to workflow context. A specific adaptation of isolation techniques
to transactional workflow increases expressivity in term of isolation and allow pro-
cess to get rid of long blocking due to database isolation methods. Our study of the
problem revealed two main isolation functionalities to make part of the transactional
workflow possibilities: Cohesion to make possible the activities of a group to start
working from the same values of data and become unified along the sphere exe-
cution, and Coherence to make it possible to control the delivery of data values to
external activities. Our approach to make these two functionalities possible is based
on ”Isolation Spheres” inspired from Sphere of control introduced by C. T. Davies.

This work need to be continued referring to many aspects: the relation between
isolation spheres declaration and the control flow of the workflow process, the cor-
rectness of imbricating spheres and the flexibility criterion that we need to find to
ensure that a transaction will be performed with less blocking then before. Also
an implementation of ”isolation sphere” functionalities need to be performed in a
WFMS to validate the feasibility of this work.
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Summary. Workflow management systems are very useful for integrating separately devel-
oped application systems by controlling flows of execution. For various purposes (e.g. distri-
bution of activities, workflow evolution, time calculation, etc.) it is necessary to change the
representation of a workflow, the structure of a workflow graph without changing it’s seman-
tics. We provide an equivalence definition of workflow graphs and introduce a set of basic
transformation operations defined on workflow graphs which keep the semantics. We show
how these basic operations can be combined to achieve complex transformations and briefly
describe a prototypical transformation tool.

1 Introduction

Workflow management systems (WFMSs) improve business processes by automat-
ing tasks, getting the right information to the right place for a specific job function,
and integrating information in the enterprise. Workflow management systems were
also considered as integration tools from the very beginning, with the idea that they
allow the representation of processes comprising of activities which are executed
within different application systems [5, 8].

Numerous workflow models have been developed, based on different modelling
concepts (e.g. Petri Net variants, precedence graph models, precedence graphs with
control nodes, state charts, control structure based models) and on different repre-
sentation models (text based models, flow models, structured graphs, etc.) [2, 7, 11].
Transformations can be difficult, as expressiveness equality between two representa-
tions must be ensured (e.g. from graph to text-based). Another sort of transformation
is to change the structure of a workflow within its representation model. Such trans-
formations are needed in several situations. During workflow design, it allows the
designer to view a workflow graph from different perspectives and change the repre-
sentation to enhance readability and understandability. For distributing the activities
of a workflow to separate information systems, or among different stakeholders in
a virtual organization, it is useful to change the workflow graph to make this dis-
tribution explicit and easy to understand and to support the dispatcher at runtime.
For workflow evolution [4] two workflow graphs (initial and final workflow) have
to be compared and a manifold of hybrid workflows have to be generated. This task
is much easier, if both workflow graphs are previously prepared in a way that the
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comparison is facilitated by structural equivalence to the greatest possible extent,
such that the comparison of the workflow only has to deal with the actual changes of
the workflow which lead to different executions and not with mere representational
alterations. Furthermore, such transformations are needed for time management [3],
or for organizational changes [1, 11].

The main contributions of this paper are: We present a notion for equivalence of
workflow models based on the idea that two workflows are equal, if they admit the
same workflow instances at the level of atomic activities. We introduce a series of
basic transformations which preserve this semantics of the workflows. We show how
complex transformations can be constructed from the basic operations and briefly de-
scribe a workflow model management tool prototypically implementing these trans-
formations.

2 Workflow Model
2.1 Structured Workflow Definition

A workflow is a collection of activities, agents, and dependencies between activities.
Activities correspond to individual steps in a business process, agents (software sys-
tems or humans) are responsible for the enactment of activities, and dependencies
determine the execution sequence of activities. We assume that workflows are well
structured: A well-structured workflow consists of m sequential activities, T1 . . . Tm.
Each activity Ti is either elementary, i.e. it cannot be decomposed any further, or it
is complex. A complex activity consists of ni parallel (and), sequential (seq), con-
ditional (or) or alternative (alt) sub-activities T i

1, . . . , Ti
ni , each of which is either

elementary or complex (cf. [2]). (Complex) activities between seq-split and seq-join
are always executed in sequence. An and-split node refers to a control element with
several immediate successors, all of which are executed in parallel. An and-join node
synchronizes the workflow as it can only be executed if all of its immediate predeces-
sors have finished their execution. An or-split node refers to a control element whose
immediate successor is determined by evaluating some boolean expression (condi-
tional) and the successor node of an alt-splits is selected by (user-)choice. Note that
the semantics of or-splits and alt-splits demands that exactly one of many successors
may be executed. Or-joins and alt-joins refer to control elements that join all the
branches after or-splits and alt-splits respectively. Additionally, predicates have to
be defined for each successor node of an or-split, representing a boolean expression
which must yield true as precondition for execution (due to the exclusive semantics
of an or-split only one of many successors may be executed, thus the predicates must
be defined accordingly). Structured Workflows are often represented by structured
workflow graphs, where nodes represent activities (rectangles) or control elements
(circles) and edges correspond to dependencies between nodes (see Fig. 1). Predi-
cates are displayed in angle brackets, attached on top of a node.

According to the definition presented above a workflow graph must be well struc-
tured, as each split node is associated with exactly one join node and vice versa and
each path in the workflow graph originating in a split node leads to its corresponding
join node. For the purpose of allowing more transformations (see section 3) and the
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Fig. 1. Workflow graph example

separation of workflow instance types in the workflow model we offer the notion of
a structured workflow graph. Here a split node may be associated with several join
nodes, however, a join node corresponds to exactly one split node. Each path origi-
nating in a split node has to lead to an associated join node. Such graphs are results
of equivalence transformations.

2.2 Workflow Instance Types

Due to conditionals not all instances of a workflow will process the same activities.
We classify workflow instances into workflow instance types according to the actual
executed activities. Similar to [9], a workflow instance type refers to (a set of) work-
flow instances that contain exactly the same activities, i.e., for each or-split node in
the workflow graph, the same successor node is chosen; resp. for each conditional
complex activity the same child-activity is selected. Therefore, a workflow instance
type is a submodel of a workflow where each or-split has exactly one successor; resp.
each conditional or alternative complex activity has exactly one subactivity [2].

2.3 Equivalence of Workflows

Our goal is to support the transformation of a workflow without changing the seman-
tics. For this purpose we need a clear definition when workflows are equivalent. Our
definition is based on the consideration that workflows are equivalent if they provide
the same tasks. Therefore, the equivalence of correct workflows bases on equivalent
tasks and identical execution order. Workflows are equivalent, if they execute the
same activities in exactly the same order. Therefore, the equivalence of structured
workflows (WF1 ≡ WF2) is based on equivalent sets of workflow instance types
[6], i.e. any instance of WF1 is equivalent to an instance of WF2, and vice versa.

Equivalence of workflows Two workflows are equivalent (WF1 ≡ WF2) if their
sets of instance types are equivalent, i.e. if and only if for each element of one
set there is an equivalent element in the other set.

Equivalence of instance types Two workflow instance types IT1 and IT2 are equiv-
alent (IT1 ≡ IT2) if they consist of the same (elementary) activities with identi-
cal execution order, where the position of or-splits and or-joins in instance types
is irrelevant, since an or-split has only one successor in an instance type.

3 Workflow Transformations

Workflow transformations are operations on a workflow SWF resulting in a differ-
ent workflow SWF’ (e.g. moving splits or joins) [6]. It is essential that such changes
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Fig. 2. Coalescing nodes and path separation

are introduced systematically and that their impact is clearly understood. Workflow
model transformation is a suitable approach for this purpose [10]. The application
of pre-defined transformation operations can ensure that the modified process con-
forms to constraints specified in the original model. In the following we provide a
set of transformations, which do not change the semantics of the workflow according
to the definition of equivalence given above. Complex transformations can be estab-
lished on this basic set of transformations by repeated application. Transformations
are feasible in both directions, i.e. from SWF to SWF’ and vice versa from SWF’ to
SWF. We distinguish between basic and complex workflow transformations, where
complex transformations are composed of consecutively applied basic transforma-
tions. Each transformation of a structured workflow graph must result in another
structured workflow graph.

3.1 Basic Workflow Transformations

a) Sequence Encapsulation, Coalescing Nodes and Path Separation

• Encapsulation in a Sequence (WFT-S) An activity can always be encapsulated
between two sequence control elements (seq-split and seq-join).
•Or-Join Coalescing (WFT-JC1) In a workflow SWF with a nested or-structure two
succeeding or-joins and their according or-splits can be coalesced into a single or-
structure. It is necessary to adjust the predicates according to the changed sequence
of split-nodes S1 and S2 by applying the conjunction (*, logical and). An example for
this transformation is given in Fig. 2. This transformation is similar to the structurally
equivalent transformation presented in [10] as far as the differences in the workflow
models are concerned.
• Alt-Join Coalescing (WFT-JC2) This transformation is performed analogously
to WFT-JC1, by replacing each or-split with an alt-split and each or-join with an
alt-join and vice versa. Note that there are no preconditions to consider in such a
scenario.
• Separating a Conditional or Alternative Path (WFT-PS) In a workflow SWF
with an or-structure or alt-structure each path can be separated by means of duplicat-
ing join-node J1, if (and only if) J1 has no successor (see Fig. 2).
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b) Moving Joins

Moving Joins means changing the topological position of a join control element (and-
join, or-join, alt-join, or seq-join). This transformation separates the intrinsic instance
types contained in a workflow model. Some of the following transformations require
node duplication. In some cases moving a join element makes it necessary to move
the corresponding split element as well.

• Moving Join over Activity (WFT-J1) A workflow SWF with an or-join or an alt-
join J1 followed by an activity A3 can be transformed to a workflow SWF’ applying
node duplication, so that the join J1 is shifted behind the duplicates A3-1 and A3-2
of activity A3 as shown in Fig. 3. This transformation, and all of the following ones,
can be applied to structures with any number of paths.
• Moving Join over Seq-Join (WFT-J2) A workflow SWF with an or-join or an
alt-join J1 followed by a sequence join J2 can be transformed to workflow SWF’
applying node duplication, so that the join J1 is delayed after J2 as shown in Fig. 3.
Here, J2 will be replaced by its duplicates J2-1 and J2-2, such that J1 is the successor
of J2-1 and J2-2, and A1 is the predecessor of J2-1 and A2 is the predecessor of J2-2.
• Moving Or-Join over Or-Join (WFT-J3) In a workflow SWF with a nested or-
structure (i.e. within an or-structure with the split S1 and the corresponding join J1
there is another or-structure with the split S2 and the corresponding join J2), the
inner join J2 can be moved behind the outer join J1, which makes it necessary to
move the corresponding split element S2 and to adjust the predicates according to
the changed sequence of S1 and S2 by conjunction (*, logical and) or disjunction
(+, logical or). This change causes the inner or-structure to be put over the outer (see
Fig. 3).
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• Moving Alt-Join over Alt-Join (WFT-J4) This transformation is performed anal-
ogously to WFT-J3, by replacing each or-split with an alt-split and each or-join with
an alt-join. Note that there are no preconditions to consider in such a scenario.
• Moving Or-Join over Alt-Join (WFT-J5) In a workflow SWF with a nested alt/or-
structure, i.e. within an alt-structure with the split S1 and the join J1 there is an or-
structure with the split S2 and the join J2, the inner join J2 can be moved behind the
outer join J1. This makes it necessary to move the corresponding split element S2
and to duplicate control elements and activities and adjust the predicates. In fact, the
inner or-structure is put over the outer structure (see Fig. 3).
• Moving Alt-Join over Or-Join (WFT-J6) This transformation is performed anal-
ogously to WFT-J5, by replacing each or-split with an alt-split and each or-join with
an alt-join and vice versa.
• Unfold: Moving Join over And-Join (WFT-J8) The unfold transformation pro-
duces a structured graph-based structure with multiple sequential successors, which
means that a node, with the exception of splits, can have more than one sequential
successor. However, in each instance type of such a graph every node except for and-
splits has again exactly one successor. An or-join or alt-join J2 can be moved behind
its immediately succeeding and-join J1, requiring duplication of control elements.
An example for this transformation is shown in Fig. 4. To move J2 behind J1 we
place a copy of J1 behind every predecessor of J2, so that each of these copies of J1
has additionally the same predecessor as J1 except for J2. A copy of J2 is inserted,
such that it has the copies of J1 as predecessor and the successor of J1 as successor.
Then J1 is deleted with all its successor and predecessor dependencies. If J2 has no
longer a successor, it will also be deleted. Partial unfold, as it is described in [6], is a
combination of already described transformations.
• Moving And-Join over Or-Join or Alt-Join (WFT-J9) This transformation
is introduced in [7]. Starting with a workflow SWF with an or-join J1, which
has only and-joins J21 . . . J2m as predecessors, each of these and-joins J2i ∈
{J21 . . . J2m} has the identical set of predecessors M1 . . .Mn. Let the sets of
the predecessors of M1 . . . Mn for every and-join be S1 . . . Sm. The or-join J1 can
be moved before the predecessors of the and-joins, which necessitates the duplicat-
ing and coalescing of control elements. The transformation is shown in Figure 4.
In order to move J1 we place a copy of J1 for every predecessor of an and-joins
J2i ∈ {J21 . . . J2m}, so that each copy of J1 has the same number of predecessors
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as J1 and every copy of J1 has as predecessor one element from every set S 1 . . . Sm,
so that every element from Si ∈ {S1 . . . Sm} has only one successor. Furthermore,
we place a copy of an and-join J2i with its predecessors, so that every copied pre-
decessor of the copied and-join J2i has exactly one copy of J1 as its predecessor.
The copy of the and-join J2 has as successor the successor of J1, if existent. Now,
the and-joins J21 . . . J2m with their predecessors and with all their successor and
predecessor dependencies are deleted.

c) Moving Splits

Moving Splits changes the position of a split control element. This transformation
separates (moving splits towards start) or merges (moving splits towards end) the in-
trinsic instance types contained in a workflow model, in analogy to join moving. Not
every split can be moved: Moving alt-splits is always possible and for or-splits the
predicates have to be considered. Another aspect of or-split moving to be considered
is that the decision which path of an or-split is selected will be transferred towards
the workflows start, so that decision uncertainties due to or-splits will be reduced.
• Moving Split before Activity (WFT-S1) A workflow SWF with an or-split or alt-
split S1 with activity A1 as predecessor can be transformed in the workflow SWF’
through node duplication, so that S1 is located before A1 (see Fig. 5). Here, A1 will
be replaced by its duplicates A-1 and A-2, so that S1 is the predecessor of A-1 and
A-2, and A2 is the successor of A1-1 and A3 is the successor of M1-2. Predicates are
adjusted.
• Split Moving Over Seq-Join (WFT-S2) A workflow SWF with an or-split or alt-
split S2 proceeded by a sequence split S1 can be transformed to a workflow SWF’
through node duplication, so that the split S1 is delayed after S2 as shown in Fig. 5.
Here, S1 will be replaced by its duplicates S1-1 and S1-2, so that S2 is the predecessor
of S1-1 and S1-2, and A1 is the successor of S1-1 and A2 is the successor of S1-2.
This transformation results in a structured workflow (see Fig. 5 for an example).

3.2 Complex Transformations

The basic workflow transformations are building blocks for more complex transfor-
mations as compositions with (repeated) application of these basic transformations.
These complex transformations do not change the semantics of the workflow either.
In this paper, three complex transformations are constructed: (1) the backward un-
folding procedure, (2) the partial backward unfolding procedure, and (3) the forward
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unfolding procedure. Unfolding means that or-joins or alt-joins are moved topologi-
cally to the rear and or-splits or alt-splits are moved as near to the start as possible,
for a simple separation of different instance types.

a) Backward Unfolding

A procedure for generating an equivalent backward unfolded workflow UW for a
workflow W is described in [6]. The transformation specifies how a workflow has to
be modified to become fully unfolded. An alternative approach to unfold a workflow
is to apply the above listed basic transformations in a way that no or-join or alt-
join element has an activity as successor. Every structured workflow can be fully
unfolded, because for every constellation there is a basic transformation that can
be applied in order to move the corresponding join topologically backwards. The
following constellations have been identified:

• or-/alt-join before activity → use WFT-J1
• or-/alt-join before and-join → use WFT-J8
• or-/alt-join before seq-join → use WFT-J2
• or-/alt-join before or/alt-join → use WFT-J3, WFT-J4, WFT-J5, or WFT-J6
• separate path → use WFT-PS

The above procedure suffers from the potential explosion of the number of “dupli-
cate” nodes in the unfolded workflow, since it considers each instance type sepa-
rately. This is not always desirable when discriminating between instance types. To
avoid this problem, we developed the partial unfolding technique.

b) Partial Backward Unfolding

We can unfold the workflow only where it is desired. The procedure of partially
unfolding a workflow W to a partially unfolded workflow PUW begins by selecting
a hot-node, with the side effect that all instance types going through the hot-node
are factored out, or intuitively, the workflow graph reachable from the hot-node is
duplicated. In principle, every node can be a hot-node. For practical reasons, we
assume that a hot-node is an immediate predecessor of an or-join. Once a hot-node
is identified, partial unfolding takes place as follows:

1. Mark all (transitive) successors of the hot-node;
2. Apply the transformations WFT-J1, WFT-J2, WFT-J3, WFT-J4, WFT-J5, WFT-

J6, WFT-J8, WFT-PS on the marked workflow elements so that no or-join or alt-
join element has an activity element as successor in the context of the marked
workflow elements;

Note that the transformation step order is of great importance to avoid unnecessary
cancellation of operations (for details see [6]).

c) Forward Unfold Procedure

A procedure for generating an equivalent forward unfolded workflow UW for a
workflow W is described below. In order to unfold a workflow forward, the transfor-
mations listed above must be applied, such that no or-split and no alt-split element
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has an activity element as predecessor. Because of data dependencies not every struc-
tured workflow can be fully forward unfolded. For the following constellations there
is a basic transformation that can be applied in order to move the corresponding split
topologically forward. The following constellations have been identified:

• or-/alt-split after activity without data dependencies → use WFT-S1
• or-/alt-split after seq-split → use WFT-S2
• or-/alt-split after or/alt-join → use WFT-J3, WFT-J4, WFT-J5, or WFT-J6

For the constellations or-/alt-split after and-join no transformation exists.

4 Graphical Workflow Designer

Our Graphical Workflow Designer (GWfD) has been developed as proof-of-concept
prototype, which currently supports workflow modeling, workflow transformations,
modeling of time and verification of time constraints. The requirements for the
GWfD architecture were primarily platform independency, persistent data manage-
ment, modularity, extensibility and simplicity. To assure platform independency the
GWfD has been implemented in Java.

To achieve a modular and extensible structure we designed a three layered ar-
chitecture, where each layer provides services used by the layer below. The Data
Source Connectivity Layer represents the API to the GWfD data source. Either
relational databases (accssed via JDBC) or XML files (accessed via JAXP) serve as
data source, where workflows are durably stored, using the relational model from our
workflow metamodel [2]. The Application Layer implements the application logic
and functionalities, which are: create, modify, and delete workflow specifications,
deduce workflow models from the specification, and perform transformations and
time calculations on the workflow model. The Presentation Layer is responsible
for the intuitive graphical visualization of workflow specifications and models. For
the implementation we applied the recommended architectural design pattern Model-
View-Controller (MVC), using the freely available Swing Component JGraph for the
representation and modification of graph-based workflow models.

Figure 6 shows the three main views of the editor: In the Edit View (on the right
hand side) a workflow can be created or modified. Here the basic building blocks
of a workflow are specified, which are elementary activities (marked with the key
word ’elem’) and complex activities (marked as ’seq’, ’cond’, ’par’ and ’alt’). The
workflow structure is defined using a bottom-up approach by assigning (complex)
activities to superior complex activities. If the workflow definition is complete a
correctness-verification of the workflow specifications can be launched, which de-
tects and displays modelling errors (in order to achieve a well structured workflow
graph). The graphical visualization of the specification is presented in the Speci-
fication View, where the hierarchy of elements, as defined in the Edit View can
be examined. Finally, the Model View reflects an initially generated graph-based
master workflow model, which allows no transformations. From the master model
any number of Child-Models can be derived, each displayed in its own Child-Model
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Fig. 6. Specification Editor, Specification View and Master Model View

View, where workflow transformations can be applied. Figure 7 shows an exam-
ple workflow graph before and after the unfold operation, which is applied on the
conditional-join M4.

In order to separate the intrinsic instance types in a workflow model, we apply the
partial unfold transformation operation. Therefore, we have to specify the instance
type to be separated. As illustrated in Figure 7, we select an adjacent predecessor of
an or-join and invoke the context menu by right-clicking the mouse. When selecting
the item transform in the context menu, a list of all possible transformation opera-
tions in this context appears, which is in this case only (partial) unfold. When select-
ing this operation the workflow model is accordingly modified and the graphical rep-
resentation is updated, as we can see in Figure 7. The other transformation-operations
are implemented in a similar manner, where depending on which workflow elements
are selected, the GWfD proposes all possible transformation operations.

5 Conclusions

It is generally a good engineering principle to consider manipulations of design arti-
facts, study their properties and make applications of such manipulations instrumen-
tal in design processes. We introduce an equivalence definition on workflow models
based on the notion of instance types and thus capture the semantics of workflow
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Fig. 7. Graph before and after unfold

models as the set of admitted partial orders of their basic activities. The main contri-
bution of this work is the development of a set of basic schema transformation that
maintain this semantics. There are several applications for the presented methodol-
ogy. It serves as sound basis for design tools. It enables analysts and designers to
start from an initial model and improve the quality of the model step by step. We can
provide automatic support to achieve certain presentation characteristics of a work-
flow model. A model can be transformed to inspect it from different points of view.
In particular, a model suitable for conceptual comprehension can be transformed
to a model better suited for implementation. For workflow evolution it is possible
to isolate those parts of a workflow which are actually changed. For cooperating
workflows it is possible to arrange a workflow model in a way, that those parts of a
workflow which are visible from outside are raised to the highest level while only in-
ternal parts of a workflow are hidden in complex activities. Workflow definitions can
also be prepared to be applied in different organizational settings, where activities
are distributed among other application systems.
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Summary. Metamodelling platforms are getting more and more base technology, 
therefore interoperability of metamod-elling platforms becomes a crucial aspect in 
managing corpo-rations' knowledge assets. This paper describes a generic 
metamodelling platform architecture and presents an overview of interoperability 
issues according to conceptual domains in metamodelling platform architectures. 
Some of these issues are illustrated by a case study from the insurance sector. The 
collection of interoperability issues can serve as a starting point to stimulate further 
research on interoperability prob-lems in the metamodelling platform domain. 

1   Introduction 

Metamodelling platforms are software environments allowing the definition, usage 
and maintenance of a method's elements: (a) metamodels describing problem-
specific modelling languages, (b) mechanisms & algorithms working on models 
and their underlying metamodels, and (c) procedure models representing process 
descriptions how to apply the metamodels and the corresponding mechanisms. 
Some of their functional and non-functional requirements are multi-product ability, 
web-enablement, multi-client ability, adaptability, and scalability [6].

Metamodelling approaches are an active research field since the past 15 years 
and since then have found serious application areas in the software and information 
technology industries. Some of them are Enterprise Model Integration (EMI) [9] in 
the context of Enterprise Application Integration (EAI) [12], Model Integrated 
Computing (MIC) [11], domain specific modelling languages such as the Unified 
Modelling Language (UML) [22] based on Meta Object Facility (MOF) [18], the 
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Unified Enterprise Modelling Language [27], and model-driven development 
approaches such as Model Driven Architecture (MDA) [19]. Additionally, 
metamodelling approaches serve as valuable base technology to merge different 
modelling approaches into a domain specific modelling language, e.g. integrating 
UML with simulation-oriented modeling languages. 

Since widespread industrial and research usage of metamodelling technology 
such as ADONIS [1], MetaEdit+ [13], and METIS [14], the integration and 
interoperability of metamodelling platforms is moving into focus of applied 
research and product-quality implementations [16]. The goal of this paper is to 
provide an overview of interoperability issues in the domain of metamodelling 
platforms. This overview can serve as a starting point to stimulate further research 
on interoperability problems in this domain. 

The remainder of the paper is organized as follows: chapter 2 presents a generic 
metamodelling platform architecture. Chapter 3 gives an overview of issues in 
metamodelling platform interoperability. These issues provide input for further 
research areas in metamodelling platform interoperability. Chapter 4 presents a 
case study in metamodelling platform interoperability. Related work is discussed in 
chapter 5. Finally, chapter 6 summarizes the paper and gives an outlook to future 
work. 

2 Metamodelling Platform Architecture 

Figure 1 presents a generic architecture of metamodelling platforms [6, 8]. An 
important element is the meta-metamodel (meta2 model). The meta2 model defines 
general concepts available for method definition and method usage such as 
“metamodel”, “model type”, “class”, “relation”, “attribute” etc. Semantic schemas
are tightly coupled with the meta2 model. They describe the semantics of each 
method element defined by using the meta2 model. Semantic schemas can be 
described by using approaches such as ontology [5], semantic engines 
("mechanisms") [6] etc. 

The metamodel base contains metamodels of concrete modelling languages. 
Metamodel editors are used for the definition and maintenance of metamodels. The 
metamodel base is based on the meta2 model. The metamodel base forms the 
foundation of the model base, in which all models are stored. Models can be 
created, changed and visualized by using appropriate editors. 

All mechanisms and algorithms used for evaluating and using models are stored 
in the mechanism base. Mechanism editors are used for definition and maintenance 
of mechanisms. The mechanism base is based on the meta2 model. 

Procedure models describe the application of metamodels and mechanisms. 
They are stored in the procedure model base. Procedure model editors are used for 
definition and maintenance of procedure models. The procedure model base is 
based on the meta2 model. 

Persistency services support the durable storage of the various bases. These 
services abstract from concrete storage techniques and permit storing of modelling 
information in heterogeneous databases, file systems, web services etc. 
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Access services serve two main tasks. On the one hand they enable the open, bi-
directional exchange of all metamodelling information with other systems using a 
message-oriented approach, i.e. APIs, or a data-oriented approach, i.e. files. On the 
other hand they cover all aspects concerning security such as access rights, 
authorization, en-/decryption etc. 

Java

IDL

C++

...

XML

XMI

Proprietary

Formats

...

Persistency Service

DB1 DBn
...

A

P

I

F

I

L

E

...

Meta Meta Model

Model

Base

Procedure Model

Base

Mechanism

Base

Meta Model

Base

Procedure Model

Editor

Mechanism

Editor

Meta Model

Editor

Access service

Model

Editor

Repository

Method Workbench

Semantic

Schemas

Semantic

Schema Editor

Java

IDL

C++

...

Java

IDL

C++

...

XML

XMI

Proprietary

Formats

...

XML

XMI

Proprietary

Formats

...

Persistency Service

DB1 DBn
...

A

P

I

F

I

L

E

...

Meta Meta Model

Model

Base

Procedure Model

Base

Mechanism

Base

Meta Model

Base

Procedure Model

Editor

Mechanism

Editor

Meta Model

Editor

Access service

Model

Editor

Repository

Method WorkbenchMethod Workbench

Semantic

Schemas

Semantic

Schema Editor

Figure 1. Generic Architecture of Metamodelling Platform 

3 Interoperability Issues 

OUSKEL AND SHETH identified two major categories of interoperability problems: 
information heterogeneity and system heterogeneity [24]. In the context of 
metamodelling platforms, information heterogeneity maps to the modelling 
hierarchy of meta2 models, metamodels and models of each platform ("model 
heterogeneity"). System heterogeneity maps to the diversity of available access 
services, mechanisms, persistency services, and implementation technologies of 
each platform (see Figure 2). The further description of interoperability issues in 
metamodelling platforms will be structured according to the conceptual domains of 
the generic metamodelling platform architecture as described in Figure 1. 
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Figure 2. Model Heterogeneity and System Heterogeneity 

3.1 Meta
2
 Model Domain 

The meta2 model provides the basis for the other conceptual domains (see figure 
1.). Interoperability problems in this domain may arise in the syntax, semantics and 
expressiveness of underlying metamodelling languages to define, integrate and 
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represent a method's elements [8], and appropriate transformation mechanisms for 
metamodel transformation. 
Some important aspects to be considered by metamodelling languages are: 

inheritance and meta-class features for metamodel definition. 
the expressive power and cardinality features of meta-relationships such as 
aggregation (part-of), generalisation (is-a), pointer (link), and binary or n-ary 
relationships. 
the amount of available meta-attributes to define concrete attributes of a 
certain type. 
Some important aspects to be considered by metamodel transformation 
mechanisms are: 
handling of different relationship concepts such as n-ary relationships, and 
circular and recursive dependencies. 
nesting of elements and their handling in flattened structures during 
metamodel transformation. 
uniqueness of element identification and the possibility of using model 
annotations to store information in the target metamodel to avoid information 
loss during transformation. 

3.2 Metamodel Domain 

Interoperability issues in the metamodel domain may occur in the definition, 
integration and representation of the syntax, semantics and notation of modelling 
languages. Additionally, model transformation mechanisms for the horizontal and 
vertical model transformation are aspects to be considered in interoperable 
metamodelling platforms. 
Some important aspects to be considered on the metamodel level are: 

identification and consideration of syntactic and semantic mismatches among 
modelling languages (same name – different concept, different name – same 
concept etc.). 
identification and usage of domain-specific ontology to consider domain-
specific aspects and knowledge to establish metamodel interoperability. 
measurements for analysis and evaluation of modelling languages and their 
underlying metamodels to identify interoperable and non-interoperable parts. 
definition of "hot spots" in participating metamodels to provide linking points 
for metamodel integration. 

3.3 Model Domain 

Models correspond to their underlying metamodel. Therefore, the interoperability 
problems on this level are influenced by the problems concerning metamodels (see 
3.2). In addition interoperability issues have already been investigated thoroughly 
in the realm of distributed database systems [28]. Based on these considerations 
some additional aspects of Model Interoperability are: 
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existence of non-corresponding model fragments, i.e., their metamodels are 
partly not corresponding. This can result in information loss or in hidden 
information to avoid losing information in bidirectional model exchange. 
diversity of graphical representations and diversity of the underlying 
coordinate system to place and arrange modelling objects. In worst case, 
models cannot be understood after model exchange because of complete loss 
of graphical information. 
models are input or provide parameters for mechanisms such as simulation, 
analysis, reporting, and code generation. Even if models correspond to its 
metamodel, it may occur that mechanisms cannot be used because of 
incomplete models. 
existence of appropriate domain ontology to support a proper model 
interpretation in each platform. 
history logs to record model changes which can be necessary in model 
synchronisation. 

3.4 Mechanism Domain 

Mechanisms provide possibilities to generate value added out of the different 
model bases. Typical examples for mechanisms are version management, multi 
language support, model analysis, and simulation. 
Some important aspects to be considered in mechanism interoperability are: 

mechanisms can be implemented either on meta model level or meta2 model 
level. Before exchanging mechanisms between metamodelling platforms, the 
interdependencies of a mechanism to these both levels have to be analyzed. 
the technology used to implement a mechanism (scripting, programming 
language, query language etc.) has strong influence on its interoperability. A 
possible way to implement interoperable mechanisms is using standardized 
interfaces, e.g. applying interface definition language (IDL) or wrapper 
technology.

3.5 Procedure Model Domain 

Procedure models describe the processes how to apply modelling languages and 
mechanisms to solve certain problem scenarios. This includes concepts such as 
phases, milestones, responsibilities, work steps, results etc. 
Important aspects to be considered in interoperability of procedure models are: 

the availability and mismatch of special procedure model fragments such as 
contradictory work step descriptions. 
merging of procedure models into consolidated procedure descriptions. 

3.6 Semantic Schema Domain 

Semantic schemas describe the semantics of each method element. They are 
connected either to elements of the model level, metamodel level or meta2 model 
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level. A semantic schema can be defined, e.g., by semantic engines (“script 
libraries”) or by using ontology. 
Important aspects to be considered in interoperability of semantic schemas are: 

semantic similarity among semantic schemas and the measurement of the 
similarity. 
mismatches of ontological constructs used in the semantic schemas. 
merging and integrating semantic schemas into a consolidated and shared 
semantic schema. 

3.7 Persistency Services Domain 

Persistency services provide support for durable storage of the various bases. Some 
of the relevant interoperability issues in this domain are: 

heterogeneous structures of underlying data sources such as relational DBMS, 
object-oriented storage systems, XML-based databases, or file systems. 
different transaction systems which encumber an interoperable commit 
strategy.
heterogeneous user, user profiles and connect definitions to make consistent 
data access difficult or even impossible (single sign-on). 

3.8 Access Services Domain 

Interoperability issues in this domain are mainly caused by system heterogeneity. It 
can be separated into problems of direct (via API) or indirect (via files) exchange: 

Direct exchange can be supported by metamodelling platform API. Some 
important interoperability issues are: 
the involved providers must agree on necessary interfaces regarding their 
programming languages, method signatures and in general about the security 
handling and the access rights.
Agreement on standardized “protocols” as suggested in [2] by using a general 
"model bus" where each vendor could get attached by implementing one of the 
provided protocols. 

In indirect exchange the supported file formats play an important role such as XMI 
[17], HUTN [20], XML, and proprietary formats: 

In case of proprietary formats a parser must be implemented to be able to 
interpret the file syntax. Then rules must be defined to convert the semantic 
content and the target file (format) must be generated. 
Standard formats and languages have the advantage that their syntax and 
partly their semantics are given. Also standardized script languages, e. g., 
XSLT [30] or XQuery [29] for XML are provided. 
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4  Case Study 

On the basis of an example from the financial services sector, namely the insurance 
sector, interoperability issues of the metamodel and the access service domain are 
demonstrated. 

The example consists of three metamodels which are instances of the ADONIS 
[1] meta2 model (quality management, business process management and ERP 
introduction metamodel). These and an additional metamodel of a fixed 
metamodelling platform should be integrated into a new metamodel (Figure 3). In 
the following, the four metamodels and their integration on the metamodel level 
and model level is described. 
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Figure 3. Integration and Interoperability of four Different Metamodels 

The main part of the ERP metamodel (Figure 4 top right) consists of a process 
flow and additional process objects. The process flow generalizes the components 
event, function and the logical operators. There are two types of functions: basic 
functions and decomposition functions. Specializations of the additional objects are 
organizational unit, information system, and information object. 

The quality management metamodel (Figure 4 top left) contains four different 
model types: process overview, business process model, organizational model and 
system model. The differences of the type business process model and the process 
model in the ERP metamodel are the missing class event and the missing operator 
XOR. Therefore it contains additionally classes such as start and end. The process 
overview contains processes which could refer to other processes or to business 
model processes. Additionally, a process could reference a document. The 
organizational model consists of organisational units and actors which have a role 
and which could be referenced by an activity from the business process model. The 
system model contains system components which could be connected via data 
flows. There are two types of system components, systems and subsystems which 
could refer to another system model. The systems are referenced by input/output 
information classes. 

The business process metamodel is mainly contained in the quality 
management model, which is described above. The ERP metamodel and the fixed
metamodel are very similar. Therefore and due to a lack of space only two of the 
four different source metamodels are illustrated in Figure 4. 
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To ensure syntactical interoperability, in the target metamodel all of these 
concepts must be integrated. To enable the transformation of the existing models 
from the old platform to the new one the mapping of the classes between each 
source metamodel and the new integrated metamodel must be defined. 

Figure 4 graphically illustrates the syntactical mapping between the 
metamodels. The new integrated metamodel is shown at the bottom of Figure 4. It 
contains seven model types, the same four as the quality management metamodel 
and additional three new pool model types. The pool models summarize all 
documents, all roles and all process owners. Due to the fact that the new system 
model does not provide the class subsystem, the structure of the ERP models has to 
be flattened implying a loss of information. Also for each ERP model a process 
start and an end must be newly created to match the syntax of the integrated 
metamodel. The events in the ERP models have to be eliminated and the logical 
operator XOR must be converted into a decision. Moreover, many classes have to 
be renamed, for example function in activity and decomposition function in sub 
process as shown in Figure 4.  
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Figure 4. Integration of Metamodels 

To physically transform the models to fit to the new integrated metamodel the 
interoperability problems concerning the access service domain must be solved. In 
our case the models of three source metamodels are described with the same 
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format, the ADONIS XML format. The additional models of the fixed metamodel 
environment are also described in XML but in a different structure. Thus, first the 
models which are described differently must be converted into the structure of 
ADONIS XML format. This transformation could be done by the means of an 
XSLT script which does this conversion. After that all model files exist in the same 
structure. Now a transformation tool is needed to automatically transform the 
models to fit to the new integrated metamodel. For this purpose the BOC Model 
Transformer (BMT) [10, 15] has been used. It is a tool that supports the 
transformation of models between different modelling languages within ADONIS. 
Different kinds of navigations, rules, functions, conditions and definitions make it 
possible to specify a rule file which contains the semantical mappings for the 
transformation of the models between each source metamodel and the new 
integrated metamodel. Furthermore the BMT supports the creation of graphical 
information for new objects, for example the start and end classes. Also the 
interdependencies within and between the models are preserved and newly derived 
dependencies may be created automatically. After the transformation of all models 
they comply to the integrated metamodel and could be imported into the new 
metamodel which has been configured in ADONIS. 

5  Related Work 

Due to the fact that this work provides an overview of existing problems regarding 
interoperability issues in metamodelling platforms, the following related work 
concentrates on technology and approaches in the metamodelling domain. 

ADONIS is a meta business process management tool [1]. It offers a three-step 
modelling hierarchy with a rich meta2 model. Meta models can be customized as 
instances of the meta2 model. Mechanisms such as "simulation" or "analysis" are 
defined on the meta2 model level and can be redefined on the metamodel level. The 
scripting language AdoScript provides mechanisms to define specific behaviour 
and functionalities. 

MetaEdit+ offers also a three-step modelling hierarchy [13]. The meta2 model 
forms the "GOPRR" model, offering the basic concepts "Graph", "Object", 
"Property", "Relationship" and "Role". A diagram editor, object and graph 
browsers and property dialogs support the definition of a new modelling language 
without hand coding. Furthermore MetaEdit+ includes XML import and export, an 
API for data and control access and a generic code generator. 

The OMG´s Meta Object Facility (MOF) [18], the open source Eclipse 
Modelling Framework (EMF) [26] and the Graphical Editor Framework (GEF) 
[25] are no metamodelling platforms themselves. With the MOF the OMG created 
a meta2 model standard, which provides a basis for defining modelling 
frameworks. UML [22] and the Common Warehouse Metamodel (CWM) [21] are 
examples of instantiated meta models of the MOF. Interoperability issues 
concerning the meta model and the model domain are addressed by the ongoing 
standardisation of MOF Query/Views/Transformations (QVT) [23] which should 
provide mechanisms for mappings between models and meta models. The EMF 
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which was influenced by the MOF is a shared code base for public use. Together 
with the GEF it provides a possibility to create a new modelling tool. 

The main difference between metamodelling platforms such as MetaEdit+ and  
ADONIS, and MOF or EMF is that metamodelling platforms provide the user a 
graphical environment to create new meta models, whereas with MOF and EMF 
everything must be coded. 

It is easier and faster to build new meta models within metamodelling 
platforms, but due to their implemented meta2 models the degree of freedom to 
create a specific meta model is lower than in modelling frameworks like EMF [7]. 

In [4] E-MORF - a XSLT-based transformation tool - is introduced. E-MORF 
supports the conversion between MOF and EMF. The transformation is executed 
by applying the XSLT to XMI which is supported by MOF and EMF. Beside the 
mapping concept where all fragments of both meta2 models are related also the 
mapping problems for example “non-corresponding fragments” and “ame 
mangling” are described. 

The XMF (eXecutable Metamodelling Facility) [3] created by Xactium is a 
metamodelling facility that fully supports language definition. At the heart of XMF 
is XCore, the metamodel of XMF, which is comparable to the MOF model. To 
support mappings between models two further languages are defined, namely 
XMap, which is a unidirectional pattern based mapping language, and XSync, 
which is a bidirectional synchronisation language. 

6  Conclusion 

Metamodelling platforms are getting more and more a kind of base technology [6]. 
Additionally, domain specific languages, model transformation approaches, and 
lifecycle management within large model bases are active research issues. The 
interoperability of metamodelling platforms becomes a crucial aspect in managing 
corporations' knowledge assets. This paper presented an overview of 
interoperability issues according to conceptual domains in metamodelling platform 
architectures. Some of these aspects were illustrated by a case study from the 
insurance sector. The issues overview can serve as a starting point to stimulate 
further research on interoperability problems in the metamodelling platform 
domain. 

Additionally to interoperability, we see three important trends in the area of 
metamodelling platforms in the near future: 

Metamodelling gets commodity: metamodelling provides suitable 
concepts for flexible and interoperable solutions for modelling platforms. 
Furthermore, metamodelling concepts spread more and more into other 
domains, such as MOF, UML 2.0, and product-line software 
development. We expect that metamodelling will also get more attention 
in domains such as Workflow Management, IT Architecture Management, 
and Knowledge Management. With this evolution in mind, challenging 
interoperability issues will have to be solved. 
Integration of business-oriented and IT-oriented methodologies: we see 
strong demands integrating approaches such as Strategy Management, 
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Process Management and IT Management into single, integrated methods. 
A promising approach is MOF and MDA. Nevertheless, their focus 
currently concentrates on system development. Upper-level models such 
as business specifications and computation independent models (CIM) are 
not well represented until now. More research dealing with semantic 
transformations is needed. 
Method Integration and Knowledge Management: our society is regarded 
as  “knowledge society”. Methods represent experts knowledge, how to 
do and process things in a certain way. As a future research domain we 
see the investigation of interdependencies of knowledge management and 
method engineering and corresponding issues in integrating both. 
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Summary. In a web environment, graphical specifications of service collaborations which
focus on the protocols of collaborating services are especially important, in order to attain
the desired properties of interoperability and loose coupling. Different to modelling of generic
software component collaborations, additional requirements must be considered, including se-
curity and transaction aspects, and the characteristics of specific target technologies such as
ebXML and BPEL. This paper describes a UML-based approach for platform independent
modelling web service collaboration protocols, which takes into account the specific require-
ments, and supports mappings to relevant target technologies.

1 Introduction

Web services are being used for the coordination of communicating processes, e.g.,
in the automation of business collaborations such as the standard airline ticketing
example. Specification of such collaborations in a manner that facilitates interoper-
ability and loose coupling is provided by a so-called collaboration protocol, which
provides a global public view on multiple cooperating web services. Collaboration
protocols, also called choreographies [15] or conversation policies [8], can be spec-
ified using languages like ebXML Business Process Specification Schema (BPSS)
[13] and Web Services Choreography Description Language (WS-CDL) [15].

Related to collaboration protocols are interface specification and implementation
of a web service. An interface describes the public aspects of a web service, including
both its provided and required operations as well as its observable behavior. The
behavioral aspect of an interface is also called choreography [5, 14], orchestration
[5], and abstract process [1]. Web service interfaces are specified using languages
like WSDL, BPEL, and WSCI. An implementation (also called executable process
[1]) is the private aspect of a web service, specified by a language such as BPEL,
Java, etc.

Using current Web Services languages, i.e., BPEL and WSDL for the specifi-
cation of web service collaborations brings up three problems: (1) the languages
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are XML-based, lacking a standardized graphical representation, which would ease
modelling and understanding of collaboration protocols, (2) there is no support for
collaboration protocols but only for individual interfaces, leading to potential con-
sistency problems [4], and (3) the level of abstraction is too low for conveniently
expressing transactions, as specifically useful in business collaborations [3].

Although there are approaches addressing these problems, no complete solution
has been found yet. There is a UML profile for BPEL [7] addressing problem (1).
WS-CDL complements BPEL by addressing problem (2) but does not provide a
graphical representation. BPSS addresses (3) and there is also a UML representa-
tion for BPSS [11] addressing (2), however, these approaches does not support Web
Service specification languages and lack flexible specification of intra-transactional
interactions. One of the origins of BPSS, the UN/CEFACT Modeling Methodology
(UMM) addresses (1-3) but it is limited to the domain of business collaborations and
not supporting the specifics of Web Service technology.

Our approach to cope with the identified problems is a UML-based modelling
technique that supports platform independent modelling of web service collaboration
protocols and that is closely aligned with BPEL and BPSS concepts. In particular, the
semantics of UML 2 are refined for applying it to collaboration protocol modelling.
This way, no new language and notation need to be invented and problems (1-2)
are addressed. Furthermore, different levels of abstraction are supported, thereby
supporting both top-down and bottom-up development and addressing problem (3).

In the next section, an overview of our proposed modelling technique is pre-
sented. The used UML diagrams and specific semantics are elaborated in sections
3–5. A brief comparison of our approach to related work is given in Section 6. The
paper concludes with the open issues that need to be resolved to make the whole
approach operational.

2 The Big Picture

The main idea of our approach is to explore UML’s existing modelling concepts
for collaboration protocol modelling. Therefore, we attempt to identify modelling
concepts in UML that are similar to those of the target technologies. Since in many
cases no direct equivalence can be found, we first define a platform independent
modelling technique, and in a second step define a mapping to specific platforms.

We identify the main specification concepts of the target technologies based on
a previously conducted comparison [3]. In that comparison, the layered architecture
of the eCo framework [6] was used as basis for comparison, including the layers
information items, documents, interactions, and services.

• The concepts dealt with in the information items and documents layer are the
data structures of documents being exchanged among the participants of a col-
laboration. Re-usable data structures are of particular interest here.

• In the interaction layer, the main concept is the message sent from one participant
to another, conveying documents. A meaningful interaction is formed by one or
more message exchanges.
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• The service layer considers transactions among participants, and the composition
of transactions to build up complex services.

• Furthermore, the business and market layers, which were not used in [3] but
will be in this paper, consider different types of participants based on the set of
services they provide to and require from related participants.

The realization of these layers and concepts in the target technologies, i.e., ebXML
and WSDL/BPEL, has been discussed in [3]. For the creation of an UML-based PIM,
we need to find modelling concepts that are suitable to both target technologies and
that are supported by UML.

UML provides a range of diagrams that cover the concepts in the above named
layers. We propose the use of five kinds of UML models as shown in Fig. 1. The mod-
els are arranged in a layered architecture which - due to the idiosyncracies of UML -
is different from the eCo one. The different levels are interrelated by refinement and
usage relationships, meaning that elements specified in one level are refined at lower
levels, and conversely, specification elements can be re-used at upper levels. Thus
both top-down and bottom-up development is supported.
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Fig. 1. Abstraction levels and kinds of models

The collaboration level roughly corresponds to eCo’s business and market lay-
ers. It is concerned with participants and their collaboration and communication re-
lationships, thus providing an overview of a collaboration. This is expressed in the
collaboration model, a UML collaboration diagram.

The transaction level corresponds to the services layer of eCo and considers
transactions and transactional processes, each transaction being performed by a set
of participants in collaboration. This level abstracts from the distribution of state
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and control in a collaboration to provide a convenient high-level model. Two kinds
of models are proposed in this level. The activity model, a UML activity diagram,
defines transactional processes, which refine collaborations as defined in the collab-
oration level. The object model uses class diagrams and protocol state machines to
define the attributes and states of objects that are used as pre- and post-conditions of
transactions.

The interaction level covers the eCo interactions, documents, and information
items layers. It specifies the messages actually exchanged among participants, thus
being at a low level of abstraction. Again two kinds of models are proposed. The
interaction model, a UML interaction diagram, defines the details of a transaction
in terms of message exchanges among the participants, thus refining the individual
transactions of the activity model. The message content model is a class diagram
defining the content of messages.

The following sections discuss how UML is employed to realize the models in-
troduced above, i.e., how a subset of UML 2 is used and what the specific interpre-
tation of the employed UML concepts is.

3 Collaboration Level

UML collaboration diagrams have been chosen for modelling of the business and
market layers, because they can express the roles of participants interacting within
an overall collaboration. Furthermore, behavior models that refine a collaboration
model are always a specification of behavior emerging from the behavior of the indi-
vidual participants [12], as opposed to specification of executable behavior which is
based on a centralized control. Naturally, collaboration protocols are a specification
of emergent behavior.
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Fig. 2. A simple supply chain collaboration (left) and the sub-collaboration “ShipToOrder” in
detail (right)

All of the modelling concepts of UML’s collaboration diagrams are used in the
collaboration model. Of particular interest is the nesting of collaborations, supporting
the definition of composite services or of business areas.

Example 1. Fig. 2 (left) shows the “SimpleSCM” (Simple Supply Chain Manage-
ment) collaboration between two roles, client and supplier. The collaboration uses
two sub-collaborations, the specification of one of them is included in Fig. 2 (right).
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There is no behavior attached to the “SimpleSCM” collaboration, meaning that
the two sub-collaborations can be performed independent of each other. The sub-
collaboration “ShipToOrder” specifies that the two roles, “Buyer” and “Seller”, com-
municate with each other. The behavior of that collaboration will be further discussed
in Example 2.

4 Transaction Level

4.1 Activity Model

The activity model specifies the behavior of a collaboration in terms of transactional
processes, using UML activity models. A UML activity is used to define a transac-
tional process, each action within that process representing a transaction performed
collaboratively by two or more participants of the overall collaboration. Each trans-
action may in turn be refined by another activity model, or by an interaction.
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Fig. 3. Activity model of the “ShipToOrder” collaboration

The input and output parameters of an action define its pre- and post-conditions
in terms of collaborative objects (cf. Section 4.2) consumed and produced by the
action, respectively. In UML, object nodes are used to define the input and output
parameters. Like actions, also object nodes must be assigned to at least two partici-
pants, meaning that the pre- and post-conditions apply to those participants.

We emphasize that - opposite to the usual interpretation of activity diagrams -
a collaboration activity does not prescribe centralized control. Rather, it represents
emergent behavior of all the participants, i.e., each of the participants must behave
such that the resulting behavior of the overall collaboration corresponds to the de-
fined collaboration activity. To ensure that a collaboration protocol can be realized
without central control, certain restrictions must be met. In particular, a control flow
can only be modelled between actions which share at least one participant, other-
wise no one of the participants of the succeeding action would have knowledge about
when to start. Similarly for object flows. An object flow is only allowed if the target
object node is assigned to a subset of the participants that the source object node is
assigned to, ensuring that the pre-condition represented by the target object node is
known to the participant who is obliged to it.
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As an extension to standard UML, we introduce the key constraint which speci-
fies for an object node that some of the attributes of the objects contained in the node
must be unique among all concurrent instances of the activity. In other words, the key
attributes must unambiguously identify the activity instance. This is corresponding
to BPELs concept of correlation set. Since key constraints are not natively supported
by UML, the proprietary notation “{key: field1, field2, ...}” is introduced.

Example 2. The activity shown in Fig. 3 defines the behavior of the “ShipToOrder”
collaboration. It comprises the “CreateOrder” action which, in case of success, is
followed either by “ShipGoods” or “CancelOrder”, based on a non-deterministic
choice. Object nodes are used to define pre- and post-conditions on the actions, in
particular, state constraints and a key constraint.

An activity may be used to specify the behavior of a collaboration. If the collabo-
ration is used as a top-level collaboration, its activity must not have input and output
parameters (e.g., as in Fig. 3). Furthermore, if the collaboration is composed of sub-
collaborations, the composite collaboration’s activity must include (i.e., invoke) its
constituent collaborations’ activities.

4.2 Object Model

The object model specifies the objects (i.e., both data structure and their behavior)
that the collaborative transactions operate on. These objects represent the knowl-
edge common to some or all participants of the collaboration. Note that objects are
different from messages. Messages specify the data exchanged among participants,
whereas objects specify requirements on the participants’ data resources. In many
cases, messages represent updates to the objects. Note that this kind of model has
not been considered in eCo nor in ebXML or BPEL, but naturally arises by our pro-
posed way of using UML.
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Fig. 4. A data structure used in the collaboration (left) and its permissible behavior (right)

For the purpose of collaboration protocol modelling, only those attributes and
states are necessary which are needed for defining the coordination logic, including
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control flow and data flow constraints. If no decision conditions and no constraints
on data are needed, the collaboration object model can be omitted.

Since the collaboration object model must not prescribe the objects used by the
participants internally, only interfaces and protocol state machines are used, depicted
in a class diagram and state machine diagrams respectively. An interface specifies the
structure of collaboration-relevant data, whereas a protocol state machine specifies
the states and permissible state transition of such an interface. The states are used
as pre- and post-conditions of transaction specifications, and the transitions are used
for consistency checks with the use of objects in activity models. Therefore neither
triggering events nor transition conditions need to be specified formally.

Example 3. Fig. 4 (left) shows a class diagram for the data relevant to the “Ship-
ToOrder” collaboration. The specification of the permissible states of an “Order” is
shown in the protocol state machine in Fig. 4 (right). Note that transition events are
modelled only informally, transition conditions are modelled not at all.

5 Interaction Level

5.1 Interaction Model

The interaction model specifies the interactions among the participants of a transac-
tion in terms of asynchronous message exchanges. The behavior of individual par-
ticipants is considered, i.e., the notion of a shared state is no longer maintained, but
rather different states of the participants and the means of synchronization and coor-
dination need to be defined. Interaction models are intended to be used at a low level
of granularity and complexity with request/response as minimal interaction patterns.
They refine actions or collaborations. If an interaction model is used to refine an
individual action, its parameters must be compatible.

Interaction models must specify how participants achieve a common outcome
of the transaction, i.e., at the end of an interaction the participants must know the
common outcome in terms of the interaction’s output data and the transaction’s state.
For reasons of loose coupling, the tasks performed by the participants are out of
scope of a collaboration model. It is only the overall transaction which represents a
common/synchronous task.

The contents of individual messages are interrelated by means of data flow con-
straints rather that operation input/output. In particular, a deterministic data flow
constraint defines equality of attributes in different messages or parameters. They
are required for key constraints and for specification of post-conditions (see below).
To ensure realizability of the collaboration protocol, data flow constraints must be
defined based solely on interaction parameters and message arguments, such that
both sender and receiver of the involved messages are able to observe the constraint
variables.

Similar to the activity model, also the interaction model is extended with the
key constraint which specifies, for a message, that some of the message’s arguments
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Fig. 5. Interaction refining the “CreateOrder” action

must be unique among all concurrent instances of the interaction. In other words, the
message must unambiguously identify the interaction instance based on the specified
key. Sender and recipient (lifelines) may also be used as key components.

The relationship between messages in the interaction model and objects in the
activity model is established by means of post-conditions. A post-condition specifies
the outcome of the interaction in terms of data flow constraints on its output para-
meters. The post-condition constraints must be observable by all participants who
are assigned to the respective output parameter, and the resulting value of all output
parameters must be defined.

Example 4. The interaction depicted in Fig. 5 corresponds to a BPSS interaction pat-
tern. It comprises a request and a response message, and accompanying acknowl-
edgement signal messages. Positive acknowledgement messages are a pre-requisite
for the interaction to proceed successfully. The data flow constraints shown on the
right correlate the “orderId” attributes of the “OrderRequest” and “OrderResponse”
messages, and, conditionally, the “isPositive” attributes of the “OrderResponse” and
“rReceipt” messages. The post-condition defines the state and value of the output
parameter. In particular, the “order” is in state “accepted” only if “rReceipt” was
positive, otherwise it is in state “denied”.

Within specific domains transactions will often be defined based on generic inter-
action patterns such as the one used in Example 4. Such generic interaction patterns
can be supported by means of interaction templates having template parameters for
specification of participants, message types, and timing constraints.



Towards Using UML 2 for Modelling Web Service Collaboration Protocols 235

5.2 Message Content Model

The message content model specifies the requirements on message contents. The
message model can be specified either completely or in an abstract way. A complete
message model defines the message contents unambiguously, i.e., all exchanged doc-
uments are specified. Conversely, an abstract message model specifies only the mini-
mal requirements, as needed for the collaboration specification. An abstract message
model facilitates re-use of variants of complete message models, e.g., different busi-
ness document standards could be supported.
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Fig. 6. Abstract messages used by the “CreateOrder” interaction

The concepts used in the message model are interfaces and classes. Interfaces
are used to specify an abstract message model, whereas classes are used to specify
complete message models. For specifying XML-related characteristics of message
contents, an appropriate UML profile has to be used [2].

Example 5. The example in Fig. 6 shows an abstract message model for the messages
in the “ShipToOrder” collaboration. The messages are based on generic ebXML mes-
sages “SignalMessage” and “ActionMessage”.

6 Related Work

Several approaches to graphically modelling collaboration protocols exist, related to
BPSS and based on UML. Considering the web services area, most research deals
with modelling of interfaces and implementation of individual web services rather
than with collaboration protocols.

Kim [11] takes an approach very similar to ours in that he investigates how UML
(version 1.x) diagrams can be used to graphically specify collaboration protocols
with an automatic mapping to BPSS. His solution covers the transaction level and
the interaction level. At the transaction level, activity diagrams are used. Further-
more, sequence diagrams are used also at the transaction level, with synchronous
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messages used to represent transactions. This way, behavior of multi-party collabo-
ration protocols is modelled. At the interaction level, both interaction diagrams and
class diagrams are used. The major difference of our approach is that we support data
flow constraints, both at the interaction level and at the transaction level. Further-
more, our approach is not bound to the limitations imposed by BPSS and is therefore
more expressive regarding possible interaction patterns and collaboration processes.

UMM [10] provides not only a rich set of UML-based modelling concepts for
B2B collaboration protocols, but also methodological guidance ranging from re-
quirements elicitation to implementation design. UMM has provided the conceptual
foundation of BPSS, and since then it was further improved. In particular, it now sup-
ports so-called business entities, i.e., business domain objects which are modelled in
terms of class diagrams and state diagrams. Furthermore, a business collaboration
protocol (the equivalent to a BPSS binary collaboration protocol) can use business
entities to define pre- and post-conditions of business transactions. Business entities
and their use in business collaboration protocols are very similar to our object model
and its use in the activity model. The difference is that business entities capture busi-
ness semantics, whereas our object model is defined in technical terms. In particular,
our object model is formally connected to the messages exchanged in the interaction
level, thereby creating an aggregated form of data flow constraint, which is not the
case with business entities. As a result, our approach can be directly mapped to the
implementation level, which is not the case with UMM.

There exists also a mapping from a subset of UMM to BPEL [9]. It supports the
UMM/BPSS interaction patterns, as well as the control flow of business collaboration
protocols. In comparison to our approach, that mapping is elaborated in full detail.
It considers, however, only a subset of the concepts defined in our models. Difficult
mapping problems, e.g., non-deterministic choice, or mapping of failure handling,
are still open issues.

The approach described in [8, 4] is not restricted to the business domain but
supports web service collaboration protocols in general. Collaboration protocols are
specified in terms of a state machine, with states representing the global state of
the collaboration, and state transitions representing messages exchanged among its
participants. A strong point of this work is that it supports formal verification of con-
sistency between global behavior, i.e., the collaboration protocol, and local behavior
of participants, i.e., the interface. In contrast to our approach, only the interaction
level is considered, no notion of transaction is provided. Furthermore, it is a purely
conceptual model without graphical notation.

7 Summary and Outlook

We have presented a technique for modelling collaboration protocols, which seeks
to support the main concepts of both BPSS and BPEL by exploring the features of
UML 2. The modelling technique generalizes some of the key concepts of BPSS and
UMM, resulting in a language which is no longer specific to the B2B domain but
rather supports generic transactional collaboration protocols.
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However, several important issues remain open for further research:

• Specification of failures and failure handling has not yet been addressed. At the
transaction level, extensions to the activity model are required that cope with
failure handling in order to realize transactional properties of long running trans-
actions. At the interaction level, failures of the messaging system have to be con-
sidered. Without these extensions, the corresponding aspects need to be defined
at the implementation level.

• Non-functional properties such as security and transactional characteristics are
still missing. In particular, the respective requirements of BPSS are of interest.

• The mapping to the target technologies has to be elaborated in full detail, to en-
able automatic code generation. For BPSS this will be straight forward, a map-
ping to BPEL however amounts to the specification of a protocol implementation.
In addition to BPEL and BPSS, support for WS-CDL would be logical but has
not yet been considered.

• Finally, to support better integration in a software development process, it would
be interesting to consider the relationship of collaboration protocol models to
models of web service interfaces and deployments.
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Summary. Enterprise architecture is concerned with a description of all the relevant elements
that make up an enterprise and how these elements inter-relate. It covers aspects ranging from
the technical infrastructure, through software applications, to business processes and products.
The relations between these layers play a central role. Also from a quantitative analysis per-
spective, the layers are interrelated: the higher layers impose a workload on the lower layers,
while the performance characteristics of the lower layers directly influence the performance of
the higher layers. This paper presents an approach for quantitative analysis of layered, service-
based enterprise architecture models, which consists of two phases: a ‘top-down’ propagation
of workload parameters, and a ‘bottom-up’ propagation of performance or cost measures.
By means of an example we demonstrate the application of the approach, and show that a
seamless integration with other performance analysis methods (e.g., queueing analysis) can
be achieved.

1 Introduction

An enterprise can be viewed as a complex ‘system’ consisting of multiple domains
that influence each other. Architectures are used to describe components, their rela-
tions and underlying design principles of a system [9]. Constructing architectures for
an enterprise may help to, among others, increase the insight and overview required
to successfully align the business and ICT. Although the value of architecture has
been recognised by many organisations, mostly architectures for various organisa-
tional domains, such as business processes, applications, information and technical
infrastructure, are developed in isolation. The relations between these architectures
often remain unspecified.

Enterprise architecture is a discipline that focuses on making these relations ex-
plicit. Models play an important role in all approaches to enterprise architecture.
However, currently they strongly focus on functional aspects.

In contrast to detailed design models within domains, the quantitative aspects of
such enterprise architecture models have hardly received any attention in literature.
Nevertheless, quantitative properties are also important at the enterprise architecture
level. For example, “the business” imposes performance requirements on the appli-
cations and technical infrastructure, while the performance characteristics of systems
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influence the quantitative behaviour of business processes. The availability of global
performance and cost estimates in the early architectural design stages can provide
invaluable support for system design decisions, and prevent the need for expensive
redesigns at later stages.

In this paper we present an approach for quantification and performance analysis
of enterprise architectures. This approach is based on the propagation of quantita-
tive input parameters and of calculated performance measures through a service-
oriented architectural model. It complements existing detailed performance analysis
techniques (e.g., queueing analysis), which can be plugged in to provide the perfor-
mance results for the model elements.

2 State of the Art in Architecture Performance Analysis

As mentioned, enterprise architecture covers a wide range of aspects, from the tech-
nical infrastructure layer (e.g., computer hardware and networks), through software
applications running on top of the infrastructure, to business processes supported by
these applications. In each layer, quantitative analysis techniques can be applied, of-
ten requiring detailed models as input. In this section, we will only be able to give a
global impression of analysis approaches.

We also noted earlier that enterprise architecture is specifically concerned with
how the different layers interoperate. Also from a quantitative perspective there is
need for interoperability across layers: higher layers impose a workload on lower
layers, while the performance characteristics of the lower layers directly influence
the performance of the higher layers. However, techniques that cover quantitative
analysis throughout this whole ‘stack’ hardly exist.

2.1 Infrastructure Layer

Traditionally, approaches to performance evaluation of computer systems and com-
munication systems [6] have a strong focus on the infrastructure domain. Queueing
models, for example, describe the characteristics of the (hardware) resources in a
system, while the workload imposed by the applications is captured by an abstract
stochastic arrival process. Also, a lot of literature exists about performance studies
of specific hardware configurations, sometimes extended to the system software and
middleware level. Most of these approaches have in common that they are based on
detailed models and require detailed input data.

2.2 Application Layer

Performance engineering of software applications [17] is a much newer discipline
compared to the traditional techniques described above. A number of papers con-
sider performance of software architectures at a global level. Bosch and Grahn [3]
present some observations about the performance characteristics of a number of
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often-occurring architectural styles. Performance issues in the context of the SAAM
method [13] for scenario-based analysis are considered in [14].

Another direction of research address the approaches that have been proposed
to derive queuing models from a software architecture described in an architecture
description language (ADL). The method described by Spitznagel and Garlan [18]
is restricted to a number of popular architectural styles (e.g., the distributed message
passing style but not the pipe and filter style). In [5] queueing models are derived
from UML 2.0 specifications which, however, in most cases do not have an analytical
solution.

2.3 Business Layer

Several business process modelling tools provide support for quantitative analysis
through discrete-event simulation. Also, general-purpose simulation tool, e.g., Arena
or ExSpect (based on high-level Petri nets) are often used for this purpose. A draw-
back of simulation is that it requires detailed input data, and for inexperienced users it
may be difficult to use and to correctly interpret the results. Testbed Studio [2] offers,
in addition to simulation, a number of analytical methods. They include completion
time and critical path analysis of business processes [10] and queueing model analy-
sis [12]. Petri nets (and several of its variations) are fairly popular in business process
modelling, either to directly model processes or as a semantic foundation. They of-
fer possibilities for performance analysis based on simulation, but they also allow
for analytical solutions (which are, however, fairly computation-intensive). Business
process analysis with stochastic Petri nets is the subject of, among others, [15].

3 The ArchiMate Enterprise Modelling Language

Enterprise architecture refers to a consistent whole of principles, methods and mod-
els that are used in the design and realisation of organisational structure, business
processes, information systems, and infrastructure. However, these domains are not
approached in an integrated way, which makes it difficult to judge the effects of
proposed changes. Every domain speaks its own language, draws its own models,
and uses its own techniques and tools. Communication and decision making across
domains is therefore seriously impaired.

In contrast to languages for models within a domain (e.g., the Unified Modelling
Language, UML [16] for modelling applications and the technical infrastructure, or
the Business Process Modelling Notation BPMN [4] for modelling business pro-
cesses), a language for enterprise architecture should describe the elements of an
enterprise at a relatively high level of abstraction, and should pay particular attention
to the relations between these elements.

Following the principle of cross-domain integration, the ArchiMate project [1]
concentrates on modelling, visualisation and analysis of architectures, providing ar-
chitects with concepts, techniques and tools for architectural design. Central in this is
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a language for various architectural domains and their relations. As the analysis tech-
nique we present was designed for ArchiMate models, we will first briefly introduce
this modelling language.

As the basis for our analysis approach, we use a simplified version of the Archi-
Mate enterprise modelling language. Figure 1 shows an informal representation of
the metamodel of this language with the main concepts and the relations that they
may have. They cover the business layer of an enterprise (e.g., the organisational
structure and business processes), the application layer (e.g., application compo-
nents) and the technical infrastructure layer (e.g., devices and networks), as well
as relation betweens the layers. The language considers the structural, behavioural
and informational aspects within each layer. For a description of the full language,
we refer to [11].

In order to allow for the quantitative analysis of models expressed in this lan-
guage, attributes are added to quantify some of the concepts and relations. There can
be attributes for both input parameters and analysis results, although the distinction
may not always be sharp: the result of one analysis phase may be the input of a later
analysis phase. In our approach we identify the specific quantitative attributes that
we use for ArchiMate models.

4 Viewpoints on Architecture Performance

Architectures can be described from different viewpoints, which result in different
views on architectural models [9]. These views are aimed at different stakeholders
that have an interest in the modelled system. Also for the performance aspects of a
system, a number of viewpoints can be discerned, resulting in different (but related)
performance measures:

• User/customer view (stakeholders: customer; user of an application/system): re-
sponse time, the time between issuing a request and receiving the result; the re-
sponse time is the sum of the processing time and waiting times (synchronisation
losses).

• Process view (stakeholders: process owner; operational manager): completion
time, the time required to complete one instance of a process (possibly involving
multiple customers, orders, products etc., as opposed to the response time, which
is defined as the time to complete one request).

• Product view (stakeholders: product manager; operational manager): processing
time, the amount of time that actual work is performed on the realisation of a
certain product or result: the response time without waiting times. This can be
orders of magnitude lower than the response time.

• System view (stakeholders: system owner; system manager): throughput, the
number of transactions/requests that are completed per time unit.

• Resource view (stakeholder: resource manager; capacity planner): utilisation,
the percentage of the operational time that a resource is busy. On the one hand,
the utilisation is a measure for the effectiveness with which a resource is used. On
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the other hand, a high utilisation can be an indication of the fact that the resource
is a potential bottleneck.

This is a refinement of the views mentioned in, e.g.,, [7], which only discerns a user
view and a system view. Figure 2 summarises the views on performance.
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Fig. 1. The ArchiMate metamodel
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4.1 Integration of Models and Analysis Results

As indicated in [11], one of the aims of the ArchiMate language is to provide a way
to integrate detailed design models expressed in languages such as BPMN [4] for
the business layer or UML [16] for the application and infrastructure layers. The
ArchiMate model shows the global structure within each domain and the relations
between the domains, and contains references to the design models for the details.
Language and model integration also forms the basis of tool integration, as described
in [20]. Since some modelling tools aimed at a specific domain also offer quantitative
analysis capabilities, we ultimately also aim for the integration of quantitative results:
in that case, the detailed analysis results are the input for quantitative analysis at
the enterprise architecture level. A prerequisite for this is the compositionality of
analysis results.
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5 Analysis of Enterprise Architecture Models

In this section we present our approach for the quantitative analysis of service-
oriented models expressed in the ArchiMate language.

5.1 Model Structure

The metamodel of Figure 1 shows that an architecture model displays a regular struc-
ture, which may be viewed as a hierarchy of “layers”. We can distinguish layers of
two types: service layers and realisation layers. A service layer exposes external
functionality that can be used by other layers, while a realisation layer models the
implementation of services. Thus, we separate the externally observable behaviour
(expressed as services) from the complex internal organisation (contained within the
realisation layers). Figure 6 shows an example of a layered view of an ArchiMate
model. Looking at the horizontal structure of the metamodel, we notice that real-
isation layers basically contain three types of elements. They might model some
pieces of internal behaviour (expressed as processes, functions or system software).
Further, each behaviour element can access objects, and is assigned to exactly one
resource (see Figure 3).

Analysis is possible by propagating quantities through the layers. A natural op-
tion for this is to first consider workload measures that are imposed as a “demand”
to the model elements from the layers that contain the users of the system (e.g., cus-
tomers). These quantities propagate to the deeper layers of the architecture, yielding
the demands of each of the model elements. Once the workloads have been deter-
mined, we determine the effort these workloads require from the resources and the
behaviour elements. This can be expressed in terms of, e.g., performance measures
(e.g., utilisations for resources, processing and response times for behaviour ele-
ments) or costs. From the ‘deepest’ layers of the models, these measures propagate
to the higher layers. In summary, our analysis approach consists of the following
two phases (see Figure 4): a top-down calculation and propagation of the workloads
imposed by the top layer; this provides input for a bottom-up calculation and propa-
gation of performance measures. In the rest of this section we will show how these
phases of analysis can be realised in a systematic manner.

5.2 Quantitative Input

One of the most difficult tasks related to quantitative analysis is to obtain reliable
input data. There are several possible sources for this data. For existing systems,
measurement is one of the most reliable methods, although it is not easy to do this
in a correct way: e.g., it should be clearly defined what exactly is to be measured,
the number of measurements must be sufficient and the measurements must be taken
under various circumstances that may occur in practice. If the system or organisation
is still to be developed, measurement is no option. Possible alternatives are then the
use of documentation of components to be used, or to use estimates (e.g. based on
comparable architectures). However, it often is very difficult to correctly interpret
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available numerical data, and to evaluate the reliability of the available data. We
assume that the following input is provided for analysis (see Figure 3):

• For any ’used by’ and ’access’ relation e a weight ne, representing the average
number of uses/accesses. For any ’realisation’ and ’assignment’ relation, we set
ne = 1: they represent a 1-to-1 mappings of a behaviour element to a service and
to a resource, respectively.

• For any behaviour element a, a service time Sa representing the time spent in-
ternally for the realisation of a service (excluding the time spent waiting for sup-
porting services). Since a service represents the externally observable behaviour
of a behaviour element a, we may assume that it inherits the service time from the
behaviour element that realises it. Therefore, we leave the choice of specifying
this input value for either one of these nodes.

• For any resource r a capacity Cr. By default Cr = 1.
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• For any node a, an arrival frequency fa. Typically, arrival frequencies are spec-
ified in the top layer of a model, although we do allow for the specification of
arrival frequencies for any node in the model.

5.3 Quantitative Results

The goal of our approach is to determine the following performance measures (see
Figure 3):

• the workload (arrival rate) λa for each node a. (Provided that no resources are
overloaded, the throughput for each node is equal to its arrival rate.)

• the processing time Ta and the response time Ra, for each behaviour element or
service a

• the utilisation Ur, for each resource r.

5.4 Analysis

To derive performance measures, given the inputs, we proceed in three steps.

Step 1: Model normalisation.

Typical ArchiMate models do often not display the regular structure ArchiMate
metamodel. This is due to the fact abstraction rules may be used to create simpli-
fied views on the architecture. These abstractions have a formal basis in an operator
that has been derived for the composition of relations (see [19] for the details). For
instance, a ‘realisation’ relation with a consecutive used by’ relation may be replaced
by a new ‘used by’ relation that short-circuits a service.

The first step in our approach is a model transformation, deriving a normalised
version of the input model which conforms to the structure described in Figure 3.
Since some concepts and relations are irrelevant for our approach, normalisation
starts with eliminating them from the model. Then the model will be subjected to a
series of transformations steps, an example of which is given in Figure 5. There is
a limited set of transformation rules, eventually resulting in the normalised model.
Because model normalisation is not the primary focus of this paper, we omit a formal
description of the normalisation algorithm.

The following two steps will be applied to the normalised model.

Step 2: Top-down workload calculation.

For a normalised model, we can calculate the arrival rate for any node a with the
following recursive expression:

λa = fa +
d+

a∑

i=1

na,kiλki , (1)
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where d+
a denotes the out-degree of node a and k i is a child of a. In other words, the

arrival rate for a node is determined by adding the requests from higher layers to the
local arrival frequency fa.

Step 3: Bottom-up performance calculation.

Once the workloads on the various model components have been calculated, we can
proceed with the bottom-up calculation of the performance measures. The approach
is similar to the top-down approach. We focus here on the bottom-up propagation of
performance measures. The following recursive expressions apply:

• The utilisation of any resource r is Ur = 1
Cr

dr∑
i=1

λkiTki , where dr is the number

of internal behaviour elements ki to which the resource is assigned.
• The processing time and response time of a service a coincide with these mea-

sures for the internal behaviour element realising it, i.e.: Ta = Tk and Ra = Rk,
where (k, a) is the realisation relation with a as end point. (The service merely
exposes the functionality of the internal behaviour element to the environment:
there is no additional time consumption).

• The processing time and response time of an internal behaviour element a is
computed using the following recursive formulas:

Ta = Sa +
d−

a∑

i=1

nki,aRki Ra = F (a, ra) (2)

where d−
a denotes the in-degree of node a, ki is a parent of a and ra is the

resource assigned to a and F is the response time expressed as a function of
attributes of a and ra.

For example, if we assume that the node can be modelled as an M/M/1 queue [6],
this function is F (a, ra) = Ta/(1−Ura). We can replace this by another equation in
case other assumptions apply: e.g., the Pollaczek-Khinchine formula for an M/G/1 if
Ta has a non-exponential distribution.

In most cases, this will lead to approximate results because the queueing net-
works are not separable [6]. At the enterprise architecture level, where we are gen-
erally interested in global performance estimates, we expect such approximations to
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be good enough. In case more precise results would be required, instead of simple
queueing formulas, more detailed techniques such as simulation can be applied in
combination with our approach.

6 Example

In this section we give an example to illustrate the analysis approach. Consider an
insurance company using a document management system for the storage of damage
reports. We assume that the document management system is a centralised system,
used by multiple offices throughout the country, which means that it is quite heavily
used. We show how performance measures of this system can be derived using a
model of the architecture of the system (see Figure 6). This model covers the whole
stack from business processes and actors, through applications, to the technical in-
frastructure.

There are three applications offering services that are used directly by the busi-
ness actors. The Administrator can search in the metadata database, resulting in a
short descriptions of the reports that meet the query and view reports that are re-
turned by a search. The report scanning application is used to scan, digitise and
store damage reports (in PDF-format).

In addition to the two applications that are used directly by the end-user, there
are two supporting application components: a database access component, providing
access to the metadata database, and a document management component, providing
access to the document base. Finally, the model shows the physical devices of which
the database access and document management components make use. They use file
access services provided by these devices.

In the model we also specify the analysis inputs. On the ‘used by’ relations, we
specify workloads, in terms of the average number of uses n of the corresponding
service. For the business processes, an arrival frequency f is specified. Finally, for
services we may specify a service time S. We now proceed to analyse this model,
using the three steps described in the previous section.

Step 1: Model normalisation.

We first derive a normalised model that is compliant with the modelling rules de-
scribed in Figure 3. Figure 7 shows the normalised version of the model in Figure 6.
The input parameters for the workload on the ‘used by’ relations are the same as in
the original model. The service times are now transferred also to the inserted internal
behaviour elements.

Step 2: Top-down workload analysis.

Figure 8 shows the workload for the services s in the model, in terms of the arrival
rates λs. The arrival rates depend on the frequencies of the customer input requests
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and the cardinalities n of the ‘used by’ relations. The table also shows the scaled
arrival rates expressed in arrivals/second (assuming that systems are operational eight
hours per day).

Step 3: Bottom-up performance analysis.

Figure 8 shows the performance results for the example, i.e., the processing and
response times for the services and the utilisations for the resources at the application
and infrastructure layer.

The results show that queueing times from the lower layers accumulate in the
higher layers, resulting in response times that are orders of magnitude greater than
the local service times. E.g., the ‘view’ component of the ‘claim handling support’
application has a utilisation of over 84%, which results in a response time of the
‘view damage report’ application service of almost 3 minutes.

Using our approach, it is easy to study the effect of input parameter changes on
the performance. For example, the graph in Figure 8 shows how the response time
of the View component depends on the arrival frequency associated with the Admin-
istrator (assuming a fixed arrival frequency for the Damage expert). The maximum
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arrival frequency, which results in a utilisation of the View component of 100%, is
651 arrivals per day. In the design stage these results may help us to decide, e.g., if
an extra View component is needed.

Resource (r) Service (s) λs Ts Rs Ua

(sec−1) (sec) (sec) (%)
Doc. srv. doc. acc. 0.0382 6.0 7.8 22.9
DB srv. data acc. 0.0278 0.2 0.2 0.6
Doc.mgt. sys. retr. doc. 0.0313 12.8 25.0 48.8
Doc.mgt. sys. store doc. 0.0069 12.8 25.0 48.8
DB syst. DB query 0.0278 0.7 0.7 1.9
DB syst. DB entry 0.0069 0.7 0.7 1.9
Search comp. search rep. 0.0278 1.2 1.2 2.5
View comp. view rep. 0.0313 27.0 174.0 84.3
Rep. scanning store rep. 0.0069 33.7 44.0 23.4
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Fig. 8. Workloads and performance results

7 Conclusions and Future Work

Although the importance of enterprise architecture modelling has been recognised,
hardly any attention has been paid to the analysis of their quantitative properties.
Most existing approaches to performance evaluation focus on detailed models within
a specific domain. In this paper we demonstrated the applicability of quantitative
modelling and analysis techniques for the effective evaluation of design choices at
the enterprise architectures level. We discerned a number of architecture viewpoints
with corresponding performance measures, which can be used as criteria for the op-
timisation or comparison of such designs.

We introduced a new approach for the propagation of workload and performance
measures through an enterprise architecture model. This can be used as an analysis
framework where existing methods for detailed performance analysis, based on, e.g.,
queueing models, Petri nets or simulation, can be plugged in. The presented example
illustrates the use of our top-down and bottom-up technique to evaluate the perfor-
mance of a document management system for the storage and retrieval of damage
reports. Using a simple queueing formula for the response times, we showed that
queueing times from the lower layers of the architecture accumulate in the higher
layers, which results in response times that are orders of magnitude greater than the
local service times. A prototype has been developed for further illustration and vali-
dation of the approach.

Several improvements and extensions to the approach are conceivable. E.g., in
[8] we show that our “vertical” approach to propagate workloads and performance
measures could also be combined with “horizontal” analysis techniques to evaluate
completion times in business processes [10]. Finally, for a further integration of the
architectural design process, combining quantitative analysis with functional analy-
sis or visualisation techniques could be fruitful.



Quantitative Analysis of Enterprise Architectures 251

Acknowledgement

This paper results from the ArchiMate project [1]. The ArchiMate consortium con-
sists of ABN AMRO, Stichting Pensioenfonds ABP, the Dutch Tax and Customs
Administration, Ordina, Telematica Instituut, Centrum voor Wiskunde en Informat-
ica, Radboud Universiteit Nijmegen, and the Leiden Institute of Advanced Computer
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Summary. In this paper, we present a metamodel for supporting the mapping specification
between two metamodels. A mapping model based on this proposed metamodel defines cor-
respondences between elements from two metamodels. It can then be used to generate a trans-
formation definition, e.g. using Atlas Transformation Language (ATL). This metamodel is
based on the Eclipse Modeling Framework (EMF). A plug-in for Eclipse implements this me-
tamodel for mapping with the aim of providing a tool for supporting mapping specification
and for generating the transformation definition.

1 Introduction

Recently, the Object Management Group (OMG) has stimulated and promoted the
adoption of the Model Driven Architecture (MDATM )4 [1] approach for develo-
ping large and complex software systems. In this approach, models become the
hub of development, separating platform independent characteristics (i.e. Platform-
Independent Model - PIM) from platform dependent characteristics (i.e. Platform-
Specific Model - PSM).

The MDA approach aims to provide an architecture with which complex soft-
ware systems (such as B2B applications on the Internet) can evolve for meeting new
requirements or new technologies, business logic is protected against the changes
in technologies, and legacy systems are integrated and harmonized with new tech-
nologies. However, before that becomes a mainstream reality, several issues in MDA
approach need solutions, such as mapping, transformation [2], handling of semantic
distance between metamodels [3], bidirectional mapping [4], and so on.

In this paper, we limit our objectives to providing some insights into mapping
specification and transformation definition. We propose a metamodel for mapping
and a tool for editing mapping models based on this metamodel. Afterwards, we

∗ This work has been done in the context of the INTEROP European Network of Excellence.
4 MDATM is a trademark of the Object Management Group (OMG).
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can use this tool to generate transformation definition. Our approach is implemented
through a tool using a plug-in for Eclipse [5].

This paper is organized in the following way. Section 2 is an overview of MDA.
Section 3 presents our approach for mapping two metamodels within the context of
MDA. Section 4 shows the implementation of our proposed metamodel for mapping
through a plug-in for Eclipse. Section 5 contains conclusions and presents the future
directions of our research.

2 Overview

Some areas, such as civil and electrical engineering, have assimilated the importance
of models. In these areas, the model predates the building. Moreover, in some coun-
tries, it is impossible to start a building without its models (i.e. an electrical and
civil engineering project). Models are largely used during the building, and then for
maintenance, for modification (i.e. evolution) and for criminal investigation (such as
police investigation in the case of a building that crumbles). In fact, we have much to
learn from good practice in other areas. At times, we need to develop more the dis-
cipline of model engineering in computer science and its use in software enterprises.

For a long time, modeling languages, such as UML, were only used for docu-
menting software systems, but nowadays models become the impetus for software
development thanks to the MDA approach.

MDA is based on an architecture with four meta-layers: metametamodel, meta-
model, model and information (i.e. an implementation of its model). In this appro-
ach, everything is a model or a model element, and a high level of abstraction and
comprehension about a problem and its solution are provided.

The MDA approach has been accepted by companies, universities, governments
and organizations as a potential solution for the problem of complexity in the de-
velopment and maintenance of software systems. The period of skepticism about
MDA seems to be over. Several case studies have demonstrated some benefits of the
MDA approach, such as gain in productivity and protection against error-prone fac-
tors linked with manual programming [6]. Other possible benefits of MDA include:

• an increase in the return on investments in technology.
• a uniform approach for business models and for technologies to evolve together.
• an architecture ready for handling the problems of yesterday, today and tomor-

row; and for integrating old, current and new technologies used in software de-
velopment [7].

Several potential benefits need time to be demonstrated. However, the MDA
approach has been used with success in some projects such as the case study pre-
sented at [6].

Before reaching a stage comparable to civil and electrical engineering, the MDA
approach needs to be more developed and experimented. Recently, some initiatives
have contributed to enhancing MDA, such as some response [8] [9] to the RFP-QVT
[2] and the creation of tools for implementing the concepts around MDA [10] [11]
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[12] [13]. Among these initiatives, we call attention to the Eclipse projects based on
the concepts of MDA, such as Eclipse Modeling Framework (EMF) [10] developed
under an open source philosophy. This project provided the basis for researchers to
develop and implement their ideas and contributions on software engineering. Our
aim is to contribute to this project providing an approach for mapping specification
and transformation definition.

Fig. 1. Transformation Process in MDA

In fact, the transformation of a PIM into a PSM is a process [7]. Here, we extend
this process, separating mapping specification and transformation definition. Figure
1 depicts this transformation process. The new proposed process involves several
entities: a metametamodel (such as MOF and Ecore [10]), a source and target meta-
model (such as UML), a source and target model, a mapping model, a transformation
language model (such as a model based on the ATL [14] and YATL [15] metamodel),
and a transformation engine. Mapping model specifies correspondences between the
source and target metamodel. A transformation model is generated from a mapping
model. A transformation program is based on its transformation model. The trans-
formation is achieved by a transformation engine that executes a transformation pro-
gram. The transformation engine takes a source model, executes the transformation
program, and provides a target model as output.

In this paper, we use the term mapping as a synonym for correspondence be-
tween the elements of two metamodels, while transformation is the activity of trans-
forming a source element into a target element in conformity with the transforma-
tion definition. Following these two concepts, the mapping specification precedes the
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Fig. 2. Categories of mappings: (a)one-to-one, (b)one-to-many and (c) many-to-one

transformation definition. Figure 2 presents three categories of mapping: one-to-one,
one-to-many and many-to-one. This classification is based on the concept of similar
structure and semantics between the elements of metamodels. Two or more elements
from two metamodels present similar structure and semantics, if the target element(s)
can represent the same information contained in the source element(s).

A one-to-one mapping is characterized by one element from a target metamo-
del that may represent the similar structure and semantics of one element from a
source metamodel. A one-to-many mapping is characterized by a non-empty and
non-unitary set of elements from a target metamodel that presents similar semantics
to one element from a source metamodel. A many-to-one mapping is characterized
by an element from a target metamodel that presents similar semantics to a non-
empty and non-unitary set of elements from a source metamodel. This last mapping
is not directly implemented in some languages such as ATL, but it can be simulated
using a transformation rule that takes only one element from the source metamo-
del and determines the other elements based on the relationships between the first
element with the others.

Several research projects have studied the specification of mapping between
metamodels [16] [17] [18]. However, the ideas around mapping are not sufficiently
developed to create efficient tools to enable automatic mappings.
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3 Mapping

The creation of mapping specification and transformation definition is not an easy
task. In addition, the manual creation of mapping specification and transformation
definition is a labor-intensive and error-prone process [19]. Thus the creation of an
automatic process and tools for enabling them is an important issue. Some proposi-
tions enabling the mapping specification have been based on heuristics [18] (for iden-
tifying structural and naming similarities between models) and on machine learning
(for learning mappings) [20]. Other propositions enabling transformation definition
have been based on graph theory [21]. Mapping specification is not a new issue in
computer science. For a long time, the database domain has applied mappings be-
tween models (i.e. schema) and transformation from different conceptual models,
e.g. entity-relationship (ER), into logical or physical models (relational-tables and
SQL schema). However, these same issues have taken a new dimension with the
sprouting of MDA, because models become the basis to generate software artifacts
(including code) and in order to transform one model into another model, mapping
specification is required. So, both mapping specification and transformation defini-
tion have been recognized as important issues in MDA [7].

In this section, we present our proposition for specifying mappings (i.e. corres-
pondences between metamodels). This approach for mapping is based on a metamo-
del and implemented as a tool on Eclipse. This tool provides support for mapping,
which is a preliminary step before the creation of a transformation definition, e.g.
using Atlas Transformation Language (ATL) [14].

3.1 Foundation for Mapping

Given M1(s)/Ma, M2(s)/Mb, and CMa→Mb
/Mc, where M1 is a model of a sys-

tem s created using the metamodel Ma, M2 is a model of the same system s cre-
ated using the metamodel Mb, and CMa→Mb

is the mapping between Ma and Mb

created using the metamodel Mc, then a transformation can be defined as the func-
tion Transf(M1(s)/Ma, CMa→Mb

/Mc) → M2(s)/Mb. In this section, we aim to
detail CMa→Mb

/Mc. In general, Ma, Mb and Mc are based on the same meta-
metamodel which simplifies the mapping specification. For now, we can define
CMa→Mb

⊇ {Ma ∩ Mb}, where ∩ is a binary operator that returns the elements of
Ma and Mb which have equivalent structure and semantics.

The process of identifying and characterizing inter-relationships between meta-
models is denominated schema matching [18]. In fact, mapping describes how two
metamodels 5 are related to each other. So, schema matching results in a mapping.
According to model management algebra [22], a mapping is generated using an ope-
rator called match which takes two metamodels as input and returns a mapping be-
tween them.

The identification of inter-relationships between metamodels is generally based
on the structure of the metamodels. The structure of a metamodel is a consequence

5 In our approach, we prefer employ the term metamodel in the definition of the term map-
ping.
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of relationships between its elements. These relationships relate two metamodel ele-
ments and have some characteristics such as kind. Generally, five relationship kinds
can relate a model element to another model element [17]: Association, Contains,
Has-a, Is-a, Type-of.

These relationship kinds can be formalized as follow:

• Association: A(a, b) means a is associated with b.
• Contains: C(c, d) means container c contains d.
• Has-a: H(e, f) means e has an f .
• Is-a: I(g, h) means g is an h.
• Type-of: T (i, j) means i is a type of j.

In [17], the authors propose the five cross-kind-implications:

• if T (q, r) and I(r, s) then T (q, s).
• if I(p, q) and H(q, r) then H(p, r).
• if I(p, q) and C(q, r) then C(p, r).
• if C(p, q) and I(q, r) then C(p, r).
• if H(p, q) and I(q, r) then H(p, r).

The authors of [17] propose that two models are defined equivalents “if they are
identical after all implied relationships are added to each of them until a fix point
is reached”. Applying these relationship kinds and cross-kind-implications to meta-
models, they can also be simplified and compared between them to find equivalences
and similarities.

3.2 Eclipse Modeling Framework (EMF)

Eclipse Modeling Framework (EMF) is a modeling framework and code generation
facility for supporting the creation of tools and applications driven by models [10].
EMF represents the efforts of Eclipse Tools Project to take into account the driven
model approach. In fact, MDA and EMF are similar approaches for developing soft-
ware systems, but each one has different technologies. MDA was first designed by
OMG using MOF and UML, while EMF is based on Ecore and stimulates the cre-
ation of specific metamodels.

EMF is a framework which meets the requirements of Domain-Specific Lan-
guages (DSL) [3]. DSLs are defined by Steve Cook as “languages that instead of
being focused on a particular technological problem such as programming, data in-
terchange or configuration, are designed so that they can more directly represent
the problem domain which is being addressed” [3]. DSL presumes the existence of
many metamodels, despite UML which is a general-purpose metamodel. MOF can
also be used for creating DSLs, but OMG has focused its efforts on the adoption of
UML and UML profiles, to the detriment6 of specific metamodels.

6 The OMG has provided a limited number of metamodels, such as UML and Enterprise
Distributed Object Computing (EDOC).
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Fig. 3. Ecore metamodel (fragment)

Within the Eclipse’s philosophy, EMF is one more plug-in that can be used such
as it is or extended by other plug-ins. In the context of Eclipse, plug-in is the mech-
anism for extending the basic architecture of Eclipse with things that have common
or different purposes, where they share a common environment [23].

Figure 3 presents a fragment of Ecore metametamodel [10]. Ecore has some
points in common with MOF, but the former is more simple than the latter 7. In addi-
tion, the serialization of a metamodel based on Ecore is more clear and simple than
the similar metamodel based on MOF.

3.3 A Metamodel for Mappings

In order to define a mapping, we need a metamodel which enables:

• identification of what elements have similar structures and semantics to be
mapped.

• explanation of the evolution in time of the choices taken for mapping one element
into another element.

• bidirectional mapping. It is desirable, but is often complex [4].
• independence of model transformation language.
• navigation between the mapped elements.

Figure 4 presents a metamodel for mapping specification.
In this metamodel, we consider that a mapping can be unidirectional or bidirec-

tional. In unidirectional mapping, a metamodel is mapped into another metamodel.

7 This comparison is made using MOF 1.4. However, MOF 2.0 (i.e. Essential MOF - EMOF)
is closer to Ecore.
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Fig. 4. Metamodel for Mapping Specification

In bidirectional mapping, the mapping is specified in both directions. Thus, we prefer
to denominate two metamodels in a mapping as left or right metamodels.

This metamodel presents the following elements:

• Element is a generalization for the other elements.
• Historic enables the explanation of the different choices taken for making the

mapping. It has the date of the last update, a note, and the number of the last
version, and a collection of Definitions.

• Definition is the main element and it contains all correspondences
(i.e. Correspondence) between two metamodels (i.e. each correspondence has
one left element and one or more right elements).

• Correspondence is used to specify the correspondence between two or more
elements, i.e. left and right element. The correspondence has a filter that is
an OCL expression. When bidirectional is false, a mapping is unidirec-
tional (i.e. left to right), and when it is false it is bidirectional (i.e. in both
directions). It has two TypeConverters identified by typeconverterRL and
typeconverterLR. typeconverterRL enables the conversion of the elements
from a right metamodel into the elements from a left metamodel.
typeconverterLR enables the conversion of the elements from a left metamo-
del into the elements from a right metamodel. We need often specify only the
typeconverterLR.

• Left is used to identify the left element of a mapping.
• Right is used to identify the right elements of a mapping.
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• MetaModelHandler is used to navigate into a metamodel. It has the information
necessary for accessing a metamodel participating in a mapping. A mapping is
itself a model, and it must not interfere with the two metamodels being mapped.

• ElementHandler enables access to the elements being mapped without chan-
ging them.

• TypeConverter enables the type casting between a left and a right element.
If one element of a left metamodel and another element of a right metamodel
are equals, then the mapping is simple and direct. However, if one element of
a left metamodel and another element of a right metamodel are similar, then
the mapping is complex and it is achieved using type converter, i.e. a complex
expression to adapt a left element to a right element.

4 A Plug-in for Eclipse

A tool supporting our proposed metamodel for mapping should provide:

• simplification for visualizing mappings. In order to specify a mapping, two meta-
models are necessary. From experience, metamodels have generally a considera-
ble number of elements and associations. So the visualization becomes complex,
putting two metamodels so large side by side and the mapping in the center. A
tool should allow the creation of views, navigation and encapsulation of details
unnecessary for each mapping in order to facilitate the visualization and compre-
hension of the mapping without modifying the involved metamodels.

• creation of transformation definition from mapping specification. A mapping
specification is a model itself, then it can also be transformed into another model.
For example, a mapping model can be transformed into a transformation model.

4.1 An Illustrative Example

Figure 5 presents our first prototype to support mapping specification. This tool is
denominated Mapping Modeling Tool (MMT). It was implemented as a plug-in for
Eclipse that uses our proposed metamodel for mapping (see sections 3.1 and 3.3).

This tool presents a first metamodel on the left side, a mapping model in the
center, and a second metamodel on the right. In this case, a fragment of the UML
metamodel is mapped into a Java metamodel. In the bottom, the property editor of
mapping model is shown. A developer can use this property editor to set the proper-
ties of a mapping model.

According to figure 5, C2Jcmaps UML Class into Java JClass, mapping also
the attributes such as name and visibility from Class into the corresponding
attributes of JClass.

This tool simplifies the creation of mapping specification and provide some other
features such as:

• verification of the conformity between a mapping model and our proposed meta-
model for mapping.
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Fig. 5. Mapping Modeling Tool (MMT)

• transformation of mappings and metamodels into a simplified text representation
which makes them more understandable.

• transformation of mappings specification into transformation definition.

This tool can export a mapping model as transformation definition. For the mo-
ment, we have implemented a generator for ATL[14], but we envisage creating gener-
ators to other model transformation languages such as YATL [15], in order to evaluate
the power of our proposed metamodel for mapping. The resulting code in ATL of the
mapping between UML (fragment) and this Java metamodel is presented in figure
6. This figure shows the ATL code fragment as module uml2java;..., the rules
C2Jc and A2Jf. The last rule transforms an UML Attribute into Java JField.

The code in ATL is generated based on the mapping model. This tool leave the
developer free to think only in the mapping between two metamodels, helping him
to specify how the metamodels can be inter-related. Afterwards, it can generate the
transform definition.

5 Conclusion

In this paper, we have presented our approach to determine mappings (i.e. corres-
pondences) driven by models. A tool for mapping was also provided. However, the
schema matching [18], i.e. finding correspondences between models, was not suffi-
ciently covered here, because in the current stage of our research, we concentrated
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Fig. 6. The generated ATL code using the plug-in for mapping

our efforts on taking into account mapping driven by models, defining a metamodel
and tool for mapping.

If transformation is the heart of MDA, and to transform a PIM into a PSM, it is
necessary to find correspondences between metamodels, then mapping specification
is also another important issue within MDA context.

MDA simplifies the development of software, but this is not obtained without
effort. In fact, MDA allows developers to develop, maintain and evolve their systems
encapsulating the complexity in models, model transformation, mapping, and so on.
Thus, what a developer must know in order to develop software artifacts with MDA
is only the tip of the iceberg, i.e. models.

In future research, we will apply this plug-in for Eclipse (i.e. MMT) to build
mappings between the UML metamodel and Web Service metamodel. We also aim
to develop more fully the schema matching in order to integrate it also into our plug-
in.
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14. Bézivin, J., Dupé, G., Jouault, F., Pitette, G., Rougui, J.E. (2003) First Experiments with

the ATL Model Transformation Language: Transforming XSLT into XQuery. 2nd OOP-
SLA Workshop on Generative Techniques in the context of Model Driven Architecture

15. Patrascoiu, O. (2004) Mapping EDOC to Web Services using YATL. 8th IEEE Interna-
tional Enterprise Distributed Object Computing Conference (EDOC 2004)

16. Hausmann, J. H. and Kent, S. (2003) Visualizing Model Mappings in UML. Proceedings
ACM 2003 Symposium on Software Visualization (SOFTVIS 2003) 169-178

17. Pottinger, R.A., Bernstein, P.A. (2003) Merging Models Based on Given Corresponden-
ces. Proceedings of the 29th VLDB Conference

18. Rahm, E., Bernstein, P.A.(2001) A Survey of Approaches to Automatic Schema Mat-
ching. VLDB Journal 10 334-350

19. Madhavan, J., Bernstein, P.A., Domingos, P., Halevy, A.Y. (2002) Representing and Rea-
soning about Mappings between Domain Models. Eighteenth National Conference on
Artificial intelligence (AAAI’02) 80-86

20. Lacher, M.S., Groh, G. (2001) Facilitating the Exchange of Explicit Knowledge through
Ontology Mappings. 14th International FLAIRS conference 305-309

21. Agrawal, A., Levendovszky, T., Sprinkle, J., Shi, F., Karsai, G. (2002) Generative Pro-
gramming via Graph Transformation in the Model-Driven Architecture. OOPSLA 2002
Workshop on Generative Techniques in the Context of Model Driven Architecture

22. Bernstein, P.A. (2003) Applying Model Management to Classical Meta Data Problems.
Proceedings of the 2003 CIDR

23. Gamma, E., Beck, K. (2003) Contributing to Eclipse: Principles, Patterns, and Plug-Ins.
1st edn. Addison-Wesley Pub Co



Experiment in Model Driven Validation of BPEL 

Specifications

David H. Akehurst 

University of Kent at Canterbury, Canterbury, Kent, CT2 7NF, United Kingdom, 
D.H.Akehurst@kent.ac.uk

Summary. The Business Process Execution Language (BPEL) is an XML based language; 
the BPEL standard defines the structure, tags and attributes of an XML document that 
corresponds to a valid BPEL specification. In addition, the standard defines a number of 
natural language constraints of which some can be ambiguous and are complex. This paper 
uses the Unified Modelling Language (UML) and Object Constraint Language to provide a 
model of the XML based BPEL language. Based on this model the paper shows how OCL 
can be used to give a precise version of the natural language constraints defined in the BPEL 
standard. We then use this precise specification to generate a Validation tool automatically 
that can check that a BPEL document is well-formed. 

1  Introduction 

The problems of interoperability can be viewed as having two aspects: one being 
the matching of concepts and ontologies; the other being the problem of matching 
different technologies. In fact, most interoperability problems straddle this 
division, requiring both conceptual and technological compatibility to be addressed 
at the same time. If we can simplify one of these two aspects, we free up the 
engineering process to focus more fully on the other. 

BPEL or BPEL4WS (Business Process Execution Language for Web Services) 
[7] is a language for specifying the Business Process logic that defines a 
choreography of interactions between a number of Web Services [15]. It is a 
technology that can be used to address aspects of interoperability between 
components that offer their services as Web Services. Although the language 
provides technical means to specify choreography patterns, it does not directly 
provide support for understanding the conceptual information associated with the 
related services. Making the use of this language as simple as possible via 
provision of good support tools will enable an engineer to focus on the conceptual 
issues rather than focusing on the difficulties of the language itself. 

 The BPEL4WS language is an XML based language and the BPEL standard 
defines the structure, tags and attributes of an XML document that corresponds to a 
valid BPEL specification. In addition to the precise specification of tag names and 
attributes, the standard defines a number of constraints on the way in which the 
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XML elements should be put together. These constraints are given using natural 
language, which although being very descriptive is not always precise and some of 
the constraints are ambiguous. In addition some of the constraints are so complex 
that it is difficult to understand from the text what the constraint is actually saying; 
this leaves the possibility of creating what appears to be a valid XML BPEL 
document, which in actual fact violates one or more usage constraints. 

This paper uses the Unified Modelling Language (UML) [13] and Object 
Constraint Language (OCL) [8] to provide a model of the XML based BPEL 
language. Based on this model the paper shows how OCL can be used to give a 
precise version of the natural language constraints defined in the BPEL standard. 

The model and constraints are subsequently used to automatically generate a 
BPEL validation tool as a plug-in to IBM’s eclipse IDE. The plug-in uses the 
Eclipse Modelling Framework (EMF) [4] code generation facilities along with the 
OCL code generation tools developed at the University of Kent [2]. 

Section 2 of this paper gives an explanation of the Model Driven approach to 
constructing the validator. Section 3 specifies (some of) the OCL constraints that 
correspond to natural language from the BPEL4WS standard. Section 4 discusses 
some of the more difficult issues involved in mapping the model and constraints to 
an implementation. Section 5 looks at some alternative approaches and the paper 
concludes in section 6. 

2  Explaining the Approach 

Model Driven Development (MDD) or Model Driven Architecture (MDA)  [11] is 
an approach to software development in which the focus is on Models as the 
primary artefacts. Model Transformations are considered the primary operation on 
models, used to map information from one model to another. One of the simplest 
instantiations of MDD is the idea of code generation from UML models, which can 
be viewed as a transformation from the UML model to a Code model. 

Code generation is not new and has been around for far longer than the recent 
activity surrounding MDD. What we consider to be of interest with regards to the 
work in this paper is the combination of code generation from models and code 
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BPEL model Constraints 

EMF Kent OCL 
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Java 
Code

Java 
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Figure 1. Code Generation 
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generation from constraints; with the resulting code facilitating the validation of 
the constraints against instances of the model. In particular, the model code and the 
constraint code are generated separately, see Figure 1.

The work carried out in this paper is (as implied by the title) an experiment in 
using a modelling and constraint based approach to specifying the BPEL4WS 
language and automatically generating a tool that aids a user in writing valid BPEL 
specifications. This is different from the work described in [6] where UML is used 
as a language for writing BPEL specifications. 

A set of UML Class Diagrams are created to model of the structural aspects of 
the BPEL language. We then use OCL as a mechanism for formally specifying 
constraints on instances of the model; these constraints on the model correspond to 
constraints on how elements of the BPEL language can be put together. A model 
constraint that fails would indicate an invalid combination of BPEL constructs. 

OCL is a text based constraint language that has been officially part of the 
UML standard in recent versions. The language is based primarily on Set theory 
concepts and can be written using the ASCII character set. Although, defined 
initially as a “constraint” language the core expression part of OCL can also be 
used as an object-based Query Language. 

The BPEL language is defined as an XML document, however, in order to 
write constraints using OCL we form a UML model that represents the structure of 
the BPEL XML document. There is not room in this paper to give the specification 
of this model but it can be found in the technical report [1]. The model of the 
BPEL language defined is in accordance with the version 1.1 of the BPEL 
standard. 

3  The Constraints 

The BPEL4WS standard contains approximately 20 natural language constraints 
that we have mapped into OCL constraints on the BPEL metamodel. The full 
details of this work can be found in the technical report [1], in this paper we have 
room to show only a few. We start by showing a simple constraint, then move on 
to a couple of more complex (and interesting) ones. 

Each of the following subsections gives an extract from the BPEL standard, 
defining a natural language constraint on the use of the language, which is then 
expressed using OCL to give a more precise specification as a constraint on the 
UML model of BPEL. The later constraints of greater complexity require the 
definition of additional model properties; OCL, through the use of the ‘def’ 
context, enables us to give these definitions, which can subsequently be used to 
specify the required OCL expressions. 

3.1  Partner definitions must not overlap 

The first constraint we look at is quite a simple constraint to define, however it 
does highlight an interesting issue regarding the relationship between the structural 
model of the language, OCL constraints on that model, and the implementation 
policy. 
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 “7.3 Business Partners 

… Partner definitions MUST NOT overlap, that is, a partner link MUST 
NOT appear in more than one partner definition.” 

This constraint is a restriction on the connections between a ‘partner’ construct 
and a ‘partnerLink’ construct. These two constructs are represented in BPEL as sub 
elements of the top level ‘BusinessProcess’ element. E.g. the following two XML 
segments show a valid and an invalid process specification: 

This constraint requires that the union of partnerLink objects from all partners 
in a process is a Set; i.e. each partnerLink in that union is unique. 

We could attempt to enforce this constraint by the structure of the BPEL model, 
however; i.e. if we model the relationship between Partner and PartnerLink as an 
[0..1]-to-[0..*] association, this states that any one partnerLink can only be 
associated to a single partner and thus the above constraint would not be violated. 
However, if we consider the generation of a BPEL validator, this is where the 
implementation policy is important; the structure of the XML language happily 
allows the constraint to be broken, so we must look at the process of mapping the 
XML document into an implementation of the BPEL model. 

A typical implementation of a [0..1]-to-[0..*] association would simply update 
the [0..1] end if an object were added to the [0..*] end (this is certainly what 
happens within the EMF implementation). So a naïve mapping from XML to 
model implementation of the partner and partnerLink constructs would not provide 
any notification that the constraint was broken, it would simply update the links 
between instances. 

For a BPEL validator, it is essential that notification is given that the constraint 
is violated. So either, the mapping from XML to model instance should check that 
the link between partner and partnerLink has not already been set; or we can model 
the association as a [0..*]-to-[0..*] association and add an explicit OCL constraint 
to check that the required uniqueness properties are met. 

As can be seen by the UML diagrams above, we have adopted the second 
approach and the necessary OCL constraint is given below. 

<process
  name="Invalid" ... 
 <partner 
   name="SellerShipper" 
   xmlns="http:..."> 
   <partnerLink 
     name="Seller"/> 
   <partnerLink 
     name="Shipper"/> 
 </partner> 
 <partner 
   name="Shipper"> 
   <partnerLink 
     name="Shipper" 
 ... 
</process>

<process
  name="Valid" ... 
 <partner 
   name="SellerShipper" 
   xmlns="http:..."> 
   <partnerLink 
     name="Seller"/> 
   <partnerLink 
     name="Shipper"/> 
 </partner> 
 <partner 
   name="Shipper"> 
   <partnerLink 
     name="Shipper2" 
 ... 
</process>
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context bpel::Process 
inv partnerDefinitionsMustNotOverlap : 

    let x=self.partner.partnerLink in 
      x->asSet()->asBag() = x->asBag() 

As can be seen by this example, there is a balance to be made between 
constraining the BPEL language by the structural model and by constraining it 
using OCL constraints. 

3.2  Link Control Cycles and Boundary Crossing 

Some of the most complex constraints to check manually are those that define the 
use of Links within the Flow construct; i.e. those that check for boundary crossing 
conditions and control cycles. By using OCL to defining some additional 
(temporary) properties on the model we can construct OCL invariants that check 
the constraints. 

Consider the following natural language constraints: 

“… Every link declared within a flow activity MUST have exactly one 
activity within the flow as its source and exactly one activity within the flow 
as its target. The source and target of a link MAY be nested arbitrarily 
deeply within the (structured) activities that are directly nested within the 
flow, except for the boundary-crossing restrictions. 

… In general, a link is said to cross the boundary of a syntactic construct if 
the source activity for the link is nested within the construct but the target 
activity is not, or vice versa, if the target activity for the link is nested within 
the construct but the source activity is not. 

… A link MUST NOT cross the boundary of a while activity, a serializable 
scope, an event handler or a compensation handler (see 13. Scopes for the 
specification of event, fault and compensation handlers).” 

Flow 

Sequence Sequence 

Activity 

Activity 

Activity 

While

Activity 

Activity 

Figure 2. Links in a Flow Activity
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We can illustrate a specification with Links that do and don’t adhere to these 
constraints in Figure 2. The specifications are shown using a graphical notation 
rather than the XML syntax of BPEL as it is easier to see the links between 
activities in this manner. The arrows in the diagram represent links between 
activities. The top link is invalid as it crosses the boundary of a while activity; the 
lower link is valid. 

To express this constraint in OCL, we require a property subActivities to be 
defined for each subtype of Activity. The property returns a set containing all 
activities directly nested within that Activity. Also required is a property 
allSubActivities which returns all nested and sub-nested activities. For basic 
Activities this set will typically be empty. These properties are defined for each 
Activity subtype in the technical report, overriding the property defined on their 
common supertype Activity as shown here: 
context bpel::Activity 
def: subActivities : Set(bpel::Activity) = Set{} 

def: allSubActivities : Set(bpel::Activity) = 
    self.subActivities 
    ->union( self.subActivities.allSubActivities->asSet() ) 

The constraint requiring the source and target activity for each link of a flow to 
be contained within the flow can be expressed as follows: 
context bpel_11::Flow 
inv sourceAndTargetActivitiesAreContainedWithinTheFlow : 

    self.link->forAll( lnk | 
      self.allSubActivities->includes(lnk.source.activity) 
        and 
      self.allSubActivities->includes(lnk.target.activity) ) 

We can subsequently test for boundary crossing violations on While, Scope and 
EventHandler constructs as follows: 
context bpel::While 
inv boundryCrossing : 

    self.allSubActivities->includesAll( 
             self.allSubActivities.sourceOf.activity ) 
     and 
    allSubActivities->includesAll( 
             self.allSubActivities.targetOf.activity ) 

context bpel::Scope 
inv boundryCrossing : 

    not self.variableAccessSerializable.oclIsUndefined() 
      implies 
   (self.variableAccessSerializable
      implies 
    self.allSubActivities->includesAll( 
                self.allSubActivities.sourceOf.activity ) 
      and 
    self.allSubActivities->includesAll( 
                self.allSubActivities.targetOf.activity ) ) 

context bpel::EventHandler 
inv boundryCrossing : 
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   self.activity.allSubActivities->includesAll( 
         self.activity.allSubActivities().sourceOf.activity ) 
     and 
   self.activity.allSubActivities->includesAll( 
         self.activity.allSubActivities().targetOf.activity ) 

Lastly, we check that links do not create control cycles in accordance with this 
natural language constraint: 

 “… Finally, a link MUST NOT create a control cycle, that is, the source 
activity must not have the target activity as a logically preceding activity, 
where an activity A logically precedes an activity B if the initiation of B 
semantically requires the completion of A. Therefore, directed graphs 
created by links are always acyclic.” 
This constraint requires us to construct expressions that enable navigation 

around a causality graph of the BPEL specification. To enable this we define 
properties that return the set of possible ‘next’ or ‘previous’ activities for any 
activity. Given the possibility to mix structured flow constructs (Switch, While, 
etc) with free form (Flow) constructs, it is not trivial to construct expressions that 
define ‘next’ and ‘previous’ properties. 

If we define the property ‘next’, along with a transitive closure version 
‘allNext’ that returns the set of all following activities, we can define a constraint 
that ensure links do not create control cycles as follows: 
context bpel::Link 
inv noControlCycles : 

    self.target.allNext->flatten()->excludes(self.source) 

The complex part of this constraint is hidden in the expressions that form the 
‘next’ properties, part of the definition for these properties is given below, the 
overriding versions for the other Activity subtypes can be found in the technical 
report: 
context bpel::StructuredActivity 
def: next(prev:bpel::Activity) : Set(Activity) = 

    Set{} 

context bpel::Activity 
def: next : Set(bpel::Activity) = 

   let 
    x =  self.parent.next(self) 
   in 
    if x->isEmpty() 
    then self.parent.next 
    else x endif 

def: allNext : Sequence(Set(bpel::Activity)) = 
    Sequence{Set{self}}->transitiveClosure(x|x.next->asSet()) 

context bpel::While 
def: next(prev:bpel::Activity) : Set(Activity) = 

    self.activity.initialActivities 
    ->union( self.parent.next ) 

Note here that we require a transitive closure operation in order to define the 
‘allNext’ property. It would potentially be possible to manage without it; however 
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the definition of ‘allNext’ would require the use of additional recursive operations 
and be more complex to define. 

3.3  Correlations between Receive and Reply Activities 

By far the most complex constraints described using natural Language are those 
that discuss the relationship between receive and reply activities that use the same 
correlation sets, operations and ports. A correlation set is a mechanism for 
identifying a particular instance of a remote statefull service. These constraints 
address the situation of receiving a message from just such a remote service and 
the subsequent reply to that service. They attempt to reduce the possibility of 
causing deadlocks and inconsistencies due to miss matching of receive-reply pairs. 

The following is one of the constraints addressing this issue: 

“… The correlation between a request and the corresponding reply is based 
on the constraint that more than one outstanding synchronous request from 
a specific partner link for a particular portType, operation and correlation 
set(s) MUST NOT be outstanding simultaneously. The semantics of a 
process in which this constraint is violated is undefined. ...” 
To construct an OCL constraint to check that this situation does not occur, it is 

necessary to form an expression that first collects the sequence of activities that 
may possibly follow a receive activity; we can potentially use the previously define 
‘next’ and ‘allNext’ properties to do this. This sequence of following activities 
must then be searched for the first matching reply activity, and finally an 
expression needs to formed to check that no other matching receive activity occurs 
in-between the first receive activity and first subsequent matching reply activity. 
The following OCL invariant forms the required constraint: 
context bpel_11::Receive 
inv noSimultaneousOutstandingSynchronousRequests  : 

    let 
      request = self, 
      actionSeq = self.allNext->flatten(), 
      replySeq = actionSeq->select( a | 
                    a.oclIsTypeOf(bpel_11::Reply) 
                 ).oclAsType(Sequence(bpel_11::Reply)), 
      reply = replySeq->select( r | 
                r.portType= request.portType and 
                r.operation = request.operation and 
                r.correlation = request.correlation 
              )->first(), 
      replyIndex = actionSeq->indexOf(reply) 
    in 
      not actionSeq->subsequence(0,replyIndex) 
          ->select(a|a.oclIsTypeOf(bpel_11::Receive)) 
          .oclAsType(Sequence(bpel_11::Receive)) 
          ->exists( rec | 
           rec.portType= request.portType and 
           rec.operation = request.operation and 
           rec.correlation = request.correlation ) 
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Unfortunately this constraint does not fully perform an accurate check. The 
semantics of the Link construct cause execution to block at the target of a link until 
the action at the source of a link has completed. The defined property ‘next’ on the 
Flow activity does not take into consideration the full link-semantics of the 
language; thus causing the constraint to falsely fail under conditions that are in 
actual fact not a problem. To provide a fully accurate check the definition of the 
‘next’ property would need to take into consideration the blocking semantics of 
links between activities that are nested within a Flow activity. This would amount 
to providing a true flow analysis of the activity structure and although it may be 
possible to do this using OCL, the complexity of the expressions comes close to 
constructing a model checking algorithm, and we consider this to be outside the 
scope of appropriate use of OCL. 

4  Generating a BPEL Validator 

It is all very well to draw a few diagrams containing boxes, lines and snippets of 
text and then write constraints in a funny kind of ASCII compatible set theory – 
but what use is it? 

Firstly, it does allow us to define unambiguously and precisely the usage 
constraints of the language. Secondly, and even more usefully, we can 
automatically generate a validation tool that will check that the constraints have 
been adhered to, for any particular language expression (in this case, any particular 
BPEL document). 

Using one of the UML (or MOF or ECORE) model to code automatic 
generation tools, such as the Eclipse Modelling Framework (EMF), we can quickly 
and easily generate a tool that supports a model based representation of a BPEL 
specification. At the University of Kent we have developed an OCL library that 
operates in conjunction with EMF repositories to facilitate both the evaluation of 
OCL constraints and the generation of code that corresponds to an OCL constraint. 

Thus, using these two tools (EMF and Kent OCL) the core code for a BPEL 
validator can be generated. The code can then be wrapped up to give the required 
user interface; for example we have wrapped up the validator as an eclipse plug-in, 
see Figure 3.

There are two mechanisms provided by the Kent OCL library for evaluating 
OCL expressions. There is an interpreter, that directly evaluates an expression and 
there is a code generation interface that converts the OCL expression into 
equivalent Java code. For the BPEL validator we use the Java code generation 
interface, as this allows the validator to be used independently from the OCL 
library. Constructing the BPEL validator has helped to develop the code generation 
facility of the Kent OCL library. 

There are several issues worth drawing out regarding our experiences of 
mapping OCL expressions to Java code, in addition to the highlighting of 
inconsistencies in the specification of the OCL standard; below we discuss a 
couple of the more interesting OCL-to-Java issues. 

The first issue we consider worth mentioning is the mapping of Boolean 
expressions between OCL and Java. The Java language uses true two-value 
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Boolean logic, whereas the Boolean logic of OCL is actually based on three-value 
logic; i.e. true, false, and undefined. Providing a mapping from the three-value 
OCL to the two-value Java is thus not a simple process; in addition, Java 
expressions that would typically cause an exception (e.g. a NullPointerException), 
in OCL simply evaluate to the undefined value. Consequently, the Java code for an 
OCL Boolean expression must first catch exceptions for each sub-part of the 
expression, and then use a structure of conditional statements to convert the two-
value semantics of Java into the correct interpretation of the OCL three-value 
semantics. 

Figure 3. BPEL Validator as an eclipse plug-in 

The second issue we illustrate here is that of providing support for the ‘def’ 
context of OCL. This part of the OCL language is used to define additional 
properties and operations on Classes and Types defined by the structural part of a 
UML model. We have seen the use of this in the constraints specified in the 
previous section. 

The difficulty here is that the Java code for the model types is generated by the 
EMF toolkit; however we wish to add additional properties and operations as a 
separate process. One option is to alter the code generated by EMF, however this is 
not ideal as it would require parsing and understanding the generated code; 
additionally in a more general scenario we might not have access to the source 
code of the model types. Ideally we require a mechanism that can be used to 
‘semantically’ add operations and properties (from the perspective of the OCL 
code) without touching the implementation of the model types. 
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Our solution to this has been to generate static methods that represent the 
‘defined’ properties and operations. When generating code for an OCL expression 
that calls one of these ‘defined’ features rather than calling a method on the source 
object, the source object is passed as a parameter to the static method. To facilitate 
the overriding semantics, the static method itself is not called directly, but called 
via a special method that looks for a parameter match on the closest runtime type 
of the source object. 

5  Alternative Approaches 

The technique for validating BPEL specifications presented here is one possible 
approach; two other potential candidates are to program the constraints directly or 
to use an XML constraint language. The first of these options can be easily 
dismissed; it is necessary to more formally specify the constraints in the BPEL 
standard in order to ensure that they are not misinterpreted; if we use a more 
formal language to define the constraints it is clearly more efficent and less error 
prone to map the formal specifications to code automatically, rather than perform 
the task by hand. In addition, due to the complexity of some of the constraints, it 
has been hard to specify them using OCL; seeing as the specifications in OCL are 
at a higher level of abstraction than program code, it can be assumed that it would 
be even harder to try and write the constraints directly in code; in fact the initial 
ideas for this work arose from conversations with engineers who had attempted 
(and struggled) to implement the constraints directly in code. 

The second option, to use an XML constraint language is a quite feasible 
alternative. There are a number of XML constraint languages under development 
[3, 5, 6, 9, 10] although none have yet been standardised. The draw back of this 
approach would also be the level of abstraction; the XML based view of BPEL is 
at a lower level of abstraction than its equivalent UML model and hence it is likely 
than the specification of the complex constraints would be harder in XML context 
(consider the relationship between XSLT [14] and the requirement for a QVT 
language [12]). A useful item of future work would be to carry out some 
comparisons between OCL and XML versions of the same constraints. 

6  Conclusion 

In this paper we have shown the use of OCL and UML to provide a precise version 
of natural language constraints on the structuring of BPEL XML documents. From 
these precise specifications of the constraints we can automatically build a 
validator to check that the constraints have been met for any example BPEL 
document. This is particularly useful in the case of BPEL as some of the natural 
language constraints are ambiguous or complex to understand. 

We have discussed in this paper a number of consecutively more complex 
forms of constraint: those that can be formed directly from OCL expressions; those 
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that require the addition of extra properties; and those that require complex 
algorithms. 

In particular, the constraint discussed in section 3.1 highlights an interesting 
requirement to balance constraints impose indirectly by the structure of a model, 
explicit constraints added using OCL and the implementation strategy involved. 
The later constraint of section 3.3 illustrates a limit to what we consider 
appropriate use of OCL and the constraints in section 3.2 illustrate the requirement 
for a transitive closure operation to be added to OCL. 

Finally the paper has discussed some of the issues regarding the automatic 
generation of code, in this case a BPEL validator, using OCL constraints as the 
source.
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Summary.  Since file sharing tools as eDonkey or Grokster are one of the favourite 
applications for a large number of internet users, the peer-to-peer paradigm experiences a 
new boom, as it enables very robust, scalable and fault-tolerant architectures. Indeed, the 
functionality of current applications is limited to quite simple operations such as searching 
and downloading music files or movies. Hence, to benefit economically from the 
characteristics of Peer-to-Peer technology, there is need of additional, innovative 
applications for business usage. A predestined scope of application is the context of 
Business Integration, where various distributed IT-systems act jointly by exchanging data 
records and the corresponding control flow. In this article, we present the concept of a Peer-
to-Peer based integration architecture that solves the structural problems of traditional 
integration approaches. It allows a holistic integration of data, applications and business 
processes without the common insufficiencies of existing EAI solutions.

1 Introduction 

Emerging the internet was an unpredictable development. All the same, important 
operating criteria such as reliability, local structures and robustness always came to 
the fore. As a result, users had the opportunity to get access to a highly available 
international data network that stays operative even in case of a breakdown of 
some single nodes. 

One important aspect of globalization is concentration. As a logical 
consequence, international companies have to merge or to collaborate with each 
other to meet the requirements for a global distribution of their goods and services. 
In a networked economy, these enterprises are bound to unseal some parts of their 
IT-infrastructure to allow the engaged parties an exchange of product and 
accounting data as well as current status information in order to sustain the supply 
chain.

Furthermore, employees need improved business applications with enhanced 
functionalities to manage their all-day work. These applications replenish existing 
legacy systems by degrees. Long-ranging, these enhancements result in a 
heterogeneous network of computers and applications, as all those components 
require each other and have to be consolidated. 
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In the context of integrating distributed business application systems, the vision 
of redundancy and robustness was not resumed consequently: A changing business 
environment results in new technical developments and increasing demand of IT 
supported execution of business processes. 

A first naive solution to provide an interaction of different systems is shown in 
Figure 1. Apparently, an appropriate description for this point-to-point integration 
of single applications and platforms is described with the term Spaghetti 
Integration. This (n:n)-connection of resources is not able to be maintained 
properly, as it contains too many non-standardized interfaces. In the last resort, the 
number of interfaces that have to be implemented will arise quadratic. 

1 2 3

4 5 6

7 8 9

* 8 #

Figure 1. Heterogeneous IT-Infrastructure 

After having widely experienced those scenarios, most enterprises recognized 
that there has to be found another solution for a reliable integration of business 
applications. 

Some years later, the efforts of bringing together single systems to one logical 
unit are paraphrased with the term Enterprise Application Integration (EAI) [1].
EAI means a bold venture, as the interaction of business applications is restricted 
due to several constraints: 

 different communication protocols and interfaces, 
syntactical differences between data of the single applications 
proprietary semantic of particular system messages, and finally 
Business modelling methodology differs from the technical implementation. 
There is an essential difference between an integration at technical level and 
business process integration 

However, the market for specific integration software is estimated to grow up 
to 30 billion US$ in 2004 [2]. 

In chapter 2, we mention why the existing state-of-the-art solutions for business 
integration have tremendous disadvantages. We will also propose an advanced 
Peer-to-Peer (P2P) integration architecture. 
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Certain applications based on P2P technology are already in use for non-
commercial purposes. A prominent example is the exchange of music, movies and 
software via file-sharing networks where single peers communicate directly 
without detouring via any central servers. In the specific field of business 
integration, most development activities focus on ‘old-school’ solutions that rely 
on client/server architectures. All the same, some crucial advantages of P2P 
technology (performance, resilience, load-balancing, etc.) are well-known to many 
software architects. Chapter 3 gives an overview about existing P2P applications. 

A widely used standard for exchanging data between enterprises is Electronic 
Data Interchange (EDI) and its sectoral implementations such as EDIFACT. 
Hence, these standards determine a relationship where only two parties are 
involved. As soon as an inter-organizational process stretches across more than two 
companies, conventional EDI operations will fail. With the appearance of Web-
Services, a new paradigm was born. Now, it is technically possible to encapsulate 
functionality within services that are made available via internet. The interaction of 
these services is syntactically supported by the XML standard. Unfortunately, 
common Web-Services are stateless and therefore do not include any functionality 
that would be capable to control complex business processes. Furthermore, one 
needs a central Directory for the Universal Description, Discovery and Integration 
of Web Services (UDDI) where a catalogue of all offered services is stored. 
However, there are ambitions to enable Event-Driven architectures using Web 
Services [3]. 

At this time, P2P technology comes into play: Why should it not be possible to 
accomplish a P2P-based integration architecture that is not dependent on any 
central server and that allows a standardized exchange of both, business process 
data and control information? 

The advantages would be evident: The abandonment of EAI-Servers that are 
hard to maintain is as fascinating as the easy customization of the single peers and 
the dynamic aggregation of new peers during run-time. Chapter 4 will introduce 
our idea of a P2P integration environment. 

2 Business Integration and EAI 

As already mentioned in the first chapter, an integration of the core IT-systems is 
essential to guarantee a frictionless handling of business processes. In an optimal 
scenario, the result would be a seamless IT infrastructure that is completely 
transparent for all participants: It appears as one single system, supporting a 
service-oriented interaction of all relevant business processes. 

So far, the efforts to manage this integration are pooled with the keyword 
Enterprise Application Integration (EAI). They contain a set of technologies and 
concepts such as Middleware, ETL-Tools and EAI-Software that focus on a central 
planning and control of business application data in real-time. In Figure 2, an 
example for embedding an EAI Server into the enterprise architecture is shown: 
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Figure 2. EAI Scenario 

In this scenario, a central EAI-Server manages the coordination of both, control 
and data flow, between the attached systems. In this manner, the number of 
required interfaces can be reduced, as there exists only one bidirectional 
connection from each system to the server. 

Because of the central component (which is ordinarily called Information Hub),
these approaches cause several problems that complicate a reliable integration of 
numerous systems. Major well-reported problems are the following: 

Single point of failure: The Information Hub is the central node between the 
different applications. In case of a breakdown, all business processes are 
affected, possibly even inoperable. 
Bottleneck: All network traffic has to be forwarded through the Information 
Hub. This results in an extremely high load of data that has to be handled. In a 
situation of peak load, the system performance will crash down dramatically.
Configuration Icebergs: The EAI application must contain all relevant 
business transactions: The distribution of information has to be represented by 
formal rules for transformation and routing. Because of its complexity, 
interdependencies and lots of exceptions, the number of configuration rules 
increases exponentially. This may cause insufficient and fault-prone 
integration solutions.

We consider EAI systems as mission critical applications whose blackout is 
associated with a substantial business risk. In recent years, awareness of cost-
intensive administration and insufficient management of complex business 
application systems by centralistic approaches has arisen. New fields of research 
such as Autonomic Computing gave thought-provoking impulses to find better 
alternatives for an efficient management of business integration [4]. 
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3 Recent P2P-Applications 

As denoted at the end of the last chapter, an important field of research consists in 
Autonomic Computing. However, the underlying principles are not new, but 
became popular by the introduction of file sharing systems, and thus have found 
their breakthrough. 

P2P means a networked structure where the participants (herein called peers)
interact and share resources directly and equitable, i.e. “sharing of computer 
resources and services by direct exchange between systems”. In contrast to 
client/server architectures, P2P networks do not include any kind of hierarchical 
structure. In the following, the term peer describes a participant within a P2P 
network. 

In principle, single peers are independent from certain hardware platforms. This 
comprises a wide range of supposable systems, ranging from PDAs via desktop 
computers up to mainframes [5]. They are all characterized by the following 
properties [6]: 

Client and server functionality: Every peer is able to receive data from other 
peers as well as to provide data for others. 
Direct exchange: There is no central coordinating instance controlling the 
communication between the peers. 
Autonomy: It is in charge of each single peer at which time it provides which 
service, data or output to the network. 

Especially the property of autonomy is of special importance for the integrated 
use of mobile computers such as notebooks, PDAs or mobile smart phones, as 
these per se can not be available to the network permanently. 

Nowadays, P2P technology is used for non-commercial, private or academic 
purposes. Well-known examples are file-sharing applications (e.g. Napster, 
eDonkey, Kazaa) or grid computing projects (e.g. seti@home). 

Peer-to-Peer

Applications

Communication

Support

Ressource

Sharing

Instant

Messaging

Video

Conferencing

File

Sharing

Distributed

Computing

Figure 3. Typical P2P applications 

Current applications that are usable within business integration scenarios are 
seldom [7]. In particular, existing approaches can be categorized in two main 
clusters as shown in Figure 3.
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Communication support is the most common kind of applications for P2P 
networks within enterprises. The best known representatives are Microsoft’s 
Netmeeting (for video conferencing) as well as ICQ, AOL Instant Messenger or 
the Microsoft Instant Messanger for sending and receiving instant messages. These 
applications are characterized by an open and highly dynamic number of 
participants. 

Instant messaging applications are used for the direct, real-time communication 
between peers. Thus, they allow the determination who of the known participants 
is online at a particular time. This accelerates business communication processes, 
as it ensures a synchronous, text-based communication that enables a direct 
reaction on incoming messages and accordingly business events. For example, the 
retailer Land’s End uses instant messages for after-sales service and support. The 
probability of selling goods was enhanced by 67%, compared to customers not 
being supported by this instrument [8]. 

Video conferencing means the real-time transmission of video and audio data 
between two or more participants. It mainly serves as an appliance to support 
cooperation and collaboration processes. Thus, natural communication trough wide 
distances is possible. Currently, real meetings can be substituted by the use of 
videoconferencing. Simultaneously, time and traveling costs can be reduced 
significantly. Moreover, video conferencing systems are deployed for personal 
education purposes (classroom function) [9]. 

Resource sharing can benefit from the exponential development of computer 
performance in the last decades. In parallel, the price for computation power has 
decreased in at least the same dimension. Subsequently, the available capacity of 
today’s clients is only rarely used, as most of the work load is assigned to server(s). 
P2P can profit from these idle resources and hereby achieve a drastic cost 
reduction, combined with other competitive advantages. The sharing of resources 
is implemented in two concepts: 

File sharing provides shared access to any files that are stored locally. It 
consists of special, efficient mechanisms for searching as well as algorithms for a 
non-central storage [10]. 

Compared to central data storage applications, this kind of data access 
eliminates the single point of failure, transfers data to low-cost mass storages and 
levels off the peaks in network traffic. The main problem is to ensure data 
consistency within the network as well as a 24/7 availability. After all, only those 
applications that do not affect mission-critical cases found their way in the business 
context. 

Distributed computing is used for complex business computing tasks such as 
product development, simulation, financial forecasting or data mining tasks. The 
main resource for these time-consuming processes is computation power. 
Distributed computing can substitute powerful single computer systems with a 
network of peers by decomposing (dividing) the problem in small sub-problems 
and spreading them within the network. Hereby in the ideal case, the computation 
power of host systems can be reached with a fractional amount of the costs being 
calculated originally. The costs even can be minimized by using idle time of the 
peers to calculate single computation tasks. Thus such computations can be even 
processed by small or medium-sized enterprises (SME) that usually do not have the 
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capability to invest in powerful host systems [11]. Even world-class enterprises use 
distributed computing for this purpose: Intel introduced distributed computing in 
1990 for the development of new microprocessors [12]. 

4 Our P2P Integration approach 

Assigning the peer-to-peer paradigm to the context of business integration means 
that all systems and components of an enterprise work in a self-organizing manner. 
Thereby, administration and integration costs can be reduced. [13] A basis for this 
approach is the non-centralized architecture of a peer-to-peer system which can 
offer the following advantages: 

Non-central topology: The complete IT-infrastructure is defined by a variable 
number of flat (non-hierarchical) peers. Every peer offers (and receives) at 
least one service (e.g. generate an order, create an invoice, check consistency 
of data, dispose payment, etc.), where several peers may contain the same 
services.
Reliability: There is no central component that may cause problems. If a peer 
breaks down, another peer with similar functionality can replace the broken 
peer. If a peer with unique services crashes, only those business process 
instances are affected that require that service. 
Scalable performance: The performance of the network can be enhanced 
nearly unlimited by appending additional peers. Already existing components 
do not have to be replaced. 
Easy configuration: It is no longer necessary to customize the whole EAI 
system by central transformation rules. Every peer only contains the business 
knowledge it requires to accomplish its functionality. The configuration of the 
complete architecture results from the sum of the configuration of the single 
peers. 
Adaptive self-configuration: By implementing intelligent search 
mechanisms, a peer can find the next service in the process chain by a 
broadcast into the network. If another peer is able to offer the desired service, 
it responds. From now on, this peer is part of the process chain and can accept 
tasks from other peers as well as delegating services to any peers. 

While the advantages mentioned above are mainly of a technical nature, these 
features will not be sufficient to manage the complete field of business integration. 
There is also a high demand of adequate logical representations of business 
processes to provide an essential process-oriented view that focuses also 
economical aspects. The vision of both, distributed business processes that are 
associated with distributed IT-systems, allows an optimization of business 
processes as well as improving IT applications without interacting each other. 

In our research project Peer-to-Peer Enterprise Environment (P2E2), we 
develop an integration architecture that focuses typical business integration 
scenarios. As a proof of concept, we will also implement and evaluate a prototypic 
system. For achieving this ambitious goal, we collaborate with the working group 
for Databases and Information Systems of the Max-Planck-Institute in 
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Saarbruecken (Germany) and several partners of the software industry. In Figure 4, 
a P2P scenario is shown that gives a first impression of our intention: 

1 2 3

4 5 6

7 8 9

* 8 #

Figure 4. P2E2 integration scenario 

Every application system (AS) that participates in the whole business process is 
encapsulated by a P2P-Adapter. Every Adapter enhances the functionality offered 
by the single components with additional Web Services (WS) that allow a 
composition of very complex services by a dynamic interaction of different 
adapters. A peer can initiate business processes, embed local processes in the 
application flow and even get embedded by other peers. It only has its own local 
business knowledge, but can also acquire global business knowledge by interacting 
with other peers. In this way, a comprehensive management of meta-data can be 
achieved without requiring centralistic client/server architectures. 

To implement the P2E2 Adapter, a technical architecture was specified. It 
consists of four detailed interface specifications, whose interrelation is illustrated 
in Figure 5. 

The Configuration Interface reads the configuration data provided by the P2E2 
Configurator. The Business API (BAPI) is an automated interface for executable 
Business Process models that can be created with standard BPM tools such as the 
ARIS toolset by IDS Scheer AG. To find the following Service that provided the 
next step in a process chain, a Search API is implemented that offers efficient P2P-
Search algorithms. The completed API consists in the monitoring and controlling 
component; it covers the whole BPM-Lifecycle and allows to specify Controlling 
queries to measure the performance of the integration environment. 
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Figure 5. Architecture of a P2E2 Adapter 

To ensure the efficient use of the procedure models and methods, we will 
conceptually and technologically develop an integrated support tool that includes 
an Adapter Development Kit as well as some important pre-customized standard 
adapters and an Adapter Management Tool.

The problem faced above is complex and versatile. Therefore, a highly 
structured and planned proceeding will be necessary. In contrast to other 
approaches, we follow a ‘meet in the middle’ strategy, analysing the problem space 
and creating solving concepts both from the business oriented as well as from the 
system/technology oriented direction. This ensures that the conceptual solutions 
are suitable for the business problems targeted and that they are realizable with 
today’s state-of-the-art technologies. 

The business oriented approach will evaluate the requirements of enterprises 
within internal or collaborative business integration scenarios. The main reference 
object here is the (abstract) business process that has to be supported. Thus, the 
business oriented conceptual solution has to provide mechanisms and techniques 
how to interconnect independent business processes using the P2P paradigm. The 
main challenge is the lack of a central coordination instance. As a logical 
consequence, appropriate business process negotiation techniques have to be 
developed.  

Looking at the system oriented problems, the main question is how to find a 
mapping between heterogeneous application systems in conformity with the 
business processes and rules to be supported. This does not only mean to connect 
interfaces, but also requires to find reasonable matches within concrete contexts, 
as well as to handle a reliable control of the interaction. 

Peer-to-peer technologies have been proven to be very flexible and robust. 
Hence, new methods and algorithms for a distributed interface and interaction 
management will be created using the P2P paradigm. Our idea is to enable an auto-
configuration of the interaction between two independent application systems that 
succeeds to predefined business processes and that is also compliant to existing, 
constraining business rules. 
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Finally, only developing the two solving concepts described above is not 
sufficient, as there are strong interdependencies between business- and system-
layer. The formation of business process chains within business integration use 
cases is always limited by the capabilities of the existing applications supporting 
the business processes. On the other hand, applications themselves can only be 
interconnected in a way that the combination of systems is realizing a predefined 
business process. 

Hence, a relationship between the two partial solutions has to be found and 
specified. The combination of these three concepts will be a conceptual 
methodology for a dynamic binding of business processes to the behaviour of the 
distributed environment via a (semi)automatic reconfiguration in case of need. 

The technological P2E2 results will consist of a family of congeneric 
components (adapters) that can be linked to application systems. These 
components will provide a non-central IT-support for interactive business 
processes within distributed business integration environments. Interactive 
business processes are business processes that are structurally influenced by 
humans (user interaction). Therefore supporting interactive business processes 
have to provide operative user interfaces (front-end) whereas non-interactive ones 
only need a system-to-system connection (EDI). The adapters themselves will not 
have to rely on a central control unit. It mainly addresses those business cases 
where a central integration approach is not reasonable, not desired or not realizable 
due to organizational or technical restrictions. Moreover, P2E2 extends the focus 
of classic EAI solutions by the aspect of user’s interaction and influence. This also 
reflects the business level view where such a distinction is not reasonable. 
Expected properties of the P2E2 implementation are robustness, fault tolerance, 
adaptability, dynamic behaviour and scalability. 

For business usage, a coherent computing of business process is necessary, but 
not sufficient. For the purpose of analyzing and optimizing processes continuously, 
a detailed history of key performance indicators (KPI) is required. This data is in 
particular used on tactical, dispositive level to manage the performance of critical 
core processes. Within business integration scenarios with several systems 
involved, the gathering of these figures by measuring the processes is difficult and 
complex. P2E2 will cope with this problem domain by integrating special 
measurement and control instruments within each peer. Thus, an integrated and 
consistent business process controlling and measurement within distributed 
environments will be enabled. Hence, P2E2 will develop the measuring methods, 
implement them in the adapters as well as create a reporting and analyzing tool for 
an efficient process performance measurement. 

5 Conclusions 

The sustainable success of peer-to-peer technology within the non-commercial 
sector (file sharing and instant messaging) advises it also for the business sector. 
Within enterprises, there were several potential application cases for the productive 
use of P2P technology. 
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Especially for business integration scenarios, P2P seems to be an interesting 
alternative, in particular those with are characterized by non-hierarchical, flat 
organization structures. Thus, the integration of application systems using peer-to-
peer technology is obvious. 

Indeed, only integrating applications is not sufficient for efficient usage in 
business environments. In order to effectively and efficiently run a business, the 
respective business process is the central object. Therefore, an efficient support and 
integration of operative business processes is the primary objective. 

P2E2 addresses this aim by creating a family of generic components that 
provide a general connectivity between business application systems and that act 
with client and server functionality. Hence, the classical separation between client 
and server will be resolved in favor of functional ad-hoc decisions. The 
coordination and control between the single adapters will not be managed by a 
central unit, but case-based negotiated between the adapters and afterwards 
transferred as needed. Thus, there is no functional dependency of the whole 
functionality network from only one edge. 

Within a consortium of 6 partners, covering basic academic research, applied 
research, software industry and IT-consultancy, P2E2 deals with that problem 
domain for a total of 24 months. During the project lifetime, several showcases 
realizing real business scenarios are built up and deployed in order to prove the 
practical use of the project results. 

Finally, the use of P2P technologies within business integration scenarios 
marks a young area of research and development within the field of business 
information systems. It will remain an interesting object for actual research. P2E2
has made a first step into this domain trying to solve some of the common 
problems, leaving some others open and maybe also rising some new ones. The 
way to consistent, operative environments that integrate enterprises and enterprise 
application trough peer-to-peer technology will be long, but with P2E2 we have 
entered the road. 
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Summary. Data quality is becoming an increasingly important issue in environments charac-
terized by extensive data replication. Among such environments, this paper focuses on Coop-
erative Information Systems (CISs), for which it is very important to declare and access quality
of data. Specifically, we describe the detailed design and implementation of a peer-to-peer ser-
vice for exchanging and improving data quality in CISs. Such a service allows to access data
and related quality distributed in the CIS and improves quality of data by comparing different
copies of the same data. Some experiments on real data will show the effectiveness of the
service and the performance behavior.

1 Introduction

Data quality is a complex concept defined by various dimensions such as accuracy,
currency, completeness, consistency [18]. Recent research has highlighted the im-
portance of data quality issues in various contexts. In particular, in some specific
environments characterized by extensive data replication high quality of data is a
strict requirement. Among such environments, this paper focuses on Cooperative In-
formation Systems.

Cooperative Information Systems (CISs) are all distributed and heterogeneous in-
formation systems that cooperate by sharing information, constraints, and goals [14].
Quality of data is a necessary requirement for a CIS. Indeed, a system in the CIS will
not easily exchange data with another system without a knowledge on their quality,
and cooperation becomes difficult without data exchanges. Also, when poor quality
data are exchanged, there is a progressive deterioration of the quality of data stored
in the whole CIS. Moreover, when a CIS is a data integration system, data integra-
tion itself cannot be performed if data quality problems are not fixed. As an example,
results of queries executed over local sources must be reconciled and merged, and
quality problems resulting from a comparison of results need to be solved in order to
provide the data integration system with the required information [5]. On the other
hand, the high degree of data replication that characterizes a CIS can be exploited
for improving data quality, as different copies of the same data may be compared in
order to detect quality problems and possibly solve them.
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In [16, 11], the DaQuinCIS architecture 1 is described as an architecture manag-
ing data quality in cooperative contexts, in order to avoid the spread of low-quality
data and to exploit data replication for the improvement of the overall quality of
cooperative data .

The core component is the Data Quality Broker. The Data Quality Broker has
two main functionalities: (i) quality brokering, that allows users to select data in the
CIS according to their quality; (ii) quality improvement, that diffuses best quality
copies of data in the CIS.

With reference to the quality brokering functionality, the Data Quality Broker
is in essence a data integration system that allows the access to the best available
quality data without having to know where such data are stored. The Data Quality
Broker adopts a wrapper-mediator architecture, in which wrappers hide technolog-
ical and model-related details of organizations, while a mediator interacts with the
user, presenting a unified view of the databases on which queries can be posed.

With reference to the quality improvement functionality, when retrieving data,
they can be compared and a best quality copy can be constructed. Organizations hav-
ing provided low quality data are notified about higher quality data that are available
in the CIS.

This paper will focus on the design and implementation features of the Data
Quality Broker as a Peer-to-Peer (P2P) system. More specifically, the Data Quality
Broker is implemented as a peer-to-peer distributed service: each organization hosts
a copy of the Data Quality Broker that interacts with other copies and has both the
functions of wrapper and mediator. While the functional specification of the Data
Quality Broker is not a contribution of this paper, and has been presented in [11], its
detailed design and implementation features as a P2P system are a novel contribution
of this paper. Moreover, we will present some results from tests made to prove the
effectiveness and efficiency of our system. The Data Quality Broker is implemented
by a peer-to-peer architecture in order to be as less invasive as possible in introducing
quality controls in a cooperative system. Indeed, cooperating organizations need to
save their independency and autonomy requirements. Such requirements are well-
guaranteed by the P2P paradigm which is able to support the cooperation without
necessarily involving consistent re-engineering actions; in Section 5, we will better
detail this point, comparing our choice with a system that instead does not adopt a
P2P architecture.

The rest of this paper is organized as follows. In Section 2, an overview of both
the component architecture and the system architecture of the Data Quality Broker
is provided. In Section 3, the modules Query Processor and Transport Engine of the
Data Quality Broker are respectively described in detail. The set of performed exper-
iments is described in Section 4. Finally, related work and conclusions are presented
in Sections 5 and 6.

1 The DaQuinCIS approach has been developed in the context of the project “DaQuin-
CIS - Methodologies and Tools for Data Quality inside Cooperative Information Systems”
(http://www.dis.uniroma1.it/∼dq/).
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2 The Data Quality Broker Architecture

In this Section, we provide an overview of the Data Quality Broker, first summarizing
the Data Quality Broker functionality in Section 2.1 and then presenting the design
and implementation details in Section 2.2.

2.1 The Data Quality Broker Functionality

In the DaQuinCIS architecture, all cooperating organizations export their applica-
tion data and quality data (i.e., data quality dimension values evaluated for the ap-
plication data) according to a specific data model. The model for exporting data and
quality data is referred to as Data and Data Quality (D 2Q) model [11]. The Data
Quality Broker allows users to access data in the CIS according to their quality.
Specifically, the Data Quality Broker performs two tasks, namely query processing
and quality improvement.

The Data Quality Broker performs query processing according to a global-as-
view (GAV) approach by unfolding queries posed over a global schema, i.e., re-
placing each atom of the original query with the corresponding view on local data
sources [17, 9]. Both the global schema and local schemas exported by cooperating
organizations are expressed according to the D 2Q model. The specific way in which
the mapping is defined stems from the idea of performing a quality improvement
function during the query processing step. Concept from the global schema may be
defined in terms of extensionally overlapping concepts at sources. When retrieving
results, data coming from different sources can be compared and a best quality copy
can be constructed. Specifically, in our setting, data sources have distinct copies of
the same data with different quality levels, i.e., there are instance-level conflicts. We
resolve these conflicts at query execution time by relying on quality values associ-
ated to data: when a set of different copies of the same data are returned, we look at
the associated quality values, and we select the copy to return as a result on the basis
of such values. More details on the algorithm implemented for processing queries
can be found in [16]. The best quality copy is also diffused to other organizations in
the CIS as a quality improvement feedback.

2.2 The Data Quality Broker Component Architecture

The Data Quality Broker is implemented as a peer-to-peer distributed service: each
organization hosts a copy of the Data Quality Broker that interacts with other copies
(see Figure 1, left side). Each copy of the Data Quality Broker is internally composed
by four interacting modules (see Figure 1, right side). The modules Query Proces-
sor and Transport Engine are general and can be installed without modifications in
each organization. We have implemented both the Query Processor and the Trans-
port Engine; details on their implementation will be provided in the next sections.
The module Wrapper has to be customized for the specific data storage system. The
module Propose Manager must be implemented by each cooperating organization.
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The Query Processor performs query processing, as detailed in Section 3. It
unfolds queries posed over the global schema. On receiving query results, a query
refolding phase is performed, in order to make the execution of the global query
possible. A record matching activity is then performed in order to identify all copies
of same data returned as results. Matched results are then ranked on the basis of as-
sociated quality and the best quality copies are selected to be returned as a result.
The Wrapper translates the query from the language used by the broker to that of the
specific data source. In this work, the wrapper allows read-only access to data and
associated quality stored inside organizations. The Transport Engine is a communi-
cation facility that transfers queries and their results between the Query Processor
module and data source wrappers. The Propose Manager receives feedbacks sent to
organizations in order to improve their data. This module is customizable by each or-
ganization according to its internal policy for quality improvement. As an example,
an organization can choose to trust the quality improvement feedbacks and automat-
ically update its data based on the improvement notifications.
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Fig. 1. The Data Quality Broker as a P2P system and its internal architecture

The Query Processor is responsible for query execution. Each copy of the Query
Processor unfolds user queries into subqueries, on the basis of the defined mapping.
Subqueries are then sent to other copies of the Query Processor for execution. In
order to send subqueries and receive the answers, each Query Processor interacts
with the local Transport Engine.

The Transport Engine provides general connectivity among all Data Quality Bro-
ker instances in the CIS. Copies of the Transport Engine interact with each other in
two different scenarios: (i) during query execution, the Transport Engine of the re-
questing peer sends the subqueries to the Transport Engine of the target data sources
by executing the invoke() operation (see Figure 2, right side), and asynchronously
collects the answers; (ii) when a Query Processor has selected the best quality result
of a query, it contacts through its local Transport Engine the Transport Engines of
the interested sources, to enact quality feedback propagation. The propose() op-
eration (see Figure 2, right side) is executed as a callback on each organization, with
the best quality selected data as a parameter.

Another function performed by the Transport Engine is the evaluation of the
availability of data sources that are going to be queried for data. This feature is
encapsulated into the Transport Engine as it can be easily implemented exploiting
Transport Engine’s communication capabilities.

The Data Quality Broker component architecture has been implemented by web
services technologies. To implement web services, we have chosen the J2EE 1.4 Java
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Platform, specifically the Java API for XML-based Remote Procedure Call (JAX-
RPC) [8]. In JAX-RPC, request/response of remote methods is performed through
the exchange of SOAP messages over an HTTP connection.

3 Query Processor and Transport Engine: Design and
Implementation Issues

The Query Processor module of the Data Quality Broker implements the mediation
function of a data integration architecture [19]. It performs query processing accord-
ing to a GAV approach, by unfolding queries posed over a global schema. Both
the global schema and local schemas exported by cooperating organizations are ex-
pressed according to the D2Q model. The D2Q model is a semistructured model that
enhances the semantics of the XML data model [7] in order to represent quality data.
The schemas and instances of the D2Q model are almost directly translated respec-
tively into XML Schemas and XML documents. Such XML-based representations
are then easily and intuitively queried with the XQuery language [4]. The unfolding
of an XQuery query issued on the global schema can be performed on the basis of
well-defined mappings with local sources. The exact definition of the mapping is
beyond the scope of this paper, more details can be found in [13].

The Query Processor has been implemented as a Java application. Figure 2 shows
the main components; the phases of query processing that are executed by each
component module are also represented. The Query Parser performs the first query
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Fig. 2. Implementation Modules of the Query Processor (left side) and Internal Modules of
the TE of organization i (right side)

processing steps. To implement it, a parser for the XQuery language has been gen-
erated with the help of the JavaCC tools. The Translation/Retranslator module man-
ages everything related to the translation and retranslation of queries and their results.
For query execution a third-party query engine may be used. The engine used in our
implementation is IPSI-XQ [1]. Let us note that we made IPSI-XQ quality-aware by
adding some quality functions to it. These functions are written in XQuery, and al-
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low to access quality data; they are simply added to the query prolog of each query
submitted to the engine.

The Transport Engine component of the Data Quality Broker provides the con-
nectivity and communication infrastructure of the DaQuinCIS system. In Figure 2
the internal components of the TE are shown; the sequence of interactions among
such modules is also depicted. The Availability Tester module works in background
continuously executing connectivity tests with servers from other organizations. It
executes a ping function on the servers in the cooperative system opening HTTP
connections on them. The Transport Engine Interface is the module that interfaces
the Query Processor and the Transport Engine. Specifically, it uses a data structure
to store queries and query results, once the latter have been gathered from each orga-
nization. The data structure is organized as an array: each element is representative
of a single query execution plan and is composed by a list of queries that are specific
of such a plan. Such queries are passed by the Query Processor (step 1). Then, the
Transport Engine Interface activates the Execute-Query module with plans as input
parameters (step 2). The Execute-Query interacts with the Availability Tester module
that performs an availability check of the sources involved in the query execution
(step 3). Then, the Execute-Query activates the Web Service Invoker module that car-
ries out the calls to the involved organizations (step 4). The call is performed in an
asynchronous way by means of suitable proxy SOAP client. Before invoking data
management web services, an availability check is performed by the Availability
Tester module. When the result of the different plans are sent back, the Execute-
Query module stores them in a specific data structure and gives it to the Transport
Engine Interface (step 5) that, in turn, gives it back to the Query Processor (step 6).
The data structure is very similar to the input one; the main difference is the substi-
tution of the query field with a special record containing data and associated quality
provided as query answers.

Notice that the same interaction among modules shown in Figure 2 occurs when
quality feedbacks need to be propagated. The Query Processor selects the best qual-
ity copies among the ones provided as query answers and then sends back the result
to the Transport Engine Interface that activates the Execute-Query module with the
best quality copies and the organizations to be notified about them as input para-
meters. The best quality copies are then sent by the Web Service Invoker. On the
receiver organization side, the Execute-Query module notifies the Propose Manager
modules of involved organizations about the better quality data available in the sys-
tem, thus implementing the quality feedback functionality that the Data Quality Bro-
ker provides at query processing time. Notice also that the Execute-Query module,
on the sender organization side, also interacts with the Availability Tester modules:
this makes quality notification not to be performed in a one-step process. Instead, a
transaction starts that commits only when the set of sources that has to be notified is
exhausted.
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4 Experiments

In this Section, we first show the experimental methodology that we adopted in Sec-
tion 4.1; then, in Sections 4.2 and 4.3, we show respectively quality improvement
experiments and performance experiments.

4.1 Experimental Methodology

We performed two types of experiments. The first set shows the effectiveness of the
Data Quality Broker to improve data quality. The second set shows some perfor-
mance features of the Data Quality Broker.

We used two real data sets, each owned by an Italian public administration
agency, namely: (i) the first data set is owned by the Italian Social Security Agency,
referred to as INPS (in Italian, Istituto Nazionale Previdenza Sociale). The size of the
database is approximately 1.5 millions of records; (ii) the second data set is owned
by the Chambers of Commerce, referred to as CoC (in Italian, Camere di Commer-
cio). The size of the database is approximately 8 millions of records. Some data
are agency-specific information about businesses (e.g., employees social insurance
taxes, tax reports, balance sheets), whereas others are common to both agencies.
Common items include one or more identifiers, headquarter and branches addresses,
legal form, main economic activity, number of employees and contractors, informa-
tion about the owners or partners.

As far as quality improvement experiments, we have associated quality values
to the INPS and CoC databases. Specifically, we have associated completeness and
currency quality values to each field value. Completeness refers to the presence of
a value for a mandatory field. As far as currency values, timestamps were already
associated to data values in the two databases; such timestamps refer to the last date
when data were reported as current. We have calculated the degree of overlapping of
the two databases that is equal to about 970000 records.

As far as performance experiments, a P2P environment has been simulated. Each
data source has been wrapped by a web service; such web services are deployed on
different computers connected by a LAN at 100 Mbps and interacting each other
using the SOAP protocol.

4.2 Quality Improvement Experiments

The experimental setting consists of the two described real data bases that are queried
by a third data source that cooperates with them. We consider how this CIS behaves
with regards to the quality of its data, in two specific cases. In the first case, a “stan-
dard” system is considered; this system does not perform any quality based check
or improvement action. In the second case, the CIS uses the Data Quality Broker
functionality of query answering and quality improving.

Values for the frequency of queries and updates on the data bases and average
query result size are derived from real use cases. We have estimated the frequency
of changes in tuples stored in the two databases to be around 5000 tuples per week.
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Average query frequency and query result size are, respectively, of 3000 queries per
week and 5000 tuples per query. In a real setting, updates are distributed over a week.
Anyway, to simplify our experimental setting, we have chosen to limit updates to the
beginning of each week.

We consider how the quality of the entire CIS changes throughout a period of
five weeks. Note that such variations are due to both updates on the databases and
exchanges of data between them. In the standard system, these exchanges are only
due to queries. With the Data Quality Broker, each time a query is performed, an
improvement feedback may be propagated. For both the Data Quality Broker and
the standard system, we calculate the overall Quality of the system, as the percent-
age of the high quality tuples in the system. We adopt simplified quality metrics by
considering that a tuple has high quality if it is complete and current on all its fields.
Conversely, a tuple has low quality if it is not complete and/or current on some fields.

To clarify how the two systems reacts to updates, we use an update set composed
by both high quality and bad quality tuples equally distributed.

Figure 3 shows the behavior of the Data Quality Broker and the standard system
with respect to quality improvement. In the standard system (Figure 3.a), the overall
quality is roughly constant, due to the same number of high quality and low quality
tuples spread in the system. Instead, with the Data Quality Broker (Figure 3.b), the
improvement of quality in each period is enhanced by data quality feedbacks per-
formed by the system and low quality data are prevented to spread. This causes a
growing trend of the Data Quality Broker curve, in spite of low quality inserted tu-
ples. The actual improvement is about 0.12%; given that the size of the two databases
is about 9.500.000 tuples, the improvement consists of about 11.500 tuples.
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Fig. 3. Data quality improvement in the standard system and with the Data Quality Broker.

4.3 Performance Experiments

For the performance set of experiments, we have considered the Data Quality Bro-
ker and the standard system behavior with fictitious sources, in order to vary some
parameters influencing performance experiments.

The first performance experiment shows the time overhead of the Data Quality
Broker system with respect to the standard system. In such experiment we draw a
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normalized transaction time defined by the fraction:
DataQualityBrokerElaborationTime−StandardElaborationtime

StandardElaborationtime

The elaboration time is the time required by the system for processing a query. The
normalized transaction time is drawn when varying the degree of overlapping of data
sources. The overlapping degree significantly influences the Data Quality Broker.
Indeed, the Data Quality Broker accomplishes its functionalities in contexts where
data sources overlap and such an overlapping can be exploited to improve the quality
of data. The Figure 4 left side shows how the normalized transaction time varies
in dependance on the percentage of data sources overlapping with two fixed query
result sizes, namely q1=1000 tuples, q2= 5000 tuples. The number of overlapping
sources is fixed to 3. This means that once a query is posed over the system, three
sources have data that can be provided as answer to the query, though the system can
have a larger number of sources. Figure 4 shows the actual time overhead of the Data
Quality Broker systems with respect to a standard system. The Data Quality Broker
system has an acceptable time overhead. The worst depicted case is for the query
result size q2=5000 and a percentage of overlapping equal to 40%; in such a case,
there is a 50% time overhead with respect to the standard system.
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Fig. 4. Normalized transaction time wrt percentage of overlapping data sources (left side) and
normalized transaction time wrt query sizes (right side)

The second performance experiment shows the normalized transaction time with
query size varying (see Figure 4 right side). For a fixed degree of overlapping equals
to 15%, we draw the normalized transaction time for three different numbers of
overlapping organizations, namely n1=3, n2=4 and n3=5. This experiment shows
the behavior of the Data Quality Broker when increasing the number of organiza-
tions and the size of queries. Specifically, the normalized transaction time increases
slowly with an almost linear trend. The positive result shown in Figure 4 is that when
the number of overlapping data sources increases, the trend does not substantially
change.

5 Related Work

Data quality has been explicitly addressed in a few works. In [15], an algorithm for
querying for best quality data in a LAV integration system is proposed. In the Data
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Quality Broker framework, we share with [15] the idea of querying for best quality
data. The main difference of our work with respect to [15] is the semantics of our
system. Our aim is not only querying, but also improving quality of data. To such
a scope, the query processing step has a specific semantics that allows to perform
quality improvement on query results.

The MIT Context Interchange project (COIN) [6] is based on the idea of mod-
eling a “context" for integrating heterogeneous sources. Such a context consists of
metadata that allows for solving problems, such as instance level conflicts that may
occur in the data integration phase. However, the COIN approach focuses only on
one aspect of data quality, namely data interpretability, while our approach offers a
much more general and explicit way of representing the quality of data.

In [12], the basic idea is to select web data sources based on quality values on
provided data. Specifically, the authors suggest to publish metadata characterizing
the quality of data at the sources. Such metadata are used for ranking sources, and a
language to select sources is also proposed. In the Data Quality Broker system, we
associate quality to data (at different granularity levels) rather than to a source as a
whole. This makes things more difficult, but allows to pose more specific queries.

In 1999, the Italian Public Administration started a project, called “Services to
Businesses”, which involved extensive data reconciliation and cleaning [3]. The ap-
proach therein followed consisted of three main steps: (i) linking once the databases
of three major Italian public administrations, through a record matching process;
(ii) correcting matching pairs and (iii) maintaining such status of aligned records
in the three databases by centralizing record updates and insertions only on one
of the three databases. This required a substantial re-engineering of administrative
processes, with high costs and many internal changes for each single administration.
In out framework, conversely, the choice of implementing the Data Quality Bro-
ker functionality in a completely distributed way through a P2P architecture avoids
bottlenecks on a single cooperating rganization. Even more important, no kind of
re-engineering actions need to be engaged when choosing to use the Data Quality
Broker, as query answering and quality improvement can be performed with a very
low impact in terms of changes on cooperating organizations.

6 Concluding Remarks

In this paper, we have described the detailed design and implementation of the Data
Quality Broker service, and in particular two modules, namely the Query Processor
and the Transport Engine. We have also described some experiments that validate our
approach with respect to quality improvement effectiveness. Such experiments show
that the Data Quality Broker succeeds in controlling and improving quality of data
in a CIS. Moreover, when compared to a standard system, i.e. a system with no qual-
ity management features, the Data Quality Broker exhibits a limited performance
degradation. Such a performance degradation is not a serious problem in specific
scenarios, such as e-Government, in which the quality of data is the main enabling
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issue for service provisioning. Indeed, we remark that such scenarios are the refer-
ence ones for the DaQuinCIS system. Future works will include the deep validation
based on the adoption of the proposed P2P system in some Italian e-Government
pilot initiatives.

References

1. IPSI-XQ, Available from http://ipsi.fhg.de/oasys/projects/
ipsi-xq/index_e.html.

2. K. Aberer and Z. Despotovic, Managing Trust in a Peer-2-Peer Information System, Pro-
ceedings of the 10th International Conference on Information and Knowledge Manage-
ment (CIKM’01), Atlanta, Georgia, USA, 2001.

3. M. Bertoletti, P. Missier, M. Scannapieco, P. Aimetti, and C. Batini, Improving
Government-to-Business Relationships through Data Reconciliation and Process Re-
engineering, Advances in Management Information Systems-Information Quality Mono-
graph (AMIS-IQ) Monograph (Richard Wang, ed.), Sharpe, M.E., to appear, 2004.
Shorter version also in ICIQ 2002.

4. S. Boag, D. Chamberlin, M.F. Fernandez, D. Florescu, J. Robie, and J. Simèon,
XQuery 1.0: An XML Query Language, W3C Working Draft. Available from
http:///www.w3.org/TR/xquery, November 2003.

5. M. Bouzeghoub and M. Lenzerini (editors), Special Issue on Data Extraction, Cleaning,
and Reconciliation, Information Systems 26 (2001), no. 8.

6. S. Bressan, C.H. Goh, K. Fynn, M.J. Jakobisiak, K. Hussein, K.B. Kon, T. Lee, S.E.
Madnick, T. Pena, J. Qu, A.W. Shum, and M. Siegel, The COntext INterchange Media-
tor Prototype, Proceedings ACM SIGMOD International Conference on Management of
Data (SIGMOD 1997), Tucson, Arizona, USA, 1997.

7. M.F. Fernandez, A. Malhotra, J. Marsh, M. Nagy, and N. Walshand, XQuery
1.0 and XPath 2.0 Data Model, W3C Working Draft. Available from
http:///www.w3.org/TR/query-datamodel, November 2002.

8. JSR-101 Expert Group, Java(tm) api for xml-based remote procedure call (jax-rpc) spec-
ification version 1.1, Sun Microsystems, Inc., October 2003.

9. M. Lenzerini, Data Integration: A Theoretical Perspective, Proceedings of the 21st ACM
Symposium on Principles of Database Systems (PODS 2002), Madison, Wisconsin, USA,
2002.

10. M. Mecella and C. Batini, A Review of the First Cooperative Projects in the Ital-
ian e-Government Initiative, Proceedings of the 1st IFIP Conference on e-Business, e-
Commerce, e-Government, Zurich, Switzerland, 2001.

11. M. Mecella, M. Scannapieco, A. Virgillito, R. Baldoni, T. Catarci, and C. Batini, The
DaQuinCIS Broker: Querying Data and their Quality in Cooperative Information Sys-
tems, Journal of Data Semantics 1 (2003), no. 1. Shorter version also appeared in CoopIS
2002.

12. G. Mihaila, L. Raschid, and M. Vidal, Using Quality of Data Metadata for Source Se-
lection and Ranking, Proceedings of the 3rd International Workshop on the Web and
Databases (WebDB’00), Dallas, Texas, 2000.

13. D. Milano, M. Scannapieco, and T. Catarci, Quality-driven Query Processing of XQuery
Queries, Submitted to International Conference, 2004.

14. J. Mylopoulos and M.P. Papazoglou (eds.), Cooperative Information Systems (Special
Issue), IEEE Expert Intelligent Systems & Their Applications 12 (1997), no. 5.



300 Diego Milano, Monica Scannapieco and Tiziana Catarci

15. F. Naumann, U. Leser, and J.C. Freytag, Quality-driven Integration of Heterogenous In-
formation Systems, Proceedings of 25th International Conference on Very Large Data
Bases (VLDB’99), Edinburgh, Scotland, UK, 1999.

16. M. Scannapieco, A. Virgillito, M. Marchetti, M. Mecella, and R. Baldoni, The DaQuin-
CIS architecture: a Platform for Exchanging and Improving Data Quality in Cooperative
Information Systems, Information Systems (to appear, 2004).

17. J.D. Ullman, Information Integration Using Logical Views, Proceedings of the 6th Inter-
national Conference on Database Theory (ICDT ’97), Delphi, Greece, 1997.

18. R.Y. Wang and D.M. Strong, Beyond Accuracy: What Data Quality Means to Data Con-
sumers, Journal of Management Information Systems 12 (1996), no. 4.

19. G. Wiederhold, Mediators in the Architecture of Future Information Systems, IEEE Com-
puter 25 (1992), no. 3.



Moving from Internal to External Services Using 

Aspects

Martin Henkel, Gustav Boström and Jaana Wäyrynen 

Department of Computer and Systems Science, Stockholm University and Royal Institute of 
Technology, Forum 100, SE-164 40 Kista, Sweden, martinh@dsv.su.se, 
gusbo@kth.se, jaana@dsv.su.se 

Summary. Service oriented computing and web service technologies provide the means to 
structure an organisation’s internal IT resources into a highly integrated network of services. 
In e-business and business process integration the internal services are interconnected with 
other, external organisations’ resources to form virtual organisations. This move from using 
services internally to external use puts new non-functional requirements on the service 
implementation. Without any supporting technologies, meeting these new requirements can 
result in re-writing or changing a large part of the service implementation. In this paper we 
argue that aspect oriented programming is an important technique that can be used to 
facilitate the implementation of the new requirements that arises when moving from internal 
to external services. The suggested solution is illustrated by an example where quality of 
service metrics is implemented by using aspect oriented programming. 

1 Introduction 

Service oriented computing, in particular the web service technologies, has drawn 
a lot of attention in recent years. The reason for this attention is multi-faceted.  One 
reason is based on the view that service oriented computing is a natural step of 
evolution from object-oriented and component based computing. Another aspect 
that makes services interesting is that they can be used to structure and 
interconnect an organisation’s internal IT systems. Even more importantly, 
services can be used externally to enable interconnection of enterprises [1], thus 
enabling the forming of networked or “virtual” enterprises [2].  

The interconnecting of enterprises via service technology requires that part of 
an enterprise’s internal systems must be made available to external organisations. 
This shift from internal to external use puts new requirements on existing IT 
systems. First of all, the systems must be able to communicate, regardless of 
differences in platforms and languages. This interoperability can be achieved by 
conforming to technical standards. The existing and upcoming web service 
standards such as SOAP [3] and WSDL [4] are important steps towards 
interoperable services. A second, somewhat overlooked part is that providing 
external services also puts new non-functional requirements on existing systems, 
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such as scalability, security and quality. These requirements are sometimes also 
called “illities” [5].  

Within the border of a company these requirements might be implicitly met by 
assumptions about the company’s secure intranet, the well-defined number of 
users, the support department’s ability to monitor the quality etc. However, 
exposing parts of the system to external partners will require that these implicit 
assumptions need to be converted into explicit, measurable, and monitorable 
implementations. Furthermore, the new non-functional requirements posed need to 
be implemented as part of the existing systems. 

Implementations of new non-functional requirements often cut across the entire 
system, i.e. a large part of the existing system code is affected by new non-
functional requirements. Thus, when moving from internal to external service use, 
a potentially large part of the system code needs to be changed. The need to change 
large portions of code to implement new non-functional requirements is a problem, 
since it increases the risk of major redesign when moving from internal to external 
use of services. The question is how to overcome this problem. 

Aspect Oriented Programming (AOP) is proposed as a technique to implement 
functionality that cuts across an entire system [6]. Thus, aspect orientation may be 
a solution that can facilitate the implementation of the non-functional requirements 
that arises when internal systems are to be exposed as external services. 

In this paper we argue that aspect oriented programming can be a useful 
technique for moving from internal to external services. The paper begins with a 
short introduction to service oriented computing and aspect oriented programming. 
The introduction is followed by a description of the problem and the proposed 
solution. Then, we provide an example of how aspect-orientation can be applied in 
the context of a service that needs to be changed due to changed non-functional 
requirements. The article ends with a discussion of the proposed solution’s 
applicability and a discussion of further work.  

1.1  Service Oriented Computing 

A service is an “act or performance offered by one party to another” [7]. Services 
offered by IT systems have been dubbed “e-Services” [8] and “software services”. 
In this paper the term service denotes services offered by one system to another 
system, i.e. where both parties are software systems. This excludes services that are 
offered to (human) users via graphical user interfaces. 

Service Oriented Computing (SOC) builds on the component based 
development (CBD) principles of building systems by combining software parts. In 
contrast to components, a service is a run-time programming interface rather than a 
physical/binary entity that needs to be installed before use. This distinction 
between runtime provisioning and implementation is made by component based 
development methods [9]. The distinction might seem finicky, but it has a 
profound impact on how services are used. A provider of a service is responsible 
for the run-time availability of the service, whereas a component provider is only 
responsible for the construction and delivering of the binary component. Thus, 
building a component based system is about assembling software parts, while 
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building a service-oriented system is about communicating with services offered 
by different providers. 

The focus on run-time availability and provider responsibility makes services 
an ideal metaphor for interconnecting a organisation’s IT-systems (internal use), 
where each system is a separate run-time entity. For the same reason, service 
oriented computing can play a major role in the interconnection of systems 
belonging to separate organisations (external use). 

1.2  Aspect Oriented Programming 

Aspect oriented programming is a paradigm that attempts to help in implementing 
concerns that are present in many modules and therefore crosscuts a system, that is 
cross-cutting concerns. Cross-cutting concerns are difficult to modularise using 
existing object-oriented techniques since there is no logical place in which to 
implement them. An illustrative example is logging of method-calls. Using existing 
object-oriented techniques the code for implementing this would be spread out in 
all methods that require logging. Changing the way logging is done, and especially, 
where it is performed is therefore difficult to accomplish without changing all 
methods that need to be logged. This poor modularisation leads to code that is 
difficult to maintain. The fact that you need to deal with several concerns, logging 
and business logic, in the same method also adds to the complexity of the code. 

Aspect oriented programming provides a way to modularise these cross-cutting 
concerns in an efficient manner by factoring out logic belonging to a specific 
concern into an Aspect [10]. In this article we use AspectJ as a tool to implement 
aspect oriented programming [11]. An aspect in AspectJ consists of Pointcuts, and 
Advice (in AspectJ an aspect can also contain Inter Type declarations, but this 
concept is not used in this article). Pointcuts describe where the aspect should 
apply in terms of the object-oriented systems structure, e.g. the pointcuts of the 
logging aspect would describe where in the system logging should be performed in 
terms of the classes and methods of the system. Advice describes what should 
happen at these pointcuts, e.g. how the logging should be carried out. The AspectJ 
keywords aspect, pointcut and advice are added to the Java-syntax in order to 
support these concepts. The process of combining the aspects and the classes into 
an executable system is called aspect weaving.

1.3  Functional, Non-functional and Cross-cutting Requirements 

Functional requirements are statements of services that the system should provide. 
This can also be said as describing what the system should do. Non-functional 
requirements, on the other hand, are focused on how the system should perform the 
services [12]. An example of a functional requirement on an ATM-machine could 
for example be that an ATM-machine should be able to dispense money to the 
bank’s customers. A non-functional requirement could be that this service has to be 
performed securely and with an acceptable response time. Other examples of non-
functional requirements are performance, traceability, scalability and error 
handling. A problem with non-functional requirements is that they are often 
crosscutting, i.e. they affect many modules of the system. For example, security 
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needs to be addressed in many parts of an ATM-system. It is therefore difficult to 
modularise crosscutting requirements. This can make systems difficult to maintain 
and evolve [13]. 

2 Moving from Internal to External Services 

As stated in the introduction, service oriented computing promises to interconnect 
organisations. This is done by integrating and automating business processes that 
span across several organisations. Service oriented architectures (SOA) and service 
technologies, such as web services form the fundament for such integration. 
Integrating business processes and automating them relies on the integration of the 
organisation’s IT systems. This in turn, requires that contact patches between the 
systems need to be established. Systems, which previously only where used within 
a company, need to exchange information with external systems through these 
contact patches. Interconnecting the processes of two organisations commonly 
does not require that all the IT systems need to be integrated. Rather than making 
an entire system available externally, a selection of functionality is made. This 
functionality is then exposed as services that can be used by external organisations 
[14]. As mentioned earlier, the exposed services commonly need to adhere to a 
new set of non-functional requirements. Examples of new non-functional 
requirements are security, quality of service measurements, and performance 
monitoring. Implementing support for these new requirements is instrumental in 
making the services available externally. 

There exist several solutions to this problem. The first solution that comes to 
mind is to rework the entire code to support the new requirements. This can be 
achieved by following common refactoring principles, such as those proposed by 
Fowler [15]. However, this solution requires a lot of work, since each method that 
should adhere to the new requirements has to be reviewed. More generic 
approaches have also been proposed, such as the addition of an extra layer to 
existing component-environments by using generated proxies controlled by 
proprietary description languages [16]. These generic approaches have a much 
better chance of reducing the amount of work required. They are, however, based 
on proprietary languages and technologies. The ideal would be a technique which 
is generic (to avoid too much rework), and at the same time does not rely on 
proprietary technologies, servers, and languages. We propose that aspect oriented 
programming can be such a technique.  

Aspect oriented programming separates the code required to fulfil the new 
requirements from the existing code. The new requirements can thus be separately 
implemented as aspects, without changing the existing code. These aspects can 
then selectively be applied (by aspect weaving) to the parts of the code that need to 
adhere to the new requirements. Applying the aspects does not require changing 
the original code. For a large system this can save a lot of time.  

In the next section we will give an example of how aspect oriented 
programming can be used to implement non-functional requirements without a 
major rework of the original system. 
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3 An Example: Adding QoS Metrics to Web services 

The example in this section describes the steps necessary to extend a web service 
with quality of service metrics monitoring (QoS monitoring). The example 
elucidates the main point of this paper, that by using aspects, the move from 
internal services to external services does not require a major rework of the code. 
The need to extend web services with QoS metrics is selected as an example both 
because it is a likely scenario, and because it clearly demonstrates how non-
functional requirements can be implemented using aspects. What makes the 
scenario likely is that enterprises starting to use the web service technology 
internally will need to further define, and monitor their quality of service when 
starting to use web service technologies as an external communication mean 
between enterprises, thus the need to add QoS metrics to web services. 

3.1  Scenario 

To illustrate how AOP will help in implementing non-functional requirements such 
as QoS metrics let’s imagine a company that provides financial services such as 
mortgages and loans for cars. In this business it is essential to know your 
customers’ credit worthiness. Credit worthiness is determined using the customers’ 
credit history, income and other variables. Different financial services require 
different definitions and levels of credit worthiness. This information is used in 
determining whether to grant applications for both loans and mortgages. Since 
credit checking is an important part of this organisation’s business, it is 
implemented as a web service that can be reused from all systems within the 
organisation. Figure 1, below, shows how the interface to this credit checking 
service might look like implemented in Java.  

Figure 1. The interface of the CreditCheckingService 

The next step in the organisation’s business plans could be to provide the credit 
checking service to external businesses, such as mobile phone operators and car 
leasing companies that also need efficient credit check processing. However, 
before using the credit checking from their systems, external businesses will 
require some form of quality guarantee. For example, a potential customer of the 
service would probably ask the following questions: 

How can it be ensured that the service paid for is reliable and running when 
needed? 
How can the organisation monitor that the performance is acceptable? 

public interface CreditCheckingServiceInterface 
{

public boolean hasPaymentRemarks(String name); 
public boolean hasCreditHistory(String name); 
public boolean checkCreditForAmount 

    (String name, int amount); 
}
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In short, the customers will require some form of agreement that states the 
intended quality of service. The agreement can include measurable limits for 
performance, cost, up time and other dimensions that affect the overall quality of 
the provided web service. For this example we use three QoS dimensions for web 
service processes as defined by Sheth et al. [17]: time, cost and reliability. 

Time is a measure of response time of the web service that is to be monitored. 
The response time is measured from request arrival to the completion of the 
request. 

Cost can be measured by either estimating an average cost for each service 
invocation, or by measuring the resources that are consumed to complete a 
request (such as processor time, cost of information storage etc). 

Reliability is a measure of technical failure rate, that is, monitoring the 
reliability will discover how many times the service failed to deliver a 
response. Sheth et al. [17] suggest that reliability is to be measured as a ratio 
of successful executions/scheduled executions. 

The credit checking web service mentioned above is not built with QoS metrics in 
mind, since it was designed for internal use only. Adding QoS metrics to the 
existing service can be a major undertaking, since code that monitors the metrics 
need to be inserted in all parts of the service. Without a technique that helps 
implement cross-cutting, non-functional requirements such as QoS metrics, 
developers are running the risk of having to redesign a major part of the code. 
However, applying aspect oriented programming can reduce this risk. An example 
of how aspects can be applied in this case is described in the next section. 

3.2  Applying Aspects 

Let’s look at how aspects could be applied in the described scenario. The three 
QoS dimensions time, cost and reliability define what is to be measured. Before 
implementing the actual metrics, it has to be decided where in the application code 
the dimensions should be measured. A basic approach would be to add code to 
register each metric in the beginning and end of each request, i.e. before and after 
each call to the web service. Without using aspects, this approach would require 
additional code that has to be inserted in all web service methods. However, using 
an aspect-oriented approach, adding QoS metrics to web services would only 
require the metrics aspects and their join points to be defined once, without any 
change to the original web service implementation. 

To implement QoS metrics for the credit checking service, one aspect for each 
of the QoS dimension can be implemented. Thus, as an example we have 
implemented the aspects PerformanceQoSAspect, CostQoSAspect and 
ReliabilityQoSAspect . 

3.3  Performance Aspect 

The performance aspect is intended to measure the Time QoS dimension. Time can 
be measured by recording the request/method name, when the request arrived and 
when the response was sent. The implementation of this metric requires that two 
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aspect join points are defined; one at the beginning of each method call and one at 
the end. These join points are defined within the AspectJ pointcut “timedMethods”, 
see Figure 2. 

Figure 2. Performance QoS aspect 

3.4  Cost Aspect 

Cost can be measured by recording the request/method name for each request. 
Using predefined cost for each type of request, the total cost can be calculated. The 
measurement of cost can be done by using a join point at the end of each web 
service method. The AspectJ example in Figure 3 shows how an aspect that logs 
each method call can be implemented. 

Figure 3. Cost QoS aspect 

3.5  Reliability Aspect 

Reliability can be measured by recording if the response of a request is a valid 
response or an error. In this case, a join point can be defined at the end of each 
method. The AspectJ implementation shown in Figure 4 defines an aspect that logs 
every method call that ends with a non-application Exception. 

public aspect CostQoSAspect
{

pointcut costMethods() : ( 
execution(public *

CreditCheckingService.* (..))); 

after() : costMethods()
 {   // Log the cost of  

// the executed method 
}

public aspect PerformanceQoSAspect
{
 Timer timer=new Timer();

pointcut timedMethods() : ( 
execution(public *

CreditCheckingService.* (..))); 

before() : timedMethods()
 {   // Start timing 
 } 

after() : timedMethods()
 {   // End timing  
 } 
}
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public aspect ReliabilityQoSAspect
{

pointcut reliabilityMethods() : ( 
execution(public * CreditCheckingService.* 

(..)));

after() throwing(Exception e): 
reliabilityMethods()
 { 

if(!(e instanceof ApplicationException)) 
  {    // Log error 
  } 
 } 
}

Figure 4. Reliability QoS aspect 

The example given above can be extended with more QoS metrics. This 
example illustrates the main points in using aspects for the implementation of non-
functional requirements. 

4 Conclusion 

In this article we proposed that AOP could help the transition from internal to 
external services. By using AOP, non-functional requirements can be implemented 
without doing a major redesign of the existing system. The feasibility of the 
proposed solution has been demonstrated with a simple example written in 
AspectJ. 

The example demonstrated that AOP could be a useful tool when an application 
needs to accommodate QoS metrics that have not been previously designed into the 
system. It also shows that this can be easily achieved using just a few lines of code. 
In fact, the bigger the application, the more amount of time will be saved by using 
aspects.

AspectJ was used in the example. However, there are other ways to implement 
non-functional requirements in an “aspect oriented” way. It could be argued that by 
using a component technology such as Enterprise Java Beans (EJB), QoS metrics 
could be provided by the application server (e.g. through the use of method 
interceptors in the JBoss EJB server [18]). These QoS metrics, however, are not 
currently standardised, they would therefore be different for each component 
server. It would also require the application to be built as a component-based 
application from the start, which is often a lot more time-consuming and skill-
intensive than using plain Java objects. Using design patterns such as the “proxy” 
pattern [19] could also alleviate the need for using specific AOP technologies such 
as AspectJ. An example of this is provided by Filman et al. [5]. This approach, 
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however, is considerably more time-consuming and therefore also more error-
prone. 

The proposed solution is applicable when the move from internal to external 
services poses new non-functional requirements. Clearly, if no additional non-
functional requirements need to be fulfilled, the need to introduce aspect-oriented 
concepts is not as obvious. Furthermore, the proposed solution presumes that the 
non-functional requirements can be implemented in a generic, separated way using 
aspects. In the case that not all new requirements can be implemented in this way, 
aspects can still contribute to the implementation of some of the requirements. 
Thus, we believe that the use of aspect-oriented programming can be a valuable 
technique when moving from internal to external services. 

5 Further work 

In this paper we examined how aspect oriented programming can be used to tackle 
the non-functional requirements when moving from internal to external services. 
However, when integrating processes it is likely that other changes need to be 
implemented in parallel with the new non-functional requirements. For example, 
when integrating processes there might be a need for further process automation, 
i.e. new functional requirements. A possible future extension of our work might 
include principles guiding the combination of aspect-oriented programming with 
traditional refactoring techniques to implement both non-functional and functional 
requirements. 

Another interesting question is whether AOP could prove useful for solving 
other “architecture breaking” problems. There are several indications that this 
could be the case. De Win et al. [20] have shown how AspectJ can be used to help 
implement security features in an application. Filman et al. [5] have described how 
AOP can be used for inserting “ilities”, such as stability and reliability. These 
examples, however, do not prove that AOP can handle every possible new 
requirement. 
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Summary. The aim of this paper is to describe the methodology of creation of a Glossary in 
a collaborative research project and its application to the Network of Excellence IST-508011 
INTEROP “Interoperability Research for Networked Enterprise Applications and Software” 
for the definition of a glossary in the area of interoperability of enterprise applications and 
software. The proposed methodology is based on an adaptation of a method of the 
University of Rome for the semiautomatic acquisition of terms and definitions starting from 
a source of documents related to the research areas of a collaborative project. 

Introduction 

Knowledge Management has been gaining significant importance within 
organisations and is considered an important success factor in enterprise operation. 
For some time, there have been many techniques to model processes and other 
elements of the enterprise in order to capture the explicit knowledge. Modelling in 
this context means creating an explicit representation, usually computable, for the 
purposes of understanding the basic mechanics involved. 

But knowledge can mean different things to different people and companies 
must spend some time looking for an appropriate mechanism to avoid 
misunderstanding in knowledge transmission. One mechanism to avoid this 
problem is to build a Glossary. The goal is to make accessible the organizational 
knowledge by unifying the language used in representing explicit knowledge. The 
semantic unification is a key factor for the success of the knowledge dissemination 
and diffusion through an organization. 

2  Methodology to Obtain a Glossary 

A general method for constructing a glossary is: collect a vocabulary, collect 
definitions, establish format rules, establish rules for writing definitions, examine 
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definitions for multiple meanings, write basic definitions, review and compare for 
consistency of meaning, classify, select preferred words, group words, review and 
finalize the glossary. In practice, some of these steps are omitted, while other steps 
are developed to considerable depth, depending on the final objective of the 
glossary. The complexity of detail for any phase of the glossary depends upon the 
scope of the glossary, the size of the vocabulary, and the number of persons 
participating in the project. This is understandable because a large working group 
reflecting a wide range of subjects, introduces more words for consideration and 
supplies multiple meanings relative to different backgrounds. Starting from a wide 
list of terms with the objective of building a whole glossary with inputs of several 
researchers could consume a great amount of time and effort. Therefore, a specific 
methodology was defined:  

1
st
 stage: to define the purpose of the glossary. 

2
nd

 stage: to built an initial list of terms and definitions using a semi-
automatic glossary acquisition.  
3

rd
 stage: to set up the collaborative glossary online module to support the 

sharing and extension of the glossary. 
4

th
 stage: to complete the glossary by means of manual inputs and reviews, 

that is, the extension of the glossary. 

2.1  1
st
 Stage: Purpose of the Glossary 

In a collaborative environment, all participants must have in mind what is the main 
purpose of the glossary and the benefits they are going to obtain as well. Because 
of this, the project representatives must meet in order to clarify objectives and 
possible applications of the glossary. This fact becomes critical when the research 
project has different related research areas. There are several benefits in creating a 
durable glossary facility: 

Semantic unification: the glossary represents an informal, but shared view 
of relevant concepts. This activity will let semantics emerge naturally from 
applications and collaborative work. 
Classification/retrieval of documents: glossary terms may be used as meta-
data for indexing documents and databases. 
Integration of competences from different research areas. 

2.2  2
nd

 Stage: Semi-automatic Glossary Acquisition 

The second stage of the methodology will lead to obtain the first version of the 
Glossary. This stage is based on a semi-automatic tool for ontology building called 
OntoLearn. This first version of the Glossary must be addressed as a preliminary 
stage for the generation of the final glossary. The extension and the diffusion 
between the research community are strictly required to meet the projected 
requirements. 
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Figure 1. An outline of the ontology learning phases in the OntoLearn system 

Main steps of OntoLearn semi-automatic procedure. Figure 1 provides a 
snapshot of the OntoLearn ontology learning methodology. The following steps are 
performed by the system: 

Step 1. Extract pertinent domain terminology. Simple and multi-word 
expressions are automatically extracted from domain-related corpora, like 
enterprise interoperability (e.g. collaborative work), hotel descriptions (e.g. room 
reservation), computer network (e.g. packet switching network), art techniques 
(e.g. chiaroscuro). Statistical and natural language processing (NLP) tools are used 
for automatic extraction of terms [3]. Statistical techniques are specifically aimed 
at simulating human consensus in accepting new domain terms. Only terms 
uniquely and consistently found in domain-related documents, and not found in 
other domains used for contrast, are selected as candidates for the domain 
terminology. 
Step 2. Search on the web for available natural language definitions from 

glossaries or documents. Available definitions are searched on the web using on-
line glossaries or extracting definitory sentences in available documents. A context 
free (CF) grammar is used to extract definitory sentences. An excerpt is: 

  S  PP ‘,’ NP SEP 
 NP  N1 KIND1  
 KIND1  MOD1 NOUN1 
 MOD1  Verb | Adj | Verb ‘,’ MOD1 | Adj ‘,’ MOD1 
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 NOUN1  Noun 
 N1  Art | Adj 
 SEP  ‘,’ | ‘.’ | Prep | Verb | Wh 
 PP  Prep NP 

In this example, S, NP and PP stand for sentence, noun phrase and 
prepositional phrase, respectively. KIND1 captures the portion of the sentence that 
identifies the kind, or genus, information in the definition. This grammar fragment 
identifies (and analyses) definitory sentences like e.g.: “[In a programming 
language]PP , [an aggregate]NP [that consists of data objects with identical 
attributes, each of which may be uniquely referenced by subscription]SEP”, which is 
a definition of array in a computer network domain. The grammar is tuned for high 
precision, low recall. In fact, certain expressions (e.g. X is an Y) are overly general 
and produce mostly noise when used for sentence extraction. 

Step 3. IF definitions are found: 

Step 3.1. Filter out non relevant definitions. Multiple definitions may be 
found on the internet, some of which may be not pertinent to the selected domain 
(e.g. in the interoperability domain federation as “the forming of a nation” rather 
than “a common object model, and supporting Runtime Infrastructure.”). A 
similarity-based filtering algorithm is used to prune out “noisy” definitions, with 
reference to a domain. Furthermore, an extension of the CF grammar of step 2 is 
used to select1, when possible, “well formed” definitions. For example, definitions 
with genus(kind-of) and differentia (modifier), like the array example in step 2, are 
preferred to definitions by example, like: Bon a Tirer ”When the artist is satisfied 
with the graphic from the finished plate, he works with his printer to pull one 
perfect graphic and it is marked “Bon a Tirer,” meaning “good to pull”. These 
definitions can be pruned out since they usually do not match any of the CF 
grammar rules. 

Step 3.2. Parse definitions to extract kind-of information. The CF grammar 
of step 3.1 is again used to extract kind-of relations from natural language 
definitions. For example, in the array example reported in step 2, the same 
grammar rule can be used to extract the information (corresponding to the KIND1 

segment in the grammar excerpt):  aggregatearray ofkind

Step 4. ELSE IF definitions are not found: 

Step 4.1. IF definitions are available for term components (e.g. no definition 
is found for the compound integration strategy but integration and strategy have 
individual definitions). 

Step 4.1.1. Solve ambiguity problems. In technical domains, specific 
unambiguous definitions are available for the component terms, e.g.: strategy: “a 
series of planned and sequenced tasks to achieve a goal” and integration: “the 
ability of applications to share information or to process independently by 
requesting services and satisfying service requests” (interoperability domain). In 

1 The grammar used for analysing definitions is a superset of the grammar used to extract
definitions from texts. The analysed sentences are extracted both from texts and glossaries, 
therefore expressions like X is an Y must now be considered.  
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other domains, like tourism, definitions of component terms are often extracted 
from general purpose dictionaries (e.g. for housing list, no definitions for list are 
found in tourism glossaries, and in generic glossaries the word list is highly 
ambiguous). In these cases, a word sense disambiguation algorithm, called SSI2 [4] 
[5], is used to select the appropriate meaning for the component terms. 

Step 4.1.2. Create definition compositionally. Once the appropriate meaning 
components have been identified for a multi-word expression, a generative 
grammar is used to create definitions. The grammar is based on the presumption 
(not always verified, see [5] for a discussion) that the meaning of a multi-word 
expression can be generated compositionally from its parts. According to this 
compositional view, the syntactic head of a multi-word expression represents the 
genus (kind-of), and the other words the differentia (modifier). For example, 
integration strategy is a strategy for integration. Generating a definition implies, 
first, to identify the conceptual relations that hold between the complex term 
components3, and then, to compose a definition using segments of the components’ 
definitions.  For example, given the term integration strategy, the selected 
underlying conceptual relation is purpose: 

nIntegratioStrategy purpose

and the grammar rule for generating a definition in this case is: 

<MWE> = a kind of <H>, <HDEF>, for <M>, <MDEF> . (1)

Where MWE is the complex term, H is the syntactic head, HDEF is the main 
sentence of the selected definition for H, M is the modifier of the complex term and 
MDEF is the main sentence of the selected definition for M. 

For example, given the previous definitions for strategy and integration, the 
following definition is generated by the rule (1): integration strategy: a kind of

strategy, a series of planned and sequenced tasks to achieve a goal, for integration,
the ability of applications to share information or to process independently by 
requesting services and satisfying service requests. As better discussed in [5] this 
definition is quite verbose, but has the advantage of showing explicitly the sense 
choices operated by the sense disambiguation algorithm. A human supervisor can 
easily verify sense choices and reformulate the definition in a more compact way.  

Step 4.2. ELSE ask expert. If it is impossible to find even partial definitions 
for a multi-word expression, the term is submitted to human specialists, who are in 
charge of producing an appropriate and agreed definition. 

Step 5. Arrange terms in hierarchical trees. Terms are arranged in forests of 
trees, according to the information extracted in steps 3.2 and 4.1.1.  

Step 6. Link sub-hierarchies to the concepts of a Core Ontology. The 
semantic disambiguation algorithm SSI (mentioned in step 4.1.1) is used to append 
sub-trees under the appropriate node of a Core Ontology. In our work, we use a 

2 The SSI algorithm (Structural Semantic Interconnections) is one of the novel and peculiar 
aspects of the OntoLearn system. SSI recently participated to an international challenge, 
Senseval-3, obtaining the 2nd best score in a word sense disambiguation task.  
3 Machine learning techniques are used to assign appropriate conceptual relations. 
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general purpose wide-coverage ontology, WordNet. This is motivated by the fact 
that sufficiently rich domain ontologies are currently available only in few domains 
(e.g. medicine). 

Step 7. Provide output to domain specialists for evaluation and refinement. 

The outcome of the ontology learning process is then submitted to experts for 
corrections, extensions, and refinement. In the current version of OntoLearn, the 
output of the system is a taxonomy, not an ontology, since the only information 
provided is the kind-of relation. However, extensions are in progress, aimed at 
extracting other types of relations from definitions and on-line lexical resources. 

2.3  3
rd

 Stage: Setting up a Glossary Online Collaborative Platform 

Once completed the first list of terms and definitions using a semi-automatic 
glossary acquisition, the procedure selected to extend the glossary is the use of a 
Glossary Collaborative Online Module (GCOM). At the same time, this tool allows 
the sharing and utilization of the glossary. A methodology to implement the 
GCOM is defined: i) GCOM requirements definition: data, safety and interfaces, 
ii) Existing Glossary based tools analysis and iii) Selection of the solution to be 
implemented. 

2.4  4
th

 Stage: Glossary Extension and Sharing 

The last stage of the methodology comprises the extension and validation of the 
glossary by means of the GCOM. The semi-automatic glossary acquisition 
procedure generates a set of interrelated terms inside a domain starting from a 
group of documents of that same domain. Although this procedure generates an 
important number of definitions, it is common that some terms belonging to the 
research domain may be excluded, either because they don't appear in enough 
number in the evaluated documents or because they have appeared in later dates to 
the development of the stage 2. Based on this, the project researchers must extend 
the glossary terms to complete the final version of the glossary. Likewise, the 
project researchers must unify their approaches regarding the generated definitions. 
Therefore, this stage consists on a combined process of sharing-extension-
validation using the newest ICT and developed by all the researchers of the project. 
The stage may be split up in: 

Step 1. Glossary sharing: The glossary must be uploaded in the GCOM in 
order to share the definitions between the research community. 
Step 2. Glossary extension: Then, the project researchers will extend 
the glossary with new definitions.  
Step 3. Glossary validation: The project researchers must check each 
term and definition in terms of clarity and coherency. 
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3  Application of the Methodology 

3.1 Introduction 

INTEROP is a Network of Excellence (NoE) whose primary goal is to sustain 
European research on interoperability for enterprise applications and software. The 
originality of the project lies in the multidisciplinary approach merging different 
research areas which support the development of interoperable systems: 
architectures and platforms, enterprise modelling, and ontology. 

Since the use of WordNet4 as a reference ontology is not a current choice of the 
INTEROP project, and since for the glossary acquisition task some additional 
feature was foreseen, we conceived a partly new experiment, using some of the 
tools and algorithms provided by the OntoLearn system [2] [3], and some new 
feature that we developed for the purpose of the task at hand. In this chapter the 
methodology and the results of this experiment are described, that led to the 
acquisition of a hierarchically structured glossary of about 380 interoperability 
terms, subsequently evaluated by a team of 6 domain experts.  

3.2  1
st
 Stage: Purpose of the Glossary for the INTEROP NoE 

Semantic unification is needed in order to facilitate the existing knowledge 
exchange within the NoE. The creation of a glossary is then a critical task for the 
project. Several INTEROP working groups have ascertained the need of 
identifying a glossary of interoperability terms for a variety of tasks, e.g.: 

Building a knowledge map and classifying knowledge domains. 
Classifying partner’s competences for the INTEROP mobility matrix. 
Providing a list of relevant domain concepts for educational objectives. 
More in general, indexing with a set of common meta-data the various 
deliverables, state of art, scientific papers and databases. 

Finally, the glossary will be used as main information source to build an 
Ontology on Interoperability. This ontology will allow structuring the knowledge 
all over the NoE, facilitating the information retrieval and clustering on the 
collaborative platform. 

3.3  2
nd

 Stage: Application of the Semi-automatic Glossary Acquisition 

Procedure on the Interoperability Domain. The INTEROP Experiment 

For the purpose of the INTEROP glossary acquisition task, step 6 of the proposed 
methodology has been omitted, since an interoperability Core Ontology was not 
available, and the adoption of an available reference ontology (like WordNet) is 
not agreed in the project. The preliminary objective in this phase of INTEROP was 
to obtain a sort of partially structured glossary, rather than an ontology, i.e. a forest 

4 http://www.cogsci.princeton.edu/~wn/ 
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of term trees, where, for each term, the following information has to be provided: 
definition of the term, source of the definition, kind-of relation. 

Step 1.  Term extraction: The first step of the INTEROP glossary procedure 
was to derive an initial list of terms using the evidence provided by 
interoperability-related documents. The INTEROP collaborative workspace was 
used to collect from all partners the relevant documents, among which, the 
proceedings of INTEROP workshops and deliverables, highly referenced scientific 
papers, partners’ papers, tutorials, etc. The OntoLearn TermExtractor module [3] 
extracted from these documents 517 terms. A generic computer science glossary 
was used to remove overly general technical terms and the list was then quickly 
reviewed manually to delete clearly identifiable spurious terms. The final list 
included 376 terms.   

Step 2. Generation of definitions: Given the list of terms, we activated step 2 of 
the automatic glossary acquisition procedure. During this step, 28 definitions were 
not found, 22 were generated compositionally, and the remaining terms were 
extracted either from glossaries or from available documents. For each definition, 
we kept track of the source (URL of the web page). For some term, more than one 
definition survived the well-formedness and domain similarity criteria (step 3.1 of 
the OntoLearn semi-automatic procedure), therefore the total number of definitions 
submitted to the experts for revision was 358. 

Step 3. Evaluation by experts: Six domain experts5 in INTEROP were asked to 
review and refine the glossary. Each expert could review (rev), reject (rej), accept 
(ok) or ignore (blank) a definition, acting on a shared database. The experts added 
new definitions for brand-new terms, but they also added new definitions for terms 
that may have more than one sense in the domain. There have been a total of 67 
added definitions, 33 substantial reviews, and 26 small reviews (only few words 
changed or added). Some term (especially the more generic ones, e.g. business 
domain, agent, data model) was reviewed by more than one expert who proposed 
different judgements (e.g. ok and rev) or different revised definitions. In order to 
harmonise the results, a first pass was conducted automatically, according to the 
following strategy: If a judgement is shared by the majority of voters, then select 
that judgement and ignore the others (e.g. if a definition receives two ok and one 
rev, then, ignore rev and accept the definition as it is). If the only judgement is 
rej(ect), then delete the definition. If a definition has a rej and one (or more) 
reviewed versions, then, ignore the reject and keep the reviews. This step led to a 
final glossary including 425 definitions, 23 of which with a surviving ambiguity 
that could not be automatically conciliated. Therefore a second, short manual pass 
was necessary, involving this time only three reviewers. After resolving ambiguity, 
one definition (the most representative) per term was selected. Final glossary has 
283 terms and definitions. 

Step 4. Speed-up factors: The objective of the methodology is to speed-up the 
task of building a glossary by a team of experts. Evaluating whether this objective 
has been met is difficult, since no studies are available for a comparison. We 
consulted several sources, finally obtaining the opinion of a very experienced 

5 The experts have been chosen according to their expertise in the three INTEROP domains. 
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professional lexicographer6 who has worked for many important publishers. He 
outlined a three-steps procedure for glossary acquisition including: i) internet 
search of terms, ii) production of definitions, and iii) harmonization of definitions 
style. He evaluated the average time spent in each step in terms of 6 minutes, 10 
min. and 6 min. per definition, respectively. He also pointed out that conducting 
this process with a team of experts could be rather risky in terms of time7, however 
he admits that in very new fields the support of experts could be necessary. Though 
the comparison is not fully possible, the procedure described in this paper has three 
phases in which man-power is requested:  

After term extraction (step 1), to prune non-terminological and non-domain 
relevant strings. This requires 0.5 minutes per term. After the extraction of 
definitions (step 2), to evaluate and refine definitions. We asked each expert to 
declare the time spent on this task, and we came out with an average of 4 minutes 
per definition. Since some definition was examined by more than one expert, this 
amount must be increased to 6 min. approximately. In a second-pass review, to 
agree on the conflicting judgements. This depends on the number of conflicts, that 
in our case was less than 10%, mostly solved automatically (section 3.3). 
Overestimating, we may still add 1 minute per definition. The total time is then 7.5 
minutes per definition, against the 16 declared by the lexicographer for steps 1 and 
2 of his procedure. In this comparison we exclude the stylistic harmonisation (step 
3 of the lexicographer), which is indeed necessary to obtain a good quality 
glossary, but has not been conducted in the case of the INTEROP experiments. 
However, since this phase would be necessarily manual in both cases, it does not 
influence the computation of the speed-up factor. The above evaluation is 
admittedly very questionable, because on one side we have an experienced 
lexicographer, on the other side we have a team of people that are certainly experts 
of a very specific domain, but have no lexicographic skills. Our intention here was 
only to provide a very rough estimate of the manpower involved, given that no 
better data are available in literature. Apparently, a significant speed-up is indeed 
obtained by our procedure.  

Generation of domain sub-trees. As remarked in the introduction, the glossary 
terms must have some kind of hierarchical ordering, leading eventually to a formal 
ontology. A hierarchical structure simplifies the task of document annotation, and 
is a basis for further developments such as automatic clustering of data (e.g. for 
document classification), identification of similarities (e.g. for researchers 
mobility), etc. In other words, it is a first step towards semantic annotation. To 
arrange terms in term trees, we used the procedure described in steps 3.2 and 4.1.1 
of the OntoLearn semi-automatic procedure. The definitions have been parsed and 
the word, or complex term, representing the hyperonym (genus) has been 
identified. Given the limited number of definitions, we verified this task manually, 
obtaining a figure of 91,76 % precision, in line with previous evaluations that we 
did on other domains (computer networks, tourism, economy). Contrary to the 

6 We thank Orin Hargraves for his very valuable comments. 
7 To cite his words: “no commercial publisher would subject definitions to a committee for 

fear of never seeing them in recognizable form again”
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standard OntoLearn algorithm, we did not attached sub-trees to WordNet, as 
motivated in previous sections. Overall, the definitions were grouped in 125 sub-
trees, of which 39 including only 2 nodes, 43 with 3 nodes, and the other with >3 
nodes. Examples of two term trees are shown: 

component

interacting
component

application
component

system

business
application

artificial
intelligence
system

knowledge
base, KB

computer
system

agent expert
system

communication
system

enterprise-wide
network

network

open systems
network

computer-based
system

capability

business
capability

competencysoftware
capability

functionality

conceptual
functionality

software
requirement

service

business
service

business
object
facility
(BOF) b2b connectivity

security service

Fig 2. Sub-trees extracted from the Interoperability domain

In Figure 2, the collocation of the term system might seem inappropriate, since 
this term has a very generic meaning. However, the definition of system in the 
interoperability glossary is quite specific: “a set of interacting components for 
achieving common objectives”, which justifies its collocation in the tree. A similar 
consideration applies to service in the bottom tree. An interesting paper [1] 
provides an analysis of typical problems found when attempting to extract 
(manually or automatically) hyperonymy relations from natural language 
definitions, e.g. attachments too high in the hierarchy, unclear choices for more 
general terms, or-conjoined heads, absence of hyperonym, circularity, etc. These 
problems are more or less evident – especially over-generality – when analysing 
the term trees forest extracted from the glossary. However, our purpose here is not 
to overcome problems that are inherent with the task of building a domain concept 
hierarchy: rather, we wish to automatically extract, with high precision, 
hyperonymy relations embedded in glossary definitions, just as they are: possibly 
over-general, circular, or-conjoined. The target is, again, to speed up the task of 
ontology building and population, extracting and formalizing domain knowledge 
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expressed by human specialists in an unstructured way. Discrepancies and 
inconsistencies can be corrected later by the human specialists, who will verify and 
rearrange the nodes of the forest.  

Conclusion. As already remarked, the glossary provides a first set of shared 
terms to be used as metadata for annotating documents and data in the INTEROP 
platform. Several features/improvements are foreseen to improve this initial result, 
both on the interface/architecture and the methodological side. For example, 
annotation tools must be defined and integrated in the INTEROP platform. The 
taxonomic structuring of the glossary must be manually reviewed in the light of a 
core ontology to be defined, and methods to include new terms must be provided. 
Finally, the use of terms for document access, clustering and retrieval must be 
implemented and evaluated. 

3.4  3
rd

 Stage: Setting up the INTEROP Glossary Web Module  

Extending, accessing and using the glossary are collaborative and sharing activities 
that need to be supported by specific tools. Furthermore, the spreading of the 
glossary requires tools that can have a wide access by the research community. 
Currently, web environments have proved to be a suitable solution to address 
interaction based applications between several actors in different locations. The 
main features of web environments are the use of standard interfaces, the ease of 
implementation, the Worldwide access and the advanced interaction capabilities. 
These features provide the required functionality in order to allow a controlled and 
validated development of the future INTEROP Glossary. A methodology has been 
defined in order to facilitate the definition of the technical and operational 
specifications of the Glossary Module. Furthermore, this methodology is also 
aimed to select the software to support the INTEROP Glossary Web Module 
(GWM in what follows). The stages of this methodology are: 

Stage 1. INTEROP GWM requirements: A set of requirements will be 
defined related to the data and graphical user interface specifications. 
Stage 2. Analysis of existing Glossary Web based modules.  
Stage 3. Selection of the solution: Based on the previous analysis, the 
software to support the INTEROP GWM will be selected. 

Stage 1 was done based on the requirements defined by the project researchers. 
Concerning to stages 2 and 3 some decisions were taken. Based on the general 
specifications, the Glossary module must be integrated within the INTEROP 
collaborative platform (PLONE-based system8) in order to take profit of the 
benefits of the mutual existence of a glossary and a set of resources (documents, 
papers, etc.). A search of glossary tools in the market has been performed. There 
exist some glossary building tools and some OpenSource e-learning platforms that 
provide glossary facilities, but none of them are integrated in PLONE. These 
solutions are discarded. Furthermore, there does not exist any commercial software 
based on PLONE to support the building of a glossary. This fact leads to consider 

8 http://www.plone.org 
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the possibility to develop by an external company an ad hoc software on PLONE 
to support the Glossary extension and spreading. 

3.5  4
th

 Stage: Extending the INTEROP Glossary 

The INTEROP Project has foreseen 5 tasks to be developed in the next year: 

Glossary structuring: Currently, the glossary is a “flat” list of terms and 
textual definitions. This flat structure may be inadequate for many tasks. A 
first activity is to structure the terms in taxonomic order. Taxonomic 
structuring of keywords is a first step towards concept-based search. 
Glossary extension and updating: In this sub-task the procedures and 
software tools for updating and extending the glossary will be defined.  
Glossary Usages: New usages must be specified in the working groups. 
Implementation of defined glossary-based applications. 

Evaluation and assessment: Finally, an evaluation will be carried out to 
check the consistency of the tasks developed. 

4  Conclusions 

A 4-stage methodology to create a glossary in a collaborative research project has 
been defined. The new proposed methodology is based on an adaptation of a 
methodology of the University of Rome for the semiautomatic acquisition of terms 
and definitions starting from a source of documents related to the research areas of 
the collaborative project. Based on this methodology, a first glossary of terms 
related to the interoperability domain has been obtained inside the IST-508011 
INTEROP Network of Excellence. The requirements of a web tool to share and to 
permanently enlarge the INTEROP glossary have been defined. An analysis of the 
existing glossary tools has been carried out. As conclusion, an ad hoc tool will be 
developed. 
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Summary. Enterprises and networked enterprises need today effective communication and
exchange of distributed data and services under dynamic and context-dependent requirements.
Semantic interoperability is considered a key issue to enforce dynamic discovery and compo-
sition of distributed data and services. In this paper we specifically address the problem of
service discovery and we present an ontology-based approach for dynamic discovery in a
highly variable environment where cooperative enterprises interoperate to dynamically com-
bine available services selecting the best possible offers in a given moment. The ontology
structure and its deployment are discussed.

1 Introduction

Enterprises and networked enterprises require advanced semantic interoperability
methods and tools to enable cooperation and communication at application level. In
particular, semantic interoperability techniques are being proposed to support data
and service discovery and sharing [13]. Current approaches for service discovery
address the treatment of dynamical aspects both with respect to the continuous ad-
dition and removal of services in a highly variable environment and with respect to
different contexts in which a service could be invoked [4, 6]. The possibility of using
Description Logics to implement matching algorithms and reasoning procedures to
enhance service discovery has been proposed in [7, 12]. Ontologies are considered
as an enabling technology for the Semantic Web and methods and tools for ontol-
ogy definition are being studied for interoperability purposes. The use of ontology
during service search allows for scalability of the systems when a large number of
services is considered. In [1] a service retrieval approach based on the use of on-
tologies is presented. In [14] a service ontology specifies domain concepts with a
set of synonyms to allow a flexible search and a set of service classes to define the

∗ This work has been partially supported by the MAIS (Multichannel Adaptive Information
Systems [10]) FIRB Project funded by the Italian Ministry of Education, University and
Research, and by NoE INTEROP [9] IST Project n. 508011 - 6th EU Framework Program.
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properties of services, its attributes and operations. The service ontology also sup-
ports a service quality model that is used to describe non functional aspects. In [3] a
new technique for Web service discovery which features a flexible matchmaking by
exploiting DAML-S ontologies is proposed.

In this paper we specifically address the problem of service discovery and we
present an ontology-based approach for dynamic discovery in a highly variable en-
vironment where cooperative enterprises interoperate to dynamically combine avail-
able services selecting the best possible offers in a given moment. With respect to
existing approaches to ontology-based service discovery, original contribution of our
approach regards: (i) the ability of abstracting service characteristics from their oper-
ating environment to be able to dynamically select services on the basis of contextual
features; in fact, our ontology has a three-layer architecture with different abstraction
levels properly exploited to scale service discovery; (ii) the possibility of selecting
services through a deductive matching algorithm taking into account semantic rela-
tionships among services. In the approach, an ontology-based service description is
used as a basis for service retrieval in an extended UDDI Registry. Instead of asso-
ciating semantic information directly to services, semantic information is extracted
from published services on the basis of a domain ontology and a service ontology.

The paper is organized as follows: in Section 2 we propose a three-layer ser-
vice ontology architecture; in Section 3 we present a logical framework for service
ontology representation; in Section 4 service discovery based on the proposed onto-
logical framework is discussed and in Section 5 the architecture underlying our work
is presented. Finally, conclusions are discussed in Section 6.

2 The Service Ontology Model

The proposed service ontology architecture organizes services at different layers of
abstraction, according to proper semantic relationships [2], that are exploited to im-
prove traditional service discovery mechanisms (mainly keyword-based) with more
sophisticated retrieval modalities based on reasoning services, as explained in Sec-
tion 4.

The service ontology contains concrete services, abstract services and subject
categories, organized into three layers of increasing abstraction (called Concrete,
Abstract and Category layer, respectively).

Concrete services are directly invocable services and they are featured by their
public WSDL interfaces, that define the functional description of the services, that is,
the names of provided operations and of input/output parameters for each operation.
Concrete services are registered into UDDI Registry, where they are associated to
one or more concrete bindings (for example, SOAP or HTTP binding) and one or
more endpoints (that is, the physical localization of the concrete services). UDDI
Registry offers searching utilities that are mainly keyword-based; the aim of our
work is to maintain backward compatibility with these existing technologies and
their searching functionalities and in the meantime to improve these functionalities.
Suitable descriptors are defined for concrete services to cluster them on the basis of



Ontology-based Semantic Interoperability Tools for Service Dynamic Discovery 325

their functional similarity evaluated by means of properly defined coefficients; each
cluster is associated to an abstract service [5].

Abstract services are not directly invocable services, but represent the function-
alities of sets of similar concrete services; their description is obtained from the
concrete service descriptors by means of an integration process; mapping rules are
maintained among the abstract operations and I/O parameters and the original con-
crete counterparts. Moreover, abstract services are related to each other by two kinds
of semantic relationships: (i) specialization/generalization, when an abstract service
offers at least the same functionalities of another one; (ii) composition, when the
functionalities offered by a single abstract service can be provided also by a group
of other abstract services, considered in their totality; in this case, the first service
is often called the composite service, while the other ones are called the component
services. Abstract services are intended to shorten the way towards a variety of alter-
native concrete services that can be invoked.

Subject categories organize abstract services into standard available taxonomies
(such as UNSPSC or NAICS) to provide a mechanism for an easy access to the under-
lying levels on the basis of standard topics.

The three-layer service ontology is intended to enhance finding of generic ser-
vices (abstract services) describing the required capabilities that can be actually
provided by several specific existing services (concrete services). The elements
used for service functional descriptions (operation names, input/output parame-
ter names) can be related to concepts in a domain ontology, where they are se-
mantically defined and organized by means of traditional semantic relationships
(generalization/specialization, equivalence, disjunction and instance-of)). Figure 1
shows a portion of three-layer service ontology in the tourism domain. Note that
the ReserveAirTravel abstract service is composed of ReserveFlight and
ReserveHotel ones and that ReserveFlight service is specialized by the
ReserveLowCostFlight abstract service. Moreover, operations inherited from the
more general or the composite services are not repeated in the specialized or compo-
nent services.

3 A Description Logic for Representing Domain and Service
Ontologies

In order to enhance semantic interoperability, Description Logics have been adopted
for representing services in the ontology and for reasoning in service discovery. We
consider the SHOIN (D) Description Logic, that is the logical foundation of OWL-
DL, a sub-language of OWL.

Basic elements in Description Logic formalism are a set of concept names, a set
of individual names and a set of role names; a concept C can be defined recursively
as follows:

• a concept name A is a concept (called atomic concept);
• an enumeration of individuals {i1, i2, . . . in} is a concept;
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Fig. 1. A portion of three-layer service ontology in tourism domain.

• given two concepts C1 and C2, C1 	 C2 (intersection), C1 
 C2 (union), ¬C
(negation) and (C) are concepts;

• ∃R.C (existential role restriction) and ∀R.C (universal role restriction) are con-
cepts.

Moreover, the universal () and empty concept (⊥) are defined. The number and
kinds of admitted constructs define the Description Logic family and its expressive-
ness. In SHOIN (D) it is possible to define:

• concept equivalence (C1 ≡ C2);
• inclusion (C1 � C2) and disjointness (C1 � ¬C2) between concepts;
• the inverse role R−;
• transitivity of the role R;
• hierarchies of roles (R1 � R2);
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• number restrictions, that is, ≤ nR (at-most cardinality constraint), ≥ nR (at-
least cardinality constraint) and = nR (exactly cardinality constraint).

The semantics of Description Logics is defined by an interpretation I = (∆I , •I),
consisting of a domain ∆I and an interpretation function •I ; given an atomic con-
cept A, a role name R with arity n, a set of individuals {i1, i2, . . . in}, two generic
concepts C1 and C2, we have:

AI ⊆ ∆I

RI ⊆ (∆I)n

iI ∈ ∆I

({i1, i2, . . . in})I = {(i1)I , (i2)I , . . . (in)I}
(C1 	 C2)I = (C1)I ∩ (C2)I

(C1 
 C2)I = (C1)I ∪ (C2)I

(¬C)I = ∆I − CI

(∃R.C)I = {c ∈ ∆I | ∃d ∈ ∆Is.t.(c, d) ∈ RI ∧ d ∈ CI}
(∀R.C)I = {c ∈ ∆I | ∀d ∈ ∆Is.t.(c, d) ∈ RI ⇒ d ∈ CI}
(≤ nR)I = {x ∈ ∆I | #({y s.t. (x, y) ∈ RI}) ≤ n}
(≥ nR)I = {x ∈ ∆I | #({y s.t. (x, y) ∈ RI}) ≥ n}
(= nR)I = {x ∈ ∆I | #({y s.t. (x, y) ∈ RI}) = n}

(R−)I = (RI)−

(Tr(R))I = (RI)+

where #() denotes the set cardinality. The empty concept is mapped to the empty
set, while the universal concept is mapped to ∆I . An assertion C1 ≡ C2 is satisfied
by an interpretation I if (C1)I = (C2)I ; an assertion C1 � C2 is satisfied by I if
(C1)I ⊆ (C2)I ; an assertion C1 � ¬C2 is satisfied by I if (C1)I ∩ (C2)I = ∅.

An interpretation I that satisfies all the assertions in a knowledge base KB is
called a model for KB; a generic concept C can be satisfied in KB if KB allows for
a model I such that CI �= ∅; KB logically implies an assertion between concepts
if, for each model I of KB, the application of I to the assertion can be satisfied. In
our approach, the knowledge base is constituted by a domain ontology DomONT ,
that is a set of assertions on concepts of the domain to which the services refer and
a Service Ontology ServONT , that is a set of assertions on service elements and
semantic relationships between them, as explained in the following.

3.1 Service Description

We consider the chosen Description Logic to represent the functional description
of abstract and concrete services. To do this, we do not exploit the full expressive-
ness of SHOIN (D), but we make a restricted use of its constructs. We consider
subsumption, conjunction, disjunction and negation of atomic and complex con-
cepts and existential restriction; in particular, we use two specific roles: the role
hasCategory to express the association link of a service with a subject category
and the role hasOperation to express the relationship of a service with its opera-
tions or capabilities.
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In our approach, a service is semantically described by means of a category,
representing the area of interest of the service, and the service capability in terms of
provided operations. Formally, the description is given by a conjunction of:

• a concept in the form ∃hasCategory.CAT , where CAT is a concept which
represents the associated service category;

• one or more concepts in the form ∃hasOperation.OP , where OP is a concept
representing an operation of the current service; each operation OP is described
as a conjunction of:
– the operation name, expressed by means of an atomic concept;
– a conjunction of one or more concepts IN , where IN is a concept represent-

ing an input parameter;
– a conjunction of one or more concepts OUT , where OUT is a concept rep-

resenting an output parameter.

IN and OUT are specified in the form ∃R.C, where R represents the name of
the parameter and C is a concept representing possible parameter values. C can be
defined as an atomic concept, an enumeration {i1, i2, . . . in} of individuals or a com-
plex concept obtained by applying the intersection, union and negation operator. We
represent a functional request R as well as the functional description of a service
interface.

Example - If we consider the abstract service ReserveFlight in Figure 1, the
following new concept is added to the ServONT :

ReserveFlight � ∃hasCategory.AirTransfer � ∃hasOperation.(searchFlight �
∃departureCity.City � ∃arrivalCity.City � ∃departureTime.Date

� ∃arrivalTime.Date � ∃ticket.flightTicket) �
∃hasOperation.(bookFlight � ∃ticket.flightTicket �

∃bookingConfirmation.flightReservation)

4 An ontological Infrastructure for Service Discovery

In this section we show how to exploit the proposed ontological infrastructure to
enhance service discovery by means of a matching and ranking algorithm that finds
desired concrete services according to a set of functionalities required by the user
(that is, a request R) and ranks them with respect to their kind of match w.r.t. R. As
in [8], we consider five kinds of match, that can be intuitively described as follows:

• exact match, when the request and the offer present the same functionalities (this
is a strong condition);

• plug-in match, when the offer provides at least the required functionalities and
possibly adds new ones;

• subsume match, when the functionalities provided by the offer are less than ones
provided by the offer (it is like plug-in match, but with the roles of R and S
exchanged);
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• intersection match, when the request and the offer present some common func-
tionalities;

• mismatch, when no common functionalities exist between the request and the
offer.

Note that, from the request viewpoint, the first two kinds of match can be con-
sidered equivalent, since in both cases the offer fulfills the request; in the case of
subsume and intersection match, otherwise, the offer satisfies only partially the re-
quest. To verify the five kinds of match listed above, we separate service description
components by considering service categories, operation names and input/output pa-
rameter names for each operation and we verify the satisfiability w.r.t. DomONT .
Firstly, we consider if the service categories CATR of the request and CATS of the
offer are related in any generalization hierarchy, that is

DomONT |= CATR � CATS

that is, CATR � CATS is true in DomONT . If this is not verified, then the match
fails (mismatch), otherwise the other kinds of match are investigated.

Exact match.

It occurs when, for each operation OP iR there exists a corresponding operation
OPjS such that

• DomONT |= OPiR.name ≡ OPjS .name;
• for each output OPiR.OUTh there exists a corresponding output OPjS .OUTq

such that DomONT |= OPiR.OUTh ≡ OPjS .OUTq;
• for each input OPjS .INp there exists a corresponding input OPiR.INk such that

DomONT |= OPjS .INp ≡ OPiR.INk.

Each operation of R is compared with each operation of S. Note that in the match-
ing process (for each kind of match) we require that for each comparison between
two operations (between corresponding parameters of two operations) when a kind
of match is established for a pair of corresponding operations (corresponding para-
meters) such operations (parameters) do not participate in further comparisons.

Plug-in match.

It occurs when, for each operation OP iR, there exists a corresponding operation
OPjS such that

• DomONT |= OPiR.name � OPjS .name;
• for each output OPiR.OUTh there exists a corresponding output OPjS .OUTq

such that DomONT |= OPiR.OUTh � OPjS .OUTq;
• for each input OPjS .INp there exists a corresponding input OPiR.INk such that

DomONT |= OPjS .INp � OPiR.INk.

The subsume match is verified in the same way, with the roles of R and S exchanged.
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Intersection match.

If neither exact or plug-in or subsume match occurs, but there exist pairs of operations
OPiR and OPjS with the following conditions verified

• DomONT |= ¬(OPiR.name 	 OPjS .name � ⊥);
• for at least one output OPiR.OUTh there exists a corresponding output OPjS .OUTq

such that DomONT |= ¬(OPiR.OUTh 	 OPjS .OUTq � ⊥);
• for at least one input OPjS .INp there exists a corresponding input OPiR.INk

such that DomONT |= ¬(OPj S.INp 	 OPiR.INk � ⊥);

then intersection match is recognized between R and S.
If all the previous comparisons fail, then the match fails (mismatch). A quali-

tative ranking among the considered kinds of match can be defined, that is, exact
> plug-in > subsume > intersection > mismatch. To verify these kinds of
match, an automatic reasoner based on Description Logics is used (Racer [11]).

Semantic relationships between concrete services, abstract service and subject
categories in the Service Ontology can be exploited to make more efficient the ser-
vice discovery procedure. The matching algorithm is applied at the category and ab-
stract layers and can effectively exploit the semantic relationships between abstract
services, according to the following intuition: if an abstract serviceSa matches with a
given service request R, then also abstract services that provide the same capabilities
of Sa (as expressed by means of semantic relationships) match with R. According
to this intuition, the following rules are applied:

• if Sai has an exact or a plug-in match with R and Sai is a generalization of
another abstract service Saj , then also Saj presents a plug-in match with R and
the application of matching algorithm to Saj is not required;

• if Sai has a mismatch with R and another abstract service Saj is a generalization
of Sai, then we can say that also Saj presents a mismatch with R;

• the same procedure applies when Sai is a composite service and Saj is the union
of its component ones.

Finally, once abstract services that match with the request are found, then con-
crete services belonging to the corresponding clusters are included into the searching
results, by setting the kind of match of each concrete service w.r.t. R equal to that of
the corresponding abstract service.

Example - We consider a request R of a flight booking service for a trip from
Milan or Venice to Rome, represented as follows:

R � ∃hasCategory.AirTransfer � ∃hasOperation.(findFlight �
∃departureCity.{Milain,Venice} � ∃arrivalCity.{Rome} � ∃ticket.flightTicket)

Moreover, we suppose that DomONT
the tourism domain: {City(Milan),City(Venice),City(Rome),findFlight

contains the following knowledge about

≡ searchFlight, bookFlight ≡ FlightReservation}. We can assert that
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the kind of match between ReserveFlight and R is ’Plug-in’, since the cate-
gory is the same, DomONT |= (findFlight ≡ searchFlight) and for each
parameter ofR there exists a corresponding one that is more general in the advertised
abstract service, as satisfied byDomONT . Finally, since ReserveLowCostFlight
is a specialization of ReserveFlight, then also the kind of match between Re-

serveLowCostFlight and R is ’Plug-in’ and all the concrete services shown
in Figure 1 are returned to the user.

5 The Ontology-based COMPAT System Architecture

Figure 2 shows the architecture of the COMPATibility ontology-based system to en-
hance service discovery and publication. Domain and Service ontologies are two of
the main elements of the COMPAT (COMPATibility) system and they are described by
using OWL-DL, whose logical foundation is constituted by SHOIN (D) Descrip-
tion Logic.

Fig. 2. The COMPAT system architecture.

The discovery and advice tasks are performed by the Compatible Service

Manager in charge of organizing services in the ontology (Semantic Publisher)
and of searching services by exploiting underlying ontologies (Matchmaker). The
Semantic Publisher is in charge of extracting from the UDDI Registry a new
registered concrete service and of placing it into the Service Ontology; it associates
the new service with a suitable cluster and possibly modifies the corresponding ab-
stract service to keep into account the registered service interface; it can also support
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the ontology designer in finding semantic relationships between abstract services.
The MatchMaker selects abstract services that match a given service request from
the functional perspective, according to the approach in Section 4; then, it selects
concrete services associated with the abstract ones, taking into account also non
functional aspects like quality requirements, contextual conditions or concrete ser-
vice availability; finally, it returns to the requestor a list of descriptions of concrete
services that match his request, together with links to their implementations (these
links are stored in the UDDI Registry). The Compatible Service Manager uses
the JENA API (a Java interface that includes a subsystem for management of ontolo-
gies supporting OWL, DAML+OIL and RDF) to access directly the ontologies and
an automatic reasoner, RACER [11], that supports reasoning tasks on SHOIN (D).

External users and applications interact with the system by means of the COM-
PAT API, that provides the mechanisms to: (i) submit the service request description
to the Compatible Service Manager (in particular, to the MatchMaker) in order to
discover matching concrete services; (ii) submit a new service description to the Se-
mantic Publisher in order to be registered in the UDDI Registry and placed into the
service ontology. Moreover, the COMPAT API allows for using traditional UDDI
Registry searching functionalities, ensuring backward compatibility with existing
technologies and, in this sense, extending the UDDI API. The COMPAT API can be
used by a human user by means of a Graphical User Interface implemented
with currently existing java-based technologies (such as Java Servlet and Java Server
Pages) or can be programmatically invoked by another application when the registry
is used in a wider context, where automated retrieval, composition and invocation of
services is required.

The proposed knowledge-based architecture for service discovery and advice
system has the capability of providing specific service advice at different levels of
granularity. At the highest level, the system can help to determine what kind of ab-
stract service is required against a contextual functional request. Once all the ser-
vices that can fulfill the required functionalities are discovered, the advice system
can recommend an appropriate concrete service, taking into account both problem
characteristics and quality considerations.

6 Conclusions

In this paper we have addressed the problem of semantic interoperability in service
discovery to support enterprises in dynamically selecting the best possible offers at
a given moment. We have proposed a service ontology architecture and a matching
algorithm to exploit it in order to find concrete services according to a given service
request. We have also proposed a mechanism to rank the resulting set of concrete
services in a qualitative way. The proposed approach is being extended by refining
the matching and ranking algorithm by means of similarity-based techniques. In this
paper we have considered only functional aspects of services, while future work
will address also a QoS-based and context-aware selection of concrete services. At
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the moment, a prototype of the architecture shown in the previous section and the
experimentation in the domain of touristic information services are being completed.
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Summary. Companies are more and more focusing on their core competencies, outsourcing 
business tasks to their business partners. In order to support collaboration between business 
partners, adequate information systems need to be built automating inter-organizational 
business processes. The bases for such information systems are business components
combining software artefacts from different vendors to applications which are individual to 
each customer. The crucial factors in identifying and building reusable, marketable and self-
contained business components are the appropriateness and the quality of the underlying 
business domain models. This paper therefore introduces a process for the identification of 
business components based on an enterprise ontology, being a business domain model 
satisfying well defined quality criteria.  

1  Introduction 

The software components of an information system that support directly the 
activities in an enterprise are usually called business components [1, 2]. All other 
software components are considered either to deliver services to these business 
components or to offer some general functionality. The identification of business 
components thus is the first step in the development of an information system 
according to current standards (component-based, object-oriented etc.). Needless to 
say that this step is a very crucial one and that it consequently should be performed 
at the highest possible level of quality. The starting point is the set of requirements 
that have been elicited from the business domain. Requirements engineering is still 
a weak link, although considerable progress has been made since it is being based 
on a business domain model. These models offer a more objective starting point for 
extracting requirements and a more objective criterion for evaluating them than the 
traditional ‘waiter strategy’ [3]. In a very true sense however, this new approach to 
engineering requirements only shifts the problem to an earlier stage instead of 
solving it. The crucial factor now is the appropriateness and the quality of the 
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business domain model. In [4] some quality criteria are proposed regarding a 
business domain model, which we adopt for our current research: 

It should make a clear and well-founded distinction between the essential
business actions and informational actions. For example, requesting a supplier 
to deliver articles is essential, but computing the amount of articles is 
informational (it is no new fact, only the outcome of a computation). 
It should have the right granularity or level of detail. "Right" means in this 
respect: finding the actions that are atomic from the business point of view. 
They may be composite only in their implementations. For example, the 
request to a supplier is atomic from the business point of view, but to perform 
a request by postal mail, a number of non-essential actions have to be taken 
like mailing the order form, transporting it and delivering it to the supplier. 
It should be complete, i.e. it should contain everything that is necessary and it 
should not contain anything that is irrelevant. As will be shown in the sequel, 
this requirement is probably the most hard to satisfy since it is common 
practice in most organizations to perform several kinds of coordination acts 
tacitly, according to the rule "no news is good news". 

We will call a business domain model that satisfies these requirements an 
enterprise ontology. The goal of the research that is reported in this paper is to 
identify business components on the basis of an enterprise ontology. It builds on 
previous work regarding enterprise ontology [5] and regarding business 
components [6, 7]. The outline of the paper is as follows. In section 2, the method 
is presented that we apply to arrive at a right ontological model of an enterprise 
and to derive from this model the business components. In section 3, the method is 
applied to the example of strategic supply network development (SSND), as 
reported in [8, 9]. On the basis of the ontological model that is the outcome of 
section 3, we derive the corresponding business components in section 4. 
Discussions of the findings as well as the conclusions that can be drawn are 
provided in section 5. 

1.2 The Method and the Example Case 

A precondition to component based development of application systems by using 
business components is a stable component model. In order to obtain stable 
business component models, a well defined identification process is necessary. The 
basis for the identification of reusable, marketable and self-contained business 
components is an appropriate and high quality business domain model. Such a 
model not only serves to satisfy the requirements for a single application system 
but rather for a family of systems – and therefore for a certain domain.  In order to 
achieve that, we adapted the Business Component Modeling (BCM) [6] process by 
modeling the business domain using an enterprise ontology as introduced in 
section 1. An overview of the adapted Component Based Domain Analysis phase 
of the BCM process is given in Figure 1. In this paper we concentrate on the 
Domain Scope and the Business Components Identification sub phases and will not 
describe the Specification sub phase. 
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Figure 1. Component Based Analysis Phase of the BCM process 

In the Domain Scope sub phase, the method that is used for constructing the 
ontology of an enterprise is taken from DEMO (Design & Engineering 
Methodology for Organizations) [10-12]. As is explained in [10, 11] a distinction is 
made between production acts and facts and coordination acts and facts. The 
transaction axiom puts these acts/facts together in the standard pattern of the 
(business) transaction. Consequently, two worlds are distinguished: the production 
world (P-world) and the coordination world (C-world). The complete ontological 
model of an organization in DEMO consists of four aspect models (Figure 2).  

SMPM

AM

Actor Transaction Diagram

Information Use Table

Process Step Diagram

Action Rule Specifications

Object Property Table

Object Fact Diagram

Transaction Result Table Bank Contents Table

Actor Bank Diagram

CM

Organization Construction Diagram

Figure 2. The four aspect models 

The Construction Model (CM) specifies the composition, the environment and 
the structure of the organization: the identified transaction types and the associated 
actor roles, as well as the information links between the actor roles and production 
banks or coordination banks. The Process Model (PM) contains for every 
transaction type in the CM the specific transaction pattern of the transaction type. 
Next to these patterns, it contains the causal and conditional relationships between 
transactions. The Action Model (AM) specifies the action rules that serve as 
guidelines for the actors in dealing with their agenda. It contains one or more 
action rules for every agendum type. These rules are grouped according to the actor 
roles that are distinguished. The State Model (SM) specifies the entity types and 
fact types in the P-world, but only those object classes, fact types and ontological 
coexistence rules that are contained in the AM. 

In Figure 2, the CM triangle is split by a dashed line in a left and a right part. 
This has got to do with the logical sequence of producing the aspect models. First, 
the left part of the CM can be made straight away after having applied the 
elicitation procedure as discussed in [13]. It contains the active influences among 
actor roles, through their being initiator or executor of a transaction type. The CM 
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is expressed in an Actor Transaction Diagram (ATD) and a Transaction Result 
Table (TRT). Next, the Process Step Diagram (PSD), which represents a part of the 
PM, is produced, and after that the AM, which is expressed in Action Rule 
Specifications (ARS). The action rules are expressed in a pseudo-algorithmic 
language, by which an optimal balance is achieved between readability and 
preciseness. Then the SM is produced, expressed in an Object Fact Diagram (OFD) 
and an Object Property Table (OPT). Next, the right part of the CM is produced. It 
consists of an Actor Bank Diagram (ABD) and a Bank Contents Table (BCT). 
Usually the Actor Bank Diagram is drawn as an extension of the Actor Transaction 
Diagram. Together they constitute the Organization Construction Diagram (OCD). 
After that we are able to complete the PM with the Information Use Table (IUT). 

Having defined the enterprise ontology, the complete information related to the 
business domain is available in order to identify business components as denoted in 
the Business Components Identification sub phase of the BCM process in Figure 1. 
In order to optimize the process of identifying high quality, reusable and 
marketable business components the Business Components Identification (BCI) 
method is used. BCI is based upon the Business System Planning (BSP) [14] 
method and has been modified for the field of business components identification. 
BCI takes as input the object classes and fact types from the SM and the process 
steps from the PM, obtained from the domain scope phase and summarized in the 
Create/Use Table (CUT), an extension of the IUT. Using a genetic algorithm a 
number of possible solutions (component models) are generated in order to select 
the most suitable solution fitting best to the specified quality factors. One of the 
most important quality factors concerning component models is the minimal 
communication between components. The result of the BCI is an abstract business 
component model with defined dependencies between components. 

To illustrate the domain scope and component identification sub phases with 
their resulting diagrams and models, the BCM process is applied to the domain of 
strategic supply network development in the next sections. The main tasks in the 
domain of strategic supply network development derive from the tasks of strategic 
sourcing. The most evident changes regard the functions with cross-enterprise 
focus. Purchasing has become a core function in enterprises in the 90ies. Current 
empiric research shows a significant correlation between the establishment of a 
strategic purchasing function and the financial success of an enterprise, 
independent from the industry surveyed [15]. One of the most important factors in 
this connection is the buyer-supplier-relationship. At many of the surveyed 
companies, a close cooperation between buyer and supplier in areas such as long-
term planning, product development and coordination of production processes led 
to process improvements and resulting cost reductions that were shared between 
buyer and suppliers [15]. In practice, supplier development is widely limited to 
suppliers in tier-1. With respect to the superior importance of supplier development 
we postulated the extension of the traditional frame of reference in strategic 
sourcing from a supplier-centric to a supply-network-scope [8] i.e., the further 
development of the strategic supplier development to a strategic supply network 
development. This refocuses the object of reference in the field of strategic 
sourcing by analysing supplier networks instead of single suppliers. 
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2 Constructing the Ontology of the SSND Case 

This section contains the result of applying the method for constructing the 
ontology of an enterprise, as presented above, to the SSND case. Space limitations 
prohibit us to provide a more extensive account of how the models in the figures 
below are arrived at. Also, we will not present and discuss the action rules. Figure 
3 exhibits the Organization Construction Diagram (OCD). The Transaction Result 
Table (TRT) that belongs to it is shown in Table 1. 

Figure 3. Organization Construction Diagram of the SSND case 

Table 1. Transaction Result Table of the SSND case 

transaction type resulting P-event type 

T01  offering PE01  supply contract C is offered 
T02  engineering PE02  the BoM of assembly A is determined 
T03  exploring PE03  supply contract C is a potential contract 
T04  evaluating PE04  supply contract C is evaluated 
T05  concluding PE05  supply contract C is concluded 

The top or starting transaction type is T01. Instances of T01 are initiated by the 
environmental actor role CA01, which is a company in tier n-1 and executed by 
actor role A01. This company asks for an offer regarding the supply of a particular 
product P. In order to make such an offer, A01 first initiates a T02, in order to get 
the bill of material of P. This is a list of (first-level) components of P, produced by 
A02. Next, A01 asks A03 for every such component to get offers from companies 
that are able to supply the component. So, a number of transactions T03 may be 
carried through within one T01, namely as many as there are components of P. In 
order to execute each of these transactions, A03 has to ask companies for an offer 
regarding the supply of a component of P. Since this is identical to the starting 
transaction T01, we model this also as initiating a T01. Now however, the executor 
of the T01 is a company in tier n+1. Consequently, the model that is shown in 
Figure 3 must be understood as to be repeated recursively for every tier until the 
products to be supplied are elementary, i.e. non-decomposable. Note that, because 
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of the being recursive, an offer (the result of a T01) comprises the complete bill of 
material of the concerned component of P. Every offer from the companies in tier 
n+1 is evaluated in a T04. So, there is a T04 for every ‘output’ T01, whereby each 
company can use their own evaluation and decision rules. The result of a T04 is a 
graded offer for some component of P. So, what A03 delivers back to A01 is a set 
of graded offers for every component of P. Next, A01 asks A05, for every 
component of P, to select the best offer. The result is a set of concluded offers, one 
for every component of P. This set is delivered to A01. Lastly, A01 delivers a 
contract offer for supplying P, together with the set of concluded offers for 
delivering the components of P. Because of the recursive character of the whole 
model, this offer includes the complete bill of material of P, regardless its depth. 
The OCD in Figure 3 contains three external production banks. Bank CPB01 
contains the data about a company that are relevant for the evaluation of offers. 
Bank CPB02 contains the different evaluation methods that can be applied. In 
every instance of T04, one of these methods is applied. CPB03 contains identifiers 
of all companies that may be addressed for an offer. Lastly, in the transaction result 
table (Table 1), the supply of product by a (supplying) company to a (customer) 
company is called a contract. 

Figure 4. Process Step Diagram of the SSND case 

Figure 4 exhibits the process step diagram of the SSDN case. It shows how the 
distinct transaction types are related. From the state T01/pm (promised) a number 



 Identifying Business Components on the basis of an Enterprise Ontology 341 

of transactions T03 (possibly none) and a number of transactions T05 (possibly 
none) are initiated, namely for every first-level component of a product. This is 
expressed by the cardinality range 0..k. Likewise, from the state T03/pm, a number 
of transactions T01 and a number of transactions T04 are initiated, namely for 
every offer or contract regarding a first-level component of a product. The dashed 
arrows, from an accept state (e.g. T02/ac) to some other transaction state, represent 
waiting conditions. So, for example, the performance of a T03/rq has to wait for 
the being performed of the T02/ac. Figure 5 exhibits the object fact diagram and 
Table 2 the object property table. Together they constitute the State Model of the 
example case.  

COMPANY

SC supplies product P to CC

CC P

C is offered

PRODUCT

P A

P is a part of A

PE01

SC

CC

PE04

C is evaluated

C is a potential 
contract

PE03

C

CONTRACT

C is concluded

PE05

C

EVALUATION
METHOD

A

PE02

the BoM of 
assembly A is 

determined

ASSEMBLY

M C

C is evaluated with M

Figure 5. Object Fact Diagram of the SSND case 

Table 2. Object Property Table of the SSND case 

property type object class scale 

< company information > COMPANY < aggregated data > 
< contract terms > CONTRACT < aggregated data > 
sub_products(*) PRODUCT set of PRODUCT 
#sub_products(*) PRODUCT NUMBER 
companies(*) PRODUCT set of COMPANY 
sub_contracts(*) CONTRACT set of CONTRACT
evaluation_mark CONTRACT NUMBER
evaluation_marks(*) CONTRACT set of NUMBER 

Properties are nothing more or less than binary fact types that happen to be a 
pure mathematical function of which the range is set of, usually ordered, values, 
called a scale. The OFD is a variant of the ORM model [16]. Diamonds represent 
unary fact types that are the result of transactions, also called a production event 
type. They correspond with the transaction results in Table 1. An ellipse around a 
fact type or a role defines a concept in an extensional way, i.e. by specifying the 
object class that is its extension. For example, the ellipse around the ternary fact 
type “SC supplies product P to CC” defines the concept of contract. The ellipse 
around the production event type “C is evaluated” defines the concept of evaluated 
contract. Lastly, the ellipse around the role “A” of the fact type “P is a part of A” 
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defines all assemblies, i.e. all products that do have parts. The property types 
marked by “(*)” in the OPT are derived fact types. The derivation rules are: 

sub_products (P) = {X | X is a product and X is a part of P}; 
#sub_products(P) = card(sub_products (P)); 
companies(P) = {X | X is a company and X supplies P to the ‘this  

company’}; 
sub_contracts(C) = {X | X is a contract and the product of X is Z and the 

product of C is Y and Z is a part of Y}; 
evaluation_marks (C) = {X | X is an evaluation mark of C}; 

Table 3. Create/Use Table of the SSND case 

object class or fact type process steps 

PRODUCT T01/rq T01/pm T02/rq T02/pm T02/st T02/ac 
T03/rq T03/pm 

product P is a part of product A T02/st T03/pm
the BoM of assembly A is determined T02/ac 
COMPANY T01/rq T03/pm T04/pm 
< company information > T04/pm T04/st 
CONTRACT T01/rq T01/pm T02/ac T03/rq T03/pm T01/st 

T01/ac T04/rq T04/pm T04/st T04/ac T03/st  
T03/ac T05/rq T05/pm T05/st T05/ac 

< contract terms > T05/st
supply contract C is offered T01/ac 
supply contract C is a potential 
contract

T03/ac

supply contract C is evaluated with 
method M 

T04/ac

supply contract C is concluded T05/ac 
EVALUATION METHOD T04/pm T04/st 
sub_products(*) T02/st T03/rq T03/pm 
#sub_products(*) T02/st T03/rq  
companies(*) T03/pm 
sub_contracts(*) T03/pm T03/st T01/st  T03/ac T04/rq T04/ac  
evaluation_mark(*) T04/st T04/ac T03/st T04/pm T03/ac 
evaluation_marks(*) T03/st

Table 3 exhibits the Create/Use Table of the SSND case. It consists of an 
Information Use Table, extended with the process steps in which an instance of an 
object type or fact type is created. These steps are printed in italics, as are the fact 
types that are production event types. 

2 Identifying Business Components for the SSND case 

Based on the enterprise ontology introduced in the previous section and providing 
a complete and formal description of the business domain, business components 
for the domain of strategic supply network development are identified in this 
section and the resulting component framework is introduced.  
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The underlying idea of business components combines components from 
different vendors to an application which is individual to each customer. This 
principle of modular black-box design demands reusable, marketable, self-
contained, reliable and manageable business components. Therefore the business 
components need to provide services at the right level of granularity and a formal 
and complete specification of its external view. The description of the specification 
step of the BCM process is not within the scope of this paper. Instead, for the 
identification of business components, an enhanced version of the Business 
Component Identification (BCI) [6] method is applied to the SSND domain and is 
described next.  

The basis for BCI builds the Create/Use table (see Table ) of the enterprise 
ontology. In a first step a matrix is built defining the relationships between the 
object class respectively fact types and the single process steps, gained from the 
Create/Use Table. The relationships are visualized inserting “C” and “U” in the 
matrix. “C” denotes that the object class respectively fact types are created in a 
specific process step and “U” denotes the usage of informational data by a given 
process step. In changing the order of the rows and the columns and placing the 
“C” as far left and as up as possible in the matrix, groups of relationships can be 
recognized (see Figure 6). These groups identify potential business components. 
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Figure 6. Business Components Identification Matrix 

In order to ensure optimal grouping regarding required metrics – such as 
minimal communication between components, maximum compactness of 
components – an optimization problem needs to be solved for which a genetic 
algorithm has been developed. The genetic algorithm starts with a predefined 
solution (specific assignment of process steps to components) and while iterating, 
generates better solutions using mutation and crossing-over of the best generated 
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solutions available. For any iteration, the algorithm assigns each process step to a 
potential component (1, 2, 3, etc) and evaluates the potential solution with the 
following quality function: 

ps io

iorpspiopsmeq ))(),(),,((    

 (4.1) 
ps: process step in the matrix (row)

 io: information object (object class or fact type) in the matrix (column)
 p(ps) : assignment of a ps to a component 

(4.2) 
 r(io) : assignment of an io to a component 

(4.3) 

 m(ps,io) '','','' ouc : content of matrix entry (create; use; other)

 (4.4) 

 e(m(ps,io),p(ps),r( io))
)()(:)),((

)()(:)),((

iorpspiopsme

iorpspiopsme

out

in   (4.5) 

 e in (m(ps,io))=
''),(:1.0

''''),(:0

oiopsm

cuiopsm    

(4.6) 

  e out (m(ps,io))=

''),(:

''),(:1

''),(:0

ciopsm

uiopsm

oiopsm
(4.7) 

The evaluation function (4.5) evaluates for each potential solution any entry in 
the matrix as follows. Entries which are a use or a create and located in a 
component are evaluated with the value 0, anything else is evaluated with a 0.1
(see formula 4.6). Entries outside a component which are a use are evaluated with 
1 and a create with +  (see formula 4.7). The quality function (4.1) calculates the 
entire sum over each evaluation for all entries in the matrix. After all iterations the 
min(q) provides the best component solutions for a given matrix, whereby different 
solutions with the same min(q) may exist. That means that all creates are located 
inside a component, few uses are outside of the components and few other (empty 
entries) are inside a component, fulfilling the required metrics of minimal 
communication and maximum compactness. 

The result of the BCI is an abstract business component model with already 
defined dependencies between components. The dependencies are defined by the 
uses which are located outside the components and which are substitute by arrows 
as shown in Figure 7. 
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T03/pm (generate sub-contracts)

T05/st (define contract terms)

T03/ac (select sub-contracts)

T04/ac (request sub-contract selection)

T05/ac (conclude contract)

T01/st (offer contract)

T04/rq (aggregate sub-contract)

T01/pm (offer contract)

T01/ac (offer contract)

T02/st (execute BoM explosion)

T03/rq (request contract)

T02/ac (execute BoM explosion)

T01/rq (request offer)

T02/rq (execute BoM explosion)

T02/pm (execute BoM explosion)

T03/st (define best sub-contract)

T04/pm (evaluate contract)

T04/st (provide evaluation result)

External banks:

Business Components:

Supply Network Contract 

Development

Product Manager

Evaluation

Manager

Process Steps & 

Component Services

Object class 

and fact types

Figure 7. Identified SSND Business Components 

The first business component shown in Figure 7 offers services for the 
development of the contract offers for the whole supply network and is therefore 
called supply network contract development. The second business component is 
responsible for the specification of products and for the execution of the bill of 
material explosion and is therefore called product manager. The last component 
identified is the one responsible for the evaluation of the offered contracts.  

For the business components identified, the services they provide need to be 
defined. Single process steps need therefore to be assigned to component services. 
The mapping for the strategic supply network development domain is shown in 
Figure 7 in the row process steps and component services. As can be seen, some 
process steps are mapped one to one to business component services, e.g. T03/pm
is mapped to generate sub-contracts, or T05/st is mapped to define contract terms,
whereas other process steps are combined to one business component service e.g. 
T01/st, T01/pm, T01/ac are all mapped to one and the same component service 
offer contract. Figure 8 shows the refined business component model with the 
services defined for each component.  

Figure 8. SSND Business Components with provided Services 

The information for the mapping of process steps to business component 
services is gained from the action rules of the enterprise ontology. A detailed 
description of the mapping would go beyond the scope of this paper. The 
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deployment of the components and their communication can be illustrated in using 
different types of diagrams, such as deployment and sequence diagrams. These 
diagrams allow the evaluation of the metrics applied and serve to improve them. 
The deployment of the components is part of the Component Based Domain 
Design phase of the BCM process. For a detailed description of this process step 
please refer to [6]. 

3 Conclusion 

In this paper, we have addressed the problem of identifying business components, 
defined as the highest level software components, i.e. the software components that 
directly support business activities. Although component-based software 
development may be superior to more traditional approaches, it leaves the problem 
of requirements engineering unsolved. Put differently, the component-based 
approach provides no criteria for determining that a set of identified components is 
complete (no component is missing) and minimal (there are no redundant 
components). Next to that, it provides no means for determining the point of 
departure, i.e. an appropriate model of the business domain. 

The method presented and demonstrated in this paper does solve these 
problems. First, the enterprise ontology constructed by means of DEMO is an 
appropriate model of the business domain. It satisfies the quality criteria as 
proposed in the introduction. As a consequence, the identified business 
components do really and directly support the business activities in which original 
new facts are created. Moreover, since the process steps (cf. Figure 4) are atomic 
from the business point of view, one can be sure to have found the most fine level 
of granularity that has to be taken into account. Also, one can be sure that this set 
of process steps is complete and minimal. 

Second, the BCI method, based on the resulting models and tables of the 
enterprise ontology, provides an automated approach for the identification of 
business components satisfying defined metrics which are relevant for the 
development of reusable, marketable and self-contained business components. The 
metrics defined in this paper – being minimal communication between and 
maximum compactness of business components – are the basic metrics for the 
component-based development of inter-organizational business applications 
focusing on the deployment of components which can be on different enterprise 
systems. Additional metrics can easily be added to the BCI method in extending 
the genetic algorithm. Further investigation is needed in evaluating reliability and 
stability of the resulting component models. 
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1 Introduction 

Component-based software engineering is a paradigm advancing a view of 
constructing software from reusable building blocks, components. A component is 
typically a black box with a well defined interface, performing a known function. 
The concept builds on the techniques well known from modular programming, 
which encourage the developers to split a large and complex system into smaller 
and better manageable functional blocks and attempt to minimize dependencies 
between those blocks.  

Several aspects of component-based programming have been embraced by the 
software development industry and as a result, there are now several component 
models, such as Enterprise Java Beans [12] by Sun Microsystems, CORBA 
Component Model [8] by OMG, and .Net [5] by Microsoft, which are extensively 
used for production of complex software systems.  

There are also a large number of other component models, designed and used 
mainly by the academic community. While most of the academic component 
models lack the maturity of their industrial counterparts, they aim higher with 
respect to fulfilling the vision of the component-based software engineering 
paradigm. This is mainly reflected in support for advanced modeling features, such 
as component nesting, or connector support. While we are aware of a number of 
component models used in academia, we are most familiar with SOFA [11,7] and 
Fractal [6]. Throughout the paper, we will use these models along with EJB as a 
test-bed for our experiments. 

Typically, component applications are modeled as distributed and platform 
independent, with a particular execution platform selected during development. 
However, the current trends in software industry concerning enterprise integration 
may hint that platform independence on the level of design is not enough. 

Our aim is to make possible creating heterogeneous applications which, in 
addition to the above, can consist of components written using different component 
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models. This brings us two problems that need to be solved – 1) making the 
different components work together, and 2) deploying the resulting heterogeneous 
application. 

The two problems may seem orthogonal, but in fact they are connected due to 
the nature of the differences between component models. These differences 
comprise mainly component packaging format and deployment, component 
instantiation and lifecycle management, communication middleware, hierarchical 
composition of components, etc. To make the different components work together 
and create a truly heterogeneous component application, we need to overcome 
those differences. 

A key problem in making components from different component models work 
together is communication. Connections in different component models have 
different semantics and typically use different communication middleware to 
achieve distribution. Contemporary solutions to this problem usually employ 
middleware bridges (e.g. BEA WebLogic, Borland Janeva, IONA Orbix and Artix, 
Intrinsyc J-Integra, ObjectWeb DotNetJ, etc.) to connect components form 
different component technologies, which only tackles the issue of different 
middleware and leaves out the issue of different semantics and other (connection 
related) differences between the component models.

We propose to use software connectors [1] to define the semantics for 
connections between components from different component models. Based on 
requirements placed on a specific connection, the implementation of a connector 
can be automatically generated or, if the semantics allows it, a suitable middleware 
bridge can be used to mediate the connection.  

Deployment of component applications is one of the most burning problems for 
the majority of component models. The deployment process generally consists of 
several steps, which have to be performed in order to successfully launch a 
component application. Without deployment support and tools, a component model 
is unusable for serious software development.  

Most of the component models address the deployment issue in some way, but 
the differences between various component models have made it difficult to arrive 
at a common solution. Therefore the deployment process for component 
applications is specific to a particular component technology and a vendor. Worse, 
even applications written for a standardized component technology (e.g. EJB) have 
to be deployed in a vendor specific way using the vendor’s proprietary tools. 

The above mentioned situation makes the integration of components from 
different component models and the deployment and maintenance of the resulting 
application practically impossible. 

A promising approach to deployment of heterogeneous component applications 
is modeling the application in a platform independent manner and mapping the 
platform independent model into the target environment to ensure interoperability. 
The first step in this direction has been done by the Object Management Group (the 
body behind CORBA and the CORBA Component Model [8]), who has published 
a specification concerning deployment and configuration of distributed component-
based applications [9]. Following the MDA [10] approach, the specification 
presents platform independent models of the application, target environment, and 
the deployment process, which are then expected to be transformed to platform 
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specific models suitable for specific component technologies and mapped to 
particular programming environment.  

Upon careful examination, though, the OMG specification stops short of 
providing support for deployment of heterogeneous component applications. The 
failure rests with the fact that the OMG expects the platform independent model to 
be mapped into a single target environment at a time. In effect, this means that the 
specification can be used to define a number of deployment mechanisms, but each 
of the deployment mechanisms will only support a single target environment. 
Interoperability between heterogeneous target environments is only provided at a 
conceptual level, which is rather insufficient. 

We believe that the specification should support deployment of heterogeneous 
applications, rather than conceptually compatible but functionally incompatible 
deployment mechanisms for heterogeneous target environments. We extend the 
OMG specification to support deployment of heterogeneous component 
applications by introducing connectors as bridges between the heterogeneous parts 
of an application, and by extending the model to support construction of 
connectors during deployment. 

Throughout the paper, we will use a model of a simple component application 
depicted in Figure 1 as a running example. The rest of the paper is organized as 
follows. Section 2 presents an overview of software connectors and their use in 
overcoming the differences between component models. Section 3 provides a short 
overview of the relevant parts of the OMG specification, and Section 4 
demonstrates the deployment of a heterogeneous application using connectors and 
the OMG model of deployment process. We discuss related work in Section 5 and 
conclude the paper in Section 6. 

2  Software Connectors 

Software connectors are first class entities capturing communication among 
components. Although connectors may be very complex, modeled by complicated 
architectures reflecting different communication styles [4], it is sufficient for the 

Provided interface

Required interface

Client B

Server
component

Client C

Client A

Component binding

Figure 1. A model of a simple component application. There is a server component
providing two different services with two clients connected to one service and another client
connected to the other service. 
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purpose of this paper to view a connector as a number of connector units attached 
to their respective components (see Figure 2). 

Apart from modeling and representing inter-component communication, 
connectors have another important feature – they can be generated automatically 
based on a high-level description expressed in terms of a communication style and 
non-functional properties [4]. That allows a developer to concern herself just with 
components’ business logic and not with glue code (often containing middleware 
dependent parts) used to provide communication among components in distributed 
environment.  

The whole trick of using connectors is to plug an appropriate connector 
instance between every two components. However, as the concept of connectors is 
not typically present in current component models, it is often necessary to extend 
them to support connectors. That is easily done by hooking in the process of 
component instantiation and binding. Upon instantiation of a component, we create 
the server connector units and make sure that whenever component interfaces are 
queried, a connector reference to a corresponding server connector unit is returned 
(instead of returning a direct reference to a component interface). Similarly, 
whenever an interface is being connected to another component, a client connector 
unit is created and bound using the connector reference. In our approach, the 
connector reference is a container holding a set of server unit identities depending 
on available transport methods (e.g. Java reference for in-address-space 
connections, RMI reference for RMI connections, or IOR for CORBA 
connections). 

When instantiating a connector unit at runtime, the information as to what 
implementation is to be used for that particular connector unit is looked up in a 
structure called connector configuration map, which contains pairs <interface 
discriminator, connector unit implementation>. The interface discriminator 
uniquely identifies either a server interface, in which case the discriminator is a 
pair <component, interface name>, or a client interface, in which case the 
discriminator is a tuple <client component, client interface name, server dock 

Provided interface

Required interface

Client B

Server
component

Client C

Client A

Component binding

Distribution boundary

Server connector unit

Client connector unit

Figure 2. A model of a simple component application using connectors to capture inter-
component interactions. Each connector is split into two parts respecting the distribution
boundary. In the case of the procedure call-based connectors (i.e. those used in the example) 
there is typically one server unit and zero to many client units. 
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name, server component, server interface name>. Such a description reflects the 
fact that a connector unit attached to a server interface is created in advance and 
can exist on its own, while a connector unit attached to a client interface is created 
during component binding when the binding target is already known.  

3  Overview of the OMG D&C Specification 

As mentioned earlier, the OMG Deployment and Configuration Specification is the 
first step towards unified deployment of component applications. The specification 
provides three platform independent models, the component model, the target 
model, and the execution model. These models represent the three major 
abstractions used during the deployment process, which uses these models to 
deploy an application.  

For use with specific component models, the platform independent models 
should be transformed to platform dependent models, capturing the specifics of the 
concrete platform. A more detailed overview can be found in [3], and yet more 
details can be found in the specification itself [9]. 

To reduce the complexity, the models are split into the data model and the 
management (runtime) model, with the management models describing runtime 
entities dealing with the data models. The management models are not important in 
the scope of this paper; therefore we will only deal with the data models.  

3.1 Component Data Model 

The component data model captures the logical view of a component application. 
A high level overview of the component data model is depicted in Figure 3. The 
key concept is a component package, which represents a reusable work product. A 
component package is a realization of a specific component interface, and contains 
possibly multiple implementations of the realized interface. As a reusable product, 
the package contains configuration of the encapsulated implementations, and 
selection criteria for choosing an implementation by matching the criteria to the 
capabilities of the individual implementations. 

The implementation of a component interface can be either monolithic, or an 
assembly of other components. A monolithic implementation consists of a set of 
implementation artifacts that make up the implementation. The artifacts can 
depend on each other and can be associated with a set of deployment requirements 
and execution parameters. The deployment requirements have to be satisfied 
before an artifact can be deployed.  

An assembly of components, depicted in Figure 4, contains references to other 
component packages to serve as subcomponents of the assembly. The instances of 
subcomponents are connected using connections between endpoints defined by 
subcomponents and external endpoints of the assembly. To allow for configuration 
of an assembly, which in itself does not carry any implementation code, the 
configuration properties of an assembly are delegated to its subcomponents 
through a defined mapping.  
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3.2 Target Data Model 

The target data model describes the computational environment into which the 
application is deployed. The environment, termed domain, consists of 
computational nodes, interconnects and bridges. Since the target model is not 
important in the scope of the paper, we will not describe the model in greater 
detail. 

3.3 Execution Data Model  

The execution data model depicted in Figure 5 describes the physical structure of a 
component application. The model represents a flattened view of the original 
component data model describing the logical structure of an application. The 
execution data model the application in terms of component instances, connections 
between endpoints of the instances, and assignment of the instances to 
computational nodes in the target environment 

The component instances carry configuration properties which can be used to 
influence their behavior, and their implementation is in turn described in terms of 
implementation artifacts. The artifacts, which are binary files containing 
implementation code, can carry individual execution parameters, which can be 
used to tell the computational node how to treat a particular implementation 

Figure 3. An overview of the component data model 
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artifact. Since the artifacts can be shared by multiple implementations, the 
execution parameters can be defined per implementation. 

3.4 Deployment Process 

Prior to deployment, the component application must be developed, packaged, and 
published by the provider and obtained by the user. The deployment process 
defined in the specification then consists of five stages and is performed by a 
designated actor called deployer. 

Installation. During installation, the software package and its component data 
model is put into a repository, where it will be accessible from other stages of 
deployment. The location of the repository is not related to the target execution 
domain. Also, the installation does not involve transfer of binary files to the 
computational nodes in a domain. 

Configuration. When the software is installed in the repository, its 
functionality can be configured by the deployer. The software can be configured 
multiple times for different configurations. The configuration stage is meant solely 
for functional configuration of the software, therefore the configuration should not 
concern any deployment related decisions or requirements. 

Planning. After a software package has been installed into a repository and 
configured, the deployer can start planning the deployment of the application. The 
process of planning involves selection of computational nodes the software will 
run on, the resources it will require for execution, deciding which implementation 
will be used for component instances, etc. The planning does not have any 
immediate effects on the environment, but produces a physical description of the 
application in the execution data model, termed deployment plan. 

Figure 4. A detailed view of the component assembly description 
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Preparation. Unlike the planning stage, the preparation stage involves 
performing work in the target environment in order to prepare the environment for 
execution of the software. The actual transfer of files to computational nodes in the 
domain can be postponed until the launch of the application. 

Launch. After preparation, the application is brought up to the executing state 
during the launch stage. As planned, instances of components are created and 
configured on computational nodes in the target environment and the connections 
among the instances are established. The application then runs until terminated. 

4  Integrating Connectors with Deployment 

We have presented the two basic concepts we intend to employ to support 
deployment of heterogeneous component applications. Software connectors, 
described in Section 2 will be used to overcome the differences between various 
component models, while OMG D&C Specification, briefly introduced in 
Section 3 will be used to model the deployment process of a heterogeneous 
application. 

Since the OMG specification does not support the description of heterogeneous 
component applications and does not directly support connectors, we have to find a 
way to combine the two approaches. To use connectors with a component 
application, there are basically two tasks that need to be done, and which need to 
be integrated with the OMG deployment process: 
1. At some point, the implementation of all connectors needs to be generated, 

which comprises connectors for component bindings a) present in the initial 

Figure 5. An overview of the execution data model 
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architecture of an application, and b) that can emerge at runtime as a result of 
passing a reference to component interface 

2. The connectors need to be instantiated and bound to their respective components 
when launching an application. Additionally, the connector configuration map
(described at the end of Section 2) must be prepared for each node to allow for 
later instantiation of connectors that result from reference passing.  

4.1. Preparing connectors 

To generate a connector, a connector generator needs to have enough information 
concerning the requirements for the communication the connector is expected to 
mediate. The specification of connector features has the form of a communication 
style and non-functional properties. Each connection among instances of 
components in an assembly can have different requirements. 

The planning stage of the deployment process appears to be the most suitable 
moment for generating connectors. The planning is performed by the deployer 
using a planner tool. The tool takes as input the component data model, describing 
the component application, and the target data model, describing the target 
environment. Using the tool, the deployer assigns instances of components to 
nodes in the target environment and verifies that an instance can be placed on a 
particular node. The planner tool has all the information required for generation of 
connectors, except for the connection requirements. 

The specification of connection requirements is not a part of the OMG 
specification, which therefore needs to be slightly modified. To make the 
information available, we have extended the AssemblyConnectionDescription in 
the component data model class with another association named 
connectionRequirement. The association is used to describe the connection 
requirements. 

The connector-aware part of the planner can then communicate with a 
connector generator [4] and provide the necessary information. For each assembly 
connection, the generator synthesizes the implementation artifacts and 
configuration required to instantiate connector and returns the code fragments to 
the planner. The connector-aware part of the planner then replaces the assembly 
connections in the component data model with pairs of components encapsulating 
the connector units connected to the original components. 

This step in fact transforms the enhanced component data model (see Figure 6) 
back into the original plain data model, which can be then transformed to 
deployment plan according to the original specification, and for which the planner 
does not need to be modified. 

What is important to note, though, that while we transform connectors to 
components in the context of the OMG specification, connectors are not really 
components that would be present in the architecture of an application. Connectors 
are instantiated at runtime, the instance depends on the type of the server a 
connector unit connects to, and their encapsulation in components as seen in the 
component data model is merely an implementation convenience.  
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4.2. Instantiating connectors 

The output of the planning stage is a deployment descriptor, describing the phy-
sical structure of the application as assigned onto nodes in the target environment. 
The plan is then broken into pieces with respect to the distribution boundaries and 
disseminated to individual nodes. The runtime on each of the nodes uses the 
fragments of the deployment plan to instantiate components and connector units. 
Depending on the type of the connector unit one of the following actions is taken: 

1. Server connector unit is instantiated and bound to its corresponding component. 
The unit registers its reference (using a name obtained from execution 
parameters in the deployment plan) in a naming service so as to be accessible by 
clients. 

2. Bound client connector unit (i.e. representing a binding in the initial 
architecture) is instantiated and its corresponding component is bound to it. The 
unit retrieves a reference to a previously registered server connector unit from 
the naming service (using a name obtained from the deployment plan) and 
establishes the binding. 

3. Future client connector unit (i.e. a unit that does not exist in the initial 
architecture but which can emerge at runtime as the result of reference passing) 
is stored in the connector configuration map for later use.  

Since the implementation of a client connector unit depends also on the server 
component, there can be multiple implementations of a client unit. This is 
addressed by providing all the implementations in the deployment plan as different 
artifacts implementing one component and performing the actions 2 or 3 stepwise 
for the individual artifacts. 

5  Evaluation and Related Work 

Our approach to deployment of heterogeneous component applications builds upon 
two major concepts, the concept of software connectors, which is used to define 

Figure 6. Application architecture after transformation of the enhanced description 
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semantics of connections between components from different component models, 
and the concept proposed by the OMG D&C specification, which unifies 
deployment of component based applications on conceptual level, but which in 
itself cannot provide for deployment of heterogeneous applications. 

The original component data model present in the specification assumed direct 
communication between components. That requires that the artifacts providing 
component endpoints have to be connected together, which makes it impossible to 
abstract away the middleware technology used for communication. We have made 
a slight modification to the original OMG specification to enable expression of 
connection requirements in form of communication styles and nonfunctional 
properties, which can be used to generate connectors. This allows postponing the 
selection of communication middleware until the planning stage of the deployment 
process, or introducing logging, monitoring, or encryption into communication 
without changing the original application or its description. 

We have also described the integration of the connector generator into the 
deployment process and pointed out places where the planner tool needs to be 
modified to support the connector generator. By transforming the enhanced 
component data model to the original component data model, we have avoided 
excessive modifications to the planner tool. The transformation of component data 
models is a generic process that can be used to enhance the expressive power of the 
component data model as long as the advanced constructs can be transformed back 
to the original data model.  

To our knowledge, there is no other work concerning the use of connectors and 
the OMG specification to support deployment of heterogeneous component 
applications. There are, however, a number of mature business solutions for 
interconnecting the leading business component models such as EJB [12], CCM 
[8], and .NET [5]. A common denominator of these models is the lack of certain 
features (e.g. component nesting), which makes the problem of their 
interconnection a matter of middleware bridging. Each of those component models 
has a native middleware for communication in distributed environment (RMI in 
case of EJB, CORBA in case of CCM, and .NET remoting in case of .NET).  

Even though the bridges represent mature software products, they limit the 
heterogeneity of the application by prescribing the use of specific communication 
mechanisms for the components. The connectors, on the other hand, represent a 
high level view on the connection between components, and allow for the bridges 
to be employed in the implementation of a connector if necessary.  

6  Conclusion 

We have presented an approach which we consider a step forward towards 
deployment of heterogeneous component applications, which allows us to create 
component applications composed of components implemented in different 
component models. We have shown how to employ software connectors to 
overcome the differences between component models and combined the use of 
connectors with the OMG D&C specification for unified deployment of component 
applications. 
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The presented solution is generic and platform independent, and can be used for 
different component models. We have verified our approach on a prototype 
implementation, which supports interconnection of components from SOFA, 
Fractal, and EJB component models, and are currently developing basic tools for 
deploying and execution of heterogeneous component applications. Mainly due to 
space constraints, we had to omit some of the details, which can be found in [3]. 

In the future, we plan to enhance the connector generator and develop more 
sophisticated tools, mainly the deployment planner and its integration with the 
connector generator. The work presented in this paper is part of our efforts within 
the Deployment Framework task of WP2 of the OSMOSE project. The results 
related to the OMG D&C specification will be submitted to the OMG.  
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Summary. In this paper, we propose an integrated information retrieval system for multiple 
KRISTAL-2002 systems for different areas or systems for the same area with the different 
schemas by using the metadata information so that the users can get the answers by once 
from the whole systems. Our approach utilizes integrated metadata and mapping information 
between the metadata and the actual database schema information of participating systems. 
Therefore, we do not require modification of the participants for integration. We have 
implemented and deployed the proposed system that integrates six different databases 
distributed across multiple sites. 

1  Introduction 

Since the early 70’s, many organizations in diverse areas have been developing and 
deploying information retrieval systems. Due to the availability of Internet, user 
demand for integrated search through the information retrieval systems that have 
been deployed has increased while the speed with which these systems are 
integrated does not catch up with the user demand. Integrating the information 
retrieval systems in each special area requires storing millions of bibliographic 
information either into different tables through generalization as in relational 
database systems or into a single table. The former approach may suffer from poor 
performance caused by JOIN operations. The latter approach may have low space 
utilization because there is significant duplicate information. 

From service provider’s point of view, it is not appropriate to modify existing 
information retrieval systems to build an integrated information retrieval system 
because they may need to stop servicing. However, from user’s point of view, it is 
tedious to visit, register and search each system manually whenever they need 
information. In this paper, we propose an integrated information retrieval system 
(which we call Integrated Server) that does not require modification of participant 
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systems (which we call Source Server). In the proposed system, mapping 
information between integrated metadata and actual databases or tables of each 
source server is maintained and is utilized for integrated search. For integrated 
metadata, we follow ISO/IEC 11179 metadata registry procedure. 

In order to make the integration process simple, the source server administrator 
is able to map the database schema of the source server to the meta-fields that will 
be used for integrated search. In this approach, users are able to search distributed 
information sources without considering their locations and the kinds of 
information each server maintains. The user query, however, must be re-generated 
for each source server based on the mapping information. This relationship is 
shown on Figure 1. 

Figure 1. Relationship between meta fields and actual fields 

We have implemented and deployed the proposed system using KRISTAL-
2002 system, which will be explained in later section. We include six sources 
servers in different areas that are currently servicing independently: Science 
Literature DB, Scientific Technical Trend DB, Scientific Technical Report DB, 
Scientific Technical Analysis DB, Patent DB and Human Resource DB. 

The paper is organized as follow: Section 2 gives related work and Section 3 
describes KRISTRAL-2002 system. Section 4 presents the proposed integrated 
information retrieval system in details. Section 5 presents the prototype 
implementation and finally, we conclude in section 5. 

2  Related Work 

There have been considerable efforts in developing algorithms and protocols for 
integrating heterogeneous data distributed across multiple sources. However, 
schema integration and schema mapping techniques dealing with discrepancies of 
schema among distributed data sources require more research to address semantic 
interoperability 

Techniques for web search engines and directory-based portal services are the 
driving forces for advancing the information retrieval area. They must be able to 
search a large amount of data with short queries given by users. To address the 
problem, these techniques utilize ranking algorithms that use link information or 
structural information of the documents. This type of information is not included in 
the original documents. Crawling 18 is a new technique for web search engines. It 
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collects and indexes documents distributed across multiple sites and the primary 
focus of crawling technique is how fast a given document can be included in the 
search target. Clustering 19 focuses on presenting accurate information to users by 
combining related search results. Meta-searching technique (2021) sends a user 
query to multiple web search engines and presents the results after combining the 
partial results obtained from them. It does not require web crawler or indexing a 
large amount of documents. However, it must be able to combine the results 
effectively that are found by different ranking algorithms of each source system. 

Ontology (891011) and similar researches address semantic interoperability 
between metadata in consideration of mapping the meaning and the presentation of 
source data into real-life objects and concepts. Examples of such research include 
RDF 4, Schema Integration 14, Intelligent Integration of Information 15 and 
Knowledge Sharing Effort 16, to name a few.  

3  KRISTAL-2002 

KRISTAL-2002 is an information retrieval and management system developed by 
Korea Institute of Science & Technology Information. It runs on both Windows 
and Unix systems. KRISTAL-2002 consists mainly of five modules (Job 
Scheduler, FIRE, Data Manager, Set Manager and Indexer) and they communicate 
one another through sockets or pipes (Figure 2). Job Scheduler distributes user 
requests to FIRE, which conducts actual searching. Set Manager stores and 
manages documents found by FIRE. Data Manager processes Document Update or 
Document Store requests from Job scheduler. Once it completes the requests, it 
sends acknowledgement to the Job Scheduler. If the operation is successful, it 
contacts Set Manager so that the Set Manager can update the documents it 
maintains. Indexer is able to analyze input documents and extract indexing words 
that can best describe the documents. Indexer supports analysis of Korean 

Figure 2. The architecture of KRISTAL-2002 
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morpheme, English stamping, Chinese character conversion and user-defined 
dictionary, to name a few. FIRE, Data Manager, Set Manager and Indexer are 
integrated into a single daemon and it is able to manage multiple databases. 

KRISTAL-2002 database supports processing simultaneous user queries and 
on/off-line data management and fast and safe backup. Searching and processing 
BLOB (Binary Large OBject) is time-consuming. To address this, KRISTAL-2002 
utilizes multiple threads for distributed query processing. The primary components 
of the databases are: Catalog, Document and Index, and Result Set. Catalog 
database maintains schema information such as table structures, indexing methods 
and primary keys and so on. Document and Index database is structured by a single 
or multiple clusters and each cluster is composed of tables that have the same 
schemas. Cluster is the basic unit of ranking. Each table in Document and Index 
database is composed of documents, primary keys, and index database and the 
structure of the table is defined by table schema stored in Catalog database. Result 
Set database maintains documents found so that it can respond to user requests 
quickly. 

4  System Architecture of the Integrated Information Retrieval 

System

4.1 System Architecture 

The proposed integrated information retrieval system is based on KRISTAL-2002 
and it utilizes metadata information registered by participating source servers. To 
address the heterogeneity of data and schema information of each source server, 
metadata maintained in the integrated server is used for structural integration. 
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Figure 3. System architecture of the integrated information retrieval system 
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Furthermore, standardized procedure proposed in ISO/IEC 11179 is employed for 
metadata registry procedure. Schema information of each source server must be 
mapped into metadata maintained in the integrated server. Therefore, schema that 
hasn’t been mapped will not be considered for search process. Figure 3. shows the 
system architecture of the proposed system.  

The source server administrator manages the source server and the structural 
information of the database maintained by the source server while MDR 
(MetaData Registry) manager standardizes data elements for metadata registry. 
Integrated server administrator manages and controls all the information of the 
whole system to support rapid and effective user query processing. Each 
component of the system will be explained in more details in later sub sections. 

The control and information flow among the source servers and the integrated 
servers is depicted in Figure 4. Each source server administrator registers necessary 
information to the integrated server and the integrated server administrator 
authorizes the source server administrator so that he or she can register the source 
servers. The registered source servers must go through the same authorization 
process as with the source server administrator to participate in the whole system. 
Once the registered source servers are authorized by the integrated server, the 
source server administrators are entitled to do schema mapping. As with previous 
steps, schema mapping done by the source server must be confirmed by the 
integrated server. After these steps, the source server is included for integrated 
search.

4.2 Source Server Manager 

Each source server can run its own database systems and are responsible for 
searching and providing documents stored in the database when requested by the 
integrated server. The source server administrator is able to add/remove the source 
server to/from the set of source servers that will be included for integrated search, 

Figure 4. Control and information flow between source server and integrated server 
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and to map the database schema of the source server to the database schema of the 
integrated server. All these operations are conducted through web interfaces. 

4.2.1 Source Server Information Management 
Figure 5. shows the web interface for source server registration. When URL
column on Source Server List is clicked, the information of the selected server will 
be shown on Source Server Information Management and the source server 

administrator can change information of the server or remove from the list. Status
column on Source Server List represents three different status information of the 
source servers: Holding, On Service, Unavailable. Although the source server has 
been registered, it is not included for the integrated search until it is confirmed by 
the integrated server. During this period, the status of the source server is Holding.
Once confirmed, the status of the source server is On Service. If the source server 
cannot service temporarily due to some reasons, for example, updating operating 
system of the source server, the source server administrator can change the status 
of the source server to Unavailable. When the source server returns to the normal 
condition, the administrator can change the status of the server to On Service.

4.2.2 Source Server Schema Mapping 
Figure 6. shows the web interface for schema mapping for the source server. If 
multiple source servers are managed by an administrator, only those source servers 
whose statuses are On Service are listed on the web page. MetaField column 
represents integrated meta schemas loaded from metadata registry and Label
column represents the names of the meta schemas. When values in MetaFields are 
clicked, the detailed information of the meta field is shown on a different window. 
RealField represents database schema of the source server mapped into the 

Figure 5. Web interface for source server registration 
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integrated meta schema. The values listed in the combo box are loaded directly 
from the source server. 

4.3 Integrated Server Manager 

The role of the integrated server is to register metadata based on ISO/IEC 11179 
and to maintain integrated meta schema and mapping information registered by the 
source servers. It also plays a role of entry point for the integrated search. 
Integrated server administrator determines which source servers will be included 
for the integrated search service and validity of schema mapping of the source 
servers. It monitors the status of the source servers included in the service. When it 
is detected that some source servers are not running correctly, the integrated server 
immediately exclude the servers from the source server list. 

4.3.1 Source Server Configuration 
Integrated server administrator is able to confirm the requests from the source 
server administrators who want to participate in the integrated search service. Once 
confirmed, the source server administrators are entitled to add their source servers 
into the service (see 4.2.1). For the source servers registered by the source server 
administrator, the integrated server administrator needs to decide whether or not to 
add them into the server list that will actually service end-users. Note that these 
two processes are different in that the former validates the source server 
administrators while the latter validates the source servers that the valid source 
server administrator registered. 

Figure 6. Web interface for schema mapping
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4.3.2 Schema Mapping Management 
Schema Mapping Manager of the integrated server determines integrated metadata 
schema and given schema mapping registered by the source server administrator 
(see 4.2.2), it checks the validity of the mapping (Figure 7). Each row in Figure 7 
provides schema mapping information of all the source servers participating in the 
integrated search service. ListView and SpecView columns determine which meta 
fields will be shown to users after search completes. Typically, those fields marked 
as ListView will give rough information of the selected documents while those 
fields marked as SpecView will be used to provide more detailed information of the 
documents. BasicSearch and SpecSearch columns determine which meta fields 
must be compared against the given user query. We support two different modes 
for search operation: Basic Search and Specific Search. In basic search, user query 
will be compared to every target meta fields defined by the integrated server. 
However, in specific search, the user is able to determine which meta fields he/she 
wants to compare the query to. 

When the actual fields of the source server is clicked, schema information of 
the source server is shown and the mapped fields for the given meta field are 
shown checked. By allowing multiple fields to be selected, we support ontology.  
When an administrator clicks MetaField column, the detailed information of the 
meta field, is loaded from meta data registry, is shown on a different window. The 
information shown in Figure 7 is the subset of this information. 

4.4 Integrated Query Processing 

4.4.1 Distributed Query Processing (DQP) 
Given the user query, DQP re-generates queries for source servers using schema 
mapping information and sends them to the corresponding source servers. DQP 

Figure 7. Source server schema mapping manager 
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transforms user-input queries into Boolean or Vector queries. Figure 8. shows the 
relationship between DQP and other modules in the system. For the user-input 
entries, DQP first read schema mapping information of each source server. If the 
source server has mapped the meta fields used for the integrated search into the 
actual fields of the database it manages, DQP extracts the table names and the 
actual fields that correspond to the user-input entries and regenerates new query as 
follows:  [table name: (actual field name: user-input entry)]. If user-input entries 
are connected with AND or OR operations, then sub queries of the new query must 
be connected with the same Boolean operators. The following shows an example. 

AND operation 
[BIB: (B_PY:2004)] & [TOC:(T_TI:Distributed) & (T_YEAR:2004)] 

OR operation 
[BIB: (B_PY:2004)] | [TOC:(T_TI:Distributed) & (T_YEAR:2004)] 

4.4.2 Distributed Data Set Integrated Manager (DDSIM) 
DDSIM is responsible for collecting and displaying the search results to users 
(Figure 8). For the documents found by the source servers, it extracts those fields 
specified by schema mapping manager of the integrated server (See 4.3.2). Using 
the values, it generates HTML document. 

Distributed

2004

Figure 8. Relationship between DQP and other modules in the system
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5  Prototype Implementation 

We have implemented and deployed the proposed integrated information retrieval 
system. We have included six sources servers in different areas that are currently 
servicing independently: Science Literature DB, Scientific Technical Trend DB, 
Scientific Technical Report DB, Scientific Technical Analysis DB, Patent DB and 
Human Resource DB. 

Two types of search services in the current implementation are provided: Basic
Search and Specific Search (Figure 9.). In basic search mode, users enter query 
words in a single text area of the web page. Users are able to select target source 
servers, the number of documents per page and the maximum search time. The 
user-input entries are compared against all of the meta fields marked for 
BasicSearch (see 4.3.2). When there are multiple meta fields for basic search, they 

Figure 9. Web interface for integrated search service 

Figure 10. Search results 
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are connected with OR operators. Unlike basic search mode, in specific search 
mode, users are allowed to select target meta fields that will be compared to the 
user-input entries. These target meta fields are those meta fields that have been 
marked for SpecSearch by the integrated server administrator (see 4.3.2). In 
addition, the Boolean connectors also can be determined by users. 

Figure 10. shows the search results. Once the searching process completes, 
DDSIM shows only the summarized information of the selected documents. If the 
user wants more detailed information, he/she clicks the document and can obtained 
detailed information. The actual fields of source servers used for displaying 
documents are defined dynamically by the source server administrator (see 4.3.2). 

6  Conclusion 

In this paper, we proposed an integrated information retrieval system that does not 
require modification of existing information sources. The proposed system consists 
of Source Server Manager, Integrated Server Manager, MetaData Registry 
Manager, Distributed Query Processor and Distributed Data Set Integrated 
Manager. We have implemented and deployed the proposed system and tested and 
verified it using six source servers that use different database schema. 

Future work includes developing a system that does not assume that 
participating source servers are running the same database system. 
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Summary. A model driven engineering (MDE) approach is positioned w.r.t. collaborations 
of multiple agents acquiring information society technology (IST) capabilities. Our focus is 
on the stakeholders of work systems, their adaptive cycles, and their aligned assets, 
computation independent models in particular. When referring to the state-of-the-art in the 
software application interoperability area, three “missing” fragments of the domain model 
for the IST Infrastructure are explored: a Total Asset Methodology (TAM), an Extended 
Generic Activity Model (EGAM), and a concept for TOken-based eXecution In Knowledge 
Spaces (TOXIKS).  

1 Introduction 

This paper positions a model driven approach in the context of cultural historical 
activity theory [20] and IT-reliant work systems [4]. It considers society, 
enterprises and persons as goal-oriented agents that acquire IT capability (also 
called IST instruments or IST infrastructure) [11].  Earlier preliminary results on 
architecture descriptions for an information infrastructure [12] are extended. 
Relevant state of the art is vast and a systematic recollection does not fit in the 
available pages for this paper. Interested readers are referred to INTEROP state of 
the art reports, or to the listed references.  Focus in this paper is on fragments in the 
domain model that complement the current Model Driven Engineering “received 
view” and its modelling foundation. Particular focus is on the early phases of IST 
instrument acquisition in IT-reliant work systems. Total Asset Methodology 
(TAM) and Extended Generic Activity Model (EGAM) have a focus on generic 
requirements, for society and its members. The TOken-based eXecution In 
Knowledge Spaces (TOXIKS) execution concept has a focus on how TAM and 
EGAM can deliver. 

2 Agents, IST Instruments, Infrastructure

An IST infrastructure consists of the information models, data, and information 
processing services and tools that are shared by the different autonomous agents 
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that collaborate or interact in a community or society. The trend towards an 
ubiquitous information infrastructure builds on the connectivity and low-cost high-
performance computing and communication facilities provided by computers, the 
Internet and wireless communications, ranging from Bluetooth to satellite-based. 
An IST infrastructure is defined for and embedded in a society to support (all) the 
society’s members and communities.  

The term society has the meaning of “all people, collectively, regarded as 
constituting a community of related, interdependent individuals”. A community is 
“a group of people having interests or work in common, and forming a smaller 
(social) unit within a larger one.”  This definition thus covers enterprises, public 
bodies, municipalities, nations, sports clubs, schools, hospitals, etc. All members of 
the society are persons with equal rights. Each person may belong to several 
communities. A community has no member outside society.  An ubiquitous IST 
infrastructure will support interactions that involve at least three kinds of agents 
and their IST instruments.  At each level, one can apply the concepts of the IT-
reliant work system. Humans or micro-agents use personal IST instruments. Their 
win conditions include a.o. empowerment, legal security, efficient operations, 
optimal propagation of change, minimal inconsistencies, data protection and 
privacy [6]. Meso-agents such as businesses, universities, or any other kind of 
organisation, have mission-oriented IST instruments. Their success depends on the 
support that members receive for their relevant actions, conform the processes or 
collaborations that have been enacted within it, conform the society’s law or rules. 
E.g., the certification of a new type airplane by the relevant authorities, or the 
carrying out of tax payments and elections. Change must happen smoothly, without 
disrupting the community’s processes, and with a minimal burden to its members.  

Society, the (socio-industrial) eco-system in which micro-agents and meso-
agents exist, has an IST infrastructure to share information, publicly, for certain 
missions, or in the context of contracts.  The society as a whole pursues 
compliance to its enacted institutions and agreed upon policy goals (e.g. fair trade 
and protection of property in the global society). It could have goals such as rapid 
implementation of new “rules” or charters and it could use the subsidiarity 
principle to organize its institutions and ensure that each problem is addressed at 
the level at which it is common for all the lower-level stakeholders.  

Each pair of agent and instrument has become a “software/data/knowledge 
intensive system” for which the standard IEEE 1471-2000[13]  defines 
architecture.

Typically, each agent will deploy applications serving its interests. Maybury  
for instance, describes Collaborative Virtual Environments for distributed analysis 
and collaborative planning for intelligence and defense[16]. The DIISM 
conferences have been dedicated to the design of the information infrastructure 
systems for manufacturing and engineering enterprises [5]. Virtual communities in 
relation to Peer-to-Peer collaboration architectures are discussed in [15]. Section 3 
proposes a synthetic change framework and adapted modelling primitives.  Section 
4 addresses missing fragments of the domain model for the IST Infrastructure. 



 A Domain Model for the IST Infrastructure 375 

3 Anchoring IST Instrument Acquisition by Models 

The current state of the IST infrastructure is that physical view aspects of its 
architecture are better understood than the conceptual view aspects. A crisp 
problem statement can be found in DODAF [10,page 3-1]: Requirements were 
often developed, validated, and approved as stand-alone solutions to counter those 
specific threats or scenarios, not as participating elements in an overarching 
system of systems. This approach fosters an environment in which DoD 
Components make acquisition decisions that, in a joint context are not fully 
informed by, or coordinated with other components. ..acquisition pipeline that is 
inefficient, time consuming, and does not support interoperability ...Additionally,
acquisition management focuses solely on materiel solutions and does not 
adequately or fully consider the profound implications that changes in joint 
Doctrine, Organization, Training, Leadership & education, Personnel, and 
Facilities (DOTMLPF) may hold for the advancement of joint warfighting.” This 
statement points at the broad-scope context in which interoperability problems 
emerge. Anchoring the IST instrument acquisitions w.r.t. available assets, 
including the goals, needs, domain models and context of work of the acquiring 
agents, is one of the drivers for the Total Asset Methodology (TAM). The TAM 
promise is that acquisition decisions can prevent the emergence of semantic 
interoperability problems, thus limiting the need for curative approaches [18] to 
legacy systems.  The OMG-proposed Model Driven Architecture (MDA) puts the 
model, a specification of the system functionality, on the critical path of software 
development, prior to the implementation of that functionality on a specific 
technology platform. Beyond OMG-MDA, TAM aims for an end-to-end role of 
computation independent domain models in the re-engineering of work systems 
and the acquisition of IST instruments.  

3.1 Models in Work System Change Projects 

Intuitively, the vision of model driven engineering can be linked to a combination 
of Boehm’s Win-win Spiral model [7] and Kruchten’s 4+1 view model [14] of 
(software) systems architecture. This combination proved effective in several 
change projects in companies. The collaborative foundation of the Win-win spiral 
ensures that the end-users drive the IT capability acquisition. The 4+1 view model 
is adopted because the re-engineering of IT-reliant work systems are situated in an 
engineering context where a large portion of specifications (expressed as models), 
software systems and data, and hardware systems are (re-)used and/or have to 
inter-operate (in a software intensive system), and evolve over time.   

For the specification of the domain of IT-reliant work systems we introduce 
Activity Patterns as a modelling formalism. It has traits of High Level Petri nets 
but adopts the concepts of Cultural Historical Activity Theory.  UML Class 
diagrams are used for entity modelling. All models in the conceptual view are 
computational independent models (CIM) in the sense of MDA. The platform 
specific models (PSM) are part of the physical view.   

Assume now that there is an existing work system (AS-IS) with identified 
stakeholder needs. Then the re-engineering spiral in Figure 1 is model enabled: 
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stakeholder needs are identified, analysis and design phases deliver an extended or 
new system specification, often with refinements in the logical view and the 
activity patterns. Development and implementation deliver the TO-BE physical 
realization meeting the identified needs. The logical view models, activity patterns 
and system specifications are soft assets, maintained and available for future 
change projects. 
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has

certain

responds

to

views & models

Physical view

(MDA: PSM)

stakehol-
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(re-) engineering spiral

Development View

System

Specification 

(connecting several

Activity patterns and

entity models)

Logical view

(entity model)

UML class diagram

Activity

View

Object View

Subject

View
Activity Patterns

Figure 1. A re-engineering spiral anchored by views and models 

3.2  Introducing Activity Patterns 

Cultural-Historical Activity Theory (CHAT) is suitable to perform contextual 
analysis for cognitive processes in which the cognition is embedded in broader 
institutional structures and long-term historical trajectories of development and 
change[20]. Concepts and tools that the society has developed during its history 
culturally mediate interactions of the human in the world. For analyzing an activity,
we must consider its subject, the entity performing the activity, and its object, the 
necessary entity that allows realizing the outcome. A tool can be anything used in 
the transformation process, including both material tools and cultural mediators. 
The cultural mediators or artifacts that individuals (subjects) use also carry the 
typical intentions and objectives of people in specific situations. CHAT regards 
enterprise and society development as a process of remediation: the substitution of 
old mediating artifacts (for instance sentences on papers and in documents) with 
new artifacts (including the IST instruments), which better serve the needs of the 
activity concerned. Remediation means that the external objects are seen in a new 
context. 
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Figure 2.   The building blocks and arcs of Activity Patterns 

Drawing on the CHAT conceptual framework the Activity Pattern modelling 
formalism articulates three primitive building blocks: the activity block
(rectangular), the object block (oval) and the subject block (pentagonal). Between 
blocks of the same kind, the arc (  ) denotes a sub-block relationship (e.g., a sub-
object is part of an object). An arc associating an activity block to an object block 
denotes an involvement (of the object in the activity). Directed arcs may be used to 
express that an object is the output or the input of an activity. An arc associating a 
subject block to an activity block denotes a participates relationship (active 
involvement, the subject performs the activity). A subject structure consisting of a 
hierarchical structure with several subject blocks, can be used to describe an 
organisational structure: in this case the subject blocks represent organisational 
elements or units. An activity structure (a hierarchical structure with several 
activity blocks) corresponds to a work break down structure. A product structure 
can be represented as an object structure (a hierarchical structure with several 
object blocks).  Activities can take objects as input and produce outputs. For 
activities, the distinction between reliance on assets (stock) and the consumption or 
production of objects (flow) is represented by connecting the arc to a different side 
of the rectangle: left or right side for flow; bottom side for reliance on assets. 
Subject blocks are linked to the topside to express participation in the activity. In 
this paper we do not address the allocation of activities to subjects. 

A first characteristic of the activity pattern is its generic aspect: all blocks are 
open, and can be refined at any time.  For a given work system, multiple activity 
patterns must be specified. The transitions of asset tokens (e.g., a databases) or 
moves of flow tokens (e.g., a cases) are synthesized from the specifications of 
multiple activity patterns.  While the Activity Pattern has similarities with many 
other models, its distinguishing features include symmetric treatment of object, 
activity and subject, compositional properties that reflect epistemic pluralism, and 
a decoupled token based execution concept explained later in the paper. In what 
follows we liberally build upon the semantic constructs of Colored Petri nets to 
explain TOXIKS. 
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4 Total Asset Methodology for the IT-reliant Society 

To explain TAM for IT-reliant agents in an information society we use GERA 
phases (Generic Enterprise Reference Architecture, Annex A to ISO 15704) to 
describe the agent’s adaptive cycle.  Regarding the model enabled aspect of TAM,  
we use the OMG MDA terms. After briefly introducing relevant elements from 
these  frameworks, two specific themes are highlighted to illustrate the value-
focussed flexible inter-operation of agents: (i) EGAM as a decisional reference 
model that emphasizes the frequent need for change in the work systems, and (ii) 
TOXIKS as an execution concept that reconciles stability in operations with 
dynamism in the knowledge spaces. 

4.1  Asset Alignment in the IT-reliant Society  

GERA names the phases in the adaptive cycles in which the S-, E, and P-agents 
cope with new necessities.  It is convenient to introduce S-GERA, E-GERA and P-
GERA phases and name them: S-identification (S_I: Identification for Societal 
level), E-identification (E_I: Identification for Enterprise level) and P-
identification (P_I: Identification for Person level), etc. The asset alignment 
activity is indicated for the objects supporting the respective GERA phases. All 
GERA phases for the society, enterprise and person agents may be ongoing. Each 
phase maintains specific assets to produce its outcome. 
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Figure 3.  GERA phases, assets and IST instruments for society and its members  
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The activity patterns in Figure 3 are in the Conceptual View of Figure 1. The 
arrows in the lower part of Figure 3 give an abstract picture of the socio-industrial 
eco-system, its members and their IST instruments in the Physical View. The 
observed meso-agent variety in society is in the physical view. It is a result of 
“close-to-biological” evolution as comprehensively described by McCarthy et al. 
[17]. 

For any goal-oriented agent, the adaptive cycle is overseen by a planning 
process. Russell Ackoff defines planning as “a process that involves making and 
evaluating each of a set of interrelated decisions before action is required, in a 
situation in which it is believed that unless action is taken a desired future is not 
likely to occur, and that, if appropriate action is taken, the likelihood of a 
favourable outcome can be increased” [2]. 

4.2 TAM for IT-reliant work systems: Model Driven Engineering 

The adaptation of IT-reliant work systems faces two huge hurdles [11]: socio-
diversity and techno-diversity. To illustrate these hurdles, consider the society goal 
of reducing greenhouse gas emissions. The diversity at the operational layer is 
evident: gasses are emitted in a myriad of different situations.  The people and 
businesses that are within the scope of any measure use multiple technologies and 
(software) solutions. This complicates the enactment of measurement and trading 
schemes such as proposed in Kyoto Protocol implementation schemes.  

For overcoming similar hurdles, businesses have made explicit (externalised) 
their structure and operating procedures, especially with a focus on computer 
support for improved operations. These trends have already given rise to the large-
scale use of enterprise models and the use of several dimensions to manage the 
complexity of enterprises applying ICT [3]. Enterprise Architecture tools are 
gaining importance in the market, and focussed architectural frameworks are being 
developed [10]. 

In the TAM road towards a knowledge society, the model and data assets will 
play a key role in designing and implementing policy measures in a calm manner, 
in accordance with the relevant legal principles, and for the available technology. 
As consolidated models are (becoming) available for the socio-technical contexts 
of work, any adaptive cycle (project) will deliver a “delta-specification” to realize 
a particular new scenario in a given socio-technical context. For a given subject (S, 
E or P) and its work system, the models at the three MDE layers (computation 
independent, platform independent and platform specific) result from different 
GERA phases, and are part of different asset layers. In the planning perspective 
each asset layer offers its own contribution to the reduction of risks [9] and to the 
system design. The Computation Independent Model (CIM) shows the system in 
the environment in which it will operate, and thus helps in presenting exactly what 
the system is expected to do (Concept). It is useful as an aid to understanding a 
problem and for communication with the stakeholders, it is essential to mitigate the 
risks of addressing the wrong problem, or disregarding needs. The use of platform 
independent and platform specific models (PIM and PSM) mainly matter when IST 
instruments are part of the solution.  
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4.3 A Decisional Reference Model 

The model driven engineering (MDE) has no internal mechanism to identify 
problems in the work system. For the goal driven agent, IST instrument acquisition 
should be problem driven and asset enabled. In general, a problem refers to a 
situation, condition, or issue that is unresolved or undesired. In society, a problem 
can refer to particular social issues, which if solved would yield social benefits, 
such as increased harmony or productivity, and conversely diminished hostility and 
disruption. In business a problem is a difference between actual conditions and 
those that are required or desired. We assume that the values held by society are 
related to the so-called livelihood assets: human, natural, physical, social assets in 
addition to financial assets. Given an indicator system, performance objectives are 
expressed and evaluated for a work system (object system) that performs a 
function. The environment is the source of inputs and the sink (market) for the 
outputs. The model in Figure 4 is called an Extended Generic Activity Model
(EGAM) because it also includes the reflective activities that influence the 
operations of an object system. The governance activity, the management activity 
and the analysis&design activity support reflective functions of determining/setting 
the artefacts (objectives, problem, etc.) linked from their right-hand side. A 
quantitative difference between objectives and performance data signals a problem 
to the management activity. In pull-based change, the management activity will 
call upon the analysis&design activity to analyse the problem of the object system, 
to create new designs (TO_BE model & technology), and to compare performance. 
Governance and management activities decide about the implementation and 
acquisition of new capability proposed by the analysis and design activity in a 
management or governance advice (m_advice or g_advice). In particular, the 
activities are defined as follows: 

The object-system operation: The operational processes that are performed 
by the object system, and for which performance objectives are expressed 
and evaluated, 
The environment processes: The processes of the environment in which the 
object system operates or performs a function – the environment is the 
source of inputs and the sink (market) for the outputs. Also resources
originate from the envi-ronment, and wastes are deposited there (not in the 
Figure),
The governance activity: The activity in which objectives (stylistic and 
performance) are expressed for the object system, taking into consideration 
relevant constraints (natural, social, etc.) that exist for the capital assets in 
the factory’s environment, it gives a mandate to the management activity. 
The management activity: The activity in which the operations of the 
object system are monitored and controlled. If one or more performance 
targets are not met, a problem is signalled to the analysis & design activity, 
The design and analysis activity: In this activity, performance problems of 
the object system are analysed, redesigns performed and evaluated, and 
advices given to the management or governance activity deciding which 
solution to adopt. 
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Figure 4.  The Extended Generic Activity Model (EGAM)  

4.4 Token based Execution in Knowledge Spaces (TOXIKS) 

Work systems must be adaptive to survive. EGAM draws one possible picture of 
the adaptive cycle. GERA draws another one. In the vision of TAM, multiple 
models and data must be reused. These models must also evolve. How can work 
system operations be liberated from the tyranny of the models in systems 
modelling? This question generalizes the question on instances and classes asked 
by Parsons and Wand [19]. TOXIKS is a tentative answer that draws on Bunge’s 
distinction between ontology and epistemology[8] and generalizes the 
emancipating guidelines of Parsons and Wand. In essence, the token or instance is 
seen as an ontological construct, and the activity pattern or class as an epistemic 
entity. Such interpretations are generalized to transitions (actions, as instances of 
“class-like” activities), and to subjects (actors or agents as instances of  subject-
classes). A Knowledge Space is composed of some domain models (in UML), 
some activity patterns, and system specifications that specify transitions and 
related token classes over the activity patterns and the domain models (as in 
Colored Petri nets). Hence, a knowledge space is an epistemic construct. It usually 
is shared within an enterprise, a community, a science discipline, or culture.  
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A Knowledge Space is expressed as a CIM model, and defines partial meanings 
for operations and tokens as sketched in Figure 5. The knowledge spaces allow 
epistemic pluralism: multiple knowledge spaces coexist for a single object of 
analysis or discourse. Events in the work system are interpreted differently in the 
knowledge spaces pertaining to business (management), multiple science 
disciplines, or societal monitoring systems, a.o. The workflow or work system 
operations (system row in Figure 5) is token based and has an ontological status. 
The token game is relatively stable and bound by laws in the hosting ontological 
stratum [1]. In contrast the knowledge spaces are highly adaptable, expandable and 
even dispensable for the operations. Their purpose lies in planning, though. 

The development of the knowledge spaces is “driven” by the adaptive cycle 
initiated in a management or governance activity: a problem is identified. As part 
of an advice, the analysis&design activity proposes a scenario that solves the 
problem (pull style) or explains a promise (push style). The execution of the IT-
reliant agent’s MDE or GERA phases inludes the scripting of scenario’s by 
specifying CIM models w.r.t. the consolidated reference CIM models and by 
selecting suitable knowledge spaces (CIM’=CIM+ CIM); the CIM is mapped to 
PSM models; the PSM models are included in the action prescriptions that will 

control the event flow and support the reporting demands. For instance, if there is a 
need for additional (new) measurements of ongoing event streams (ontologically, 
the same work system operations or primary process), then the measurements are 
defined as -actions for selected events. Information about these events is recorded 
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in accordance with the (new) interpretative structures (knowledge spaces, 
epistemic commitments) defined in CIM and mapped to PSM.

5 Conclusion and Future Work 

This paper has proposed consistent fragments of the computation independent 
models of the domain that goal-oriented agents and their IT-reliant work systems 
share. The proposed models may evolve into assets in an IST infrastructure. A 
Total Asset Methodology (TAM), an Extended Generic Activity Model (EGAM) 
and an execution concept (TOXIKS) have been proposed. TOXIKS reconciles 
ontological invariance with epistemic pluralism and dynamism, and thus is a 
necessary feature of TAM at work. The validity of the proposed models and 
concepts must be further demonstrated. MDE-GERA style planning and 
development processes must be performed with aligned assets,  multiple scenario’s 
must be scripted with respect to these assets, and TOXIKS must be tested in IT-
reliant work systems.  
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Summary. This paper addresses the issue of interoperability of information systems (IS) in 
development. Accordingly, an Information System upon Information Systems (ISIS) is 
proposed as a new infrastructure to manage and coordinate information resources used in IS 
development process. The proposed approach considers that conceptual specifications of 
information systems are the fundamental constituents of information resources; and 
therefore, the first challenge is to manage and coordinate conceptual specifications. 
Correspondingly, the conceptual framework for building and managing the ISIS is 
presented, including how to identify, represent, manage and coordinate conceptual 
specifications. 

1 Introduction 

Nowadays, interoperability of information systems (IS) is one of the most 
interesting challenges of the IS community. Consequently, various research and 
industrial approaches have been focused on providing more connectivity among 
information systems. Unfortunately, providing interoperability of systems and tools 
at the Informatics level is not sufficient because systems and tools weren’t 
designed to interoperate at this level [1, 8, 9].  
In our point of view interoperability of information systems should be managed at 
the higher level of abstraction, independent with technologies and choices of  
implementation. For this reason, we suggest a new layer called Information layer, 

which plays the intermediate role between the Business layer and the Informatics 
layer (Figure 1) to control and support interoperability of information systems. 

The Information layer will rep-resent concepts of IS for effective computation 
and coordination. In other words, this layer represents the formal explicit 
specifications of concepts of IS which refer to an abstract model of how people 
think about objects in the information system context. 

The objective of this paper is to propose a typical information system that 
supports the activities of the Information layer, in particular the activities 
concerning interoperability of information systems in IS development process. This 
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information system is called the Information System upon Information Systems

(ISIS) [4], which supports interoperability of information systems in development. 
The ISIS will participate in the IS infrastructure hierarchy of each enterprise as a 
new infrastructure and will coexist with other infrastructures.  

Information layer
(Information system upon information systems)

Informatics layer
(Information systems)

Business process hierrachy

IS infrastructure hierrachy

Business layer
(Business processes)

Figure 1. The information layer 

Furthermore, we also argue that conceptual specifications, representing the 
concepts of IS, are bound to play an important role in the deliverables that are 
consumed or produced in the IS development process.. In our approach, 
specifications, especially conceptual specifications, are used to capture the 
knowledge about information systems and used to manage and operate 
interoperability of information systems at the Information level.  

Indeed, conceptual specifications, which represent the semantic content of 
information at the Information level, are the key resources used in IS development 
process. Those key resources are often used to construct other information 
resources, which are produced and consumed by development activities. Besides, 
most technical specifications are the implementations of conceptual specifications. 
Consequently, once the interoperability of conceptual specifications is settled at the 
Information level, the interoperability of the technical specifications and business 
data at the Informatics level will be solved accordingly.   

Accordingly, this paper continues with the conceptual framework for building 
and managing the ISIS, including how to identify, represent, manage and 
coordinate conceptual specifications of information systems.  

The remaining of this paper is proposed as the followings: Section 2 presents 
how to identify different categories of conceptual specifications. Section 3 
discusses about the representation of conceptual specifications. Section 4 concerns 
with the management of conceptual specifications. Section 5 describes how to 
coordinate specifications within and between development projects. Section 6 
comes to end with conclusion and future works. 

2 Identification of Conceptual Specifications 

This paper uses the M7 method [2, 3, 4] as the tool for representing the framework. 
The M7 method proposes several models to represent different aspects of an IS 
such as the Static, Dynamic, and Integrity rule aspects.  
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The Static aspect represents the structure of information; the Dynamic aspect 
represents the transformation of information; and the Integrity aspect represents the 
coherence of information. 

2.1  Conceptual Specifications of the Static Aspect 

Conceptual specifications of the Static aspect describe what type of information 
exists, their structures as well as their interrelationships. There are the categories of 
conceptual specifications of the Static aspect such as Atomic-class, Tuple-class, 
Hyperclass, Attribute, Key, and Sub-hyperclass. 

An object type and a set of objects of this type define a class. There are three 
kinds of classes: Atomic-class, Tuple-class and Hyperclass: 
An atomic-class is defined as a primitive class, which is indecomposable. Objects 
of an atomic-class have a particular characteristic: their identifier is also their 
value. 
A tuple-class contains objects having the same structure and the same behaviour. 
A structure of a tuple-class is characterized by a set of attributes. The behaviour of 
a tuple-class is represented by a set of methods. 
A hyperclass is a subset of classes that all connected by navigation links to a key
class without ambiguity [5]. We can work on a hyperclass as a tuple-class. 
Consequently, a tuple-class is a specialisation of a hyperclass. 

The interrelationships between the classes’ concepts lead to other concepts such as 
Attribute, Key and Sub-hyperclass: 
An attribute of a hyperclass is a function that corresponds to every object of this 
hyperclass to a set of objects of the other class.  
A key of a hyperclass is defined by a set of special attributes can be used to 
distinguish one object from other objects in the same hyperclass. 
A hyperclass can define its sub-hyperclasses. The interpretation of a sub-
hyperclass is exactly the set of all identifiers of the interpretation of its super-
hyperclass for which the specialisation condition evaluates to be “true”. 

2.2  Conceptual Specifications of the Dynamic Aspect 

In the M7 method, there are two levels of behaviour: Local behavior defined as the 
behaviour of objects of a hyperclass, and Global behavior defined as the behavior 
of the IS or a part of IS. The categories of conceptual specifications of the 
Dynamic aspect are Dynamic state, Method, Event, and Process. 

The local behaviour is represented by the concepts of Dynamic State and Method:
Dynamic states of an object are modes or situations during which certain methods 
are “enabled” and other methods are “disabled”.  
A method of a hyperclass is used to transit between the dynamic states of the 
objects of this hyperclass. In a clear manner, a method transfers a set of dynamic 
states to another set of dynamic states of a hyperclass. 

On the other hand, the global behaviour is represented by the concepts of Event
and Process:
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Event is remarkable phenomena outside of the information system that may 
provoke a change of its dynamic states. In fact, the event structure helps to define 
the interface of the IS with its environments. 
A process is a feedback of the IS to the occurrence of an event. In fact, a process 
performs a transformation of a set of dynamic states of the IS.  

2.3  Conceptual Specifications of the Integrity Rules Aspect 

The categories of conceptual specifications of the Integrity rule aspect are Integrity 
rule, Scope, Primitive and Risk.  
In fact, the Integrity rule aspect includes the concepts such as Integrity Rule and 
Primitive as well as their interrelationships such as Scope and Risk [6]: 
Integrity rules (IR) of an IS often represent the business rules of an organization. 
An IR actually is a logical condition defined over tuple-classes that can be 
specified formally and verified by processes or methods. 
Scopes of an IR represent the context of an IR including a set of tuple-classes on 
which the IR has been defined.  
A primitive is a basic operation on a tuple-class such as such Create, Update and 
Delete. The execution of a primitive may violate the validation of an IR.  
Risks are the possibilities of suffering the incoherence of information. In principal, 
a risk is defined on a scope and a primitive. In particular, especially in the case of 
the Update primitive, it is indispensable to specify the related attributes of a risk. 

3 Representation of Conceptual Specifications 

This section concerns with how to represent the structure, the behavior and the 
coherence of conceptual specifications. 
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Figure 2. Structure of Hyperclass generic hyperclass.
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3.1 Structure of Conceptual Specifications 

In the ISIS, a conceptual specification is represented by an object. Each category of 
conceptual specifications is represented by a hyperclass of the ISIS. Hyperclasses 
of the ISIS are called generic hyperclasses. Table 1 proposes the generic 
hyperclasses.  

Table 1. Generic hyperclasses.

Aspect Generic

hyperclass 

Key class Constituent classes 

Atomic-class Atomic-
class 

Category 

Hyperclass Hyperclass Category, Tuple-class, Sub-
hyperclass, Attribute, and Key 

Attribute Attribute Category, and Hyperclass  

Static aspect 

Key Key Category, Hyperclass, and Attribute 
Dynamic state Dynamic 

state 
Sub-Hyperclass, and Hyperclass  

Method Method Dynamic state, Sub-hyperclass, and 
Hyperclass 

Event Event  

Dynamic 
aspect 

Process Process Event, Hyperclass, and Method  

Integrity rule Integrity 
rule

Integrity rule, Scope, and Risk 

Scope Scope Integrity rule, Tuple-class, and 
Hyperclass 

Integrity rule 
aspect 

Risk Risk Scope, Primitive and Attribute 

Notes: Category tuple-class is the generalization of Atomic-class tuple-class and 
Hyperclass tuple-class. An object of Category tuple-class can be an object of 
Atomic-class tuple-class or an object of Hyperclass tuple-class. 

For illustrating, the next example presents the Hyperclass generic hyperclasses. 

Example: Structure of Hyperclass specifications. 
Hyperclass hyperclass is the generic hyperclass of the ISIS that represents the 
specifications of hyperclasses of information systems.  

Hyperclass hyperclass is defined over its key class: Hyperclass tuple-class. 

Objects of Hyperclass tuple-class are objects of Category tuple-class. In the same 
manner, objects of Sub-hyperclass and Tuple-class tuple-classes are also objects of 
Hyperclass tuple-class and therefore objects of Category tuple-class.
From an object of Hyperclass, one can navigate to an object of Sub-Hyperclass 
tuple-class (using its sub-hyperclass-of attribute), a set of objects of Attribute tuple-
class (using the origin-Hyperclass attribute), and a set of objects of Key tuple-class 
(using the key-of-Hyperclass attribute).  
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3.2 Coherence of Conceptual Specifications

The coherence of conceptual specifications is guaranteed by the integrity rules of 
the ISIS. In our framework, the integrity rules of the Figure 2. Structure of Hyperclass 
generic hyperclass.
ISIS are called generic integrity rules.  Indeed, these integrity rules concerns with 
the conformity of conceptual specifications. 

An object of a generic hyperclass of the ISIS is said: “to be conformed” if it is 
satisfied all the generic integrity rules. There are two types of generic integrity 
rules: validity and completeness rules.

The concept of validity rule is actually inherent to the concept of “integrity 
rule” at the meta-model level. Indeed, there is a set of rules coordinating with the 
meta-model to control the validity of every object of generic hyperclasses.  

When designer modifies an object of a generic hyperclass, this modification 
may violate the validity rules, which are concerned about this object. If the 
modification violates one of those rules, the object is brought into the invalid state. 
On the contrary, it is in the valid state.

For instance, there is a validity rule related to objects of Hyperclass generic 
hyperclass such as: “The dependent constituents of a hyperclass such as its 
attributes, keys, and sub-hyperclasses must be valid”.

The concept of completeness rule is related to the perception about the 
organization and the real world that designers have to realize. In fact, the decision 
of designers about the completeness of a conceptual specification depends on the 
finish of works and the stability of the constituents of the real world, which are 
modelled with that specification. Therefore, designers who are responsible for 
managing completeness rules will decide their completeness status. 

For example, “a hyperclass must have all its attributes” is a completeness rule. 
In this case, the designer, who decides whether all the “necessary” attributes of that 
hyperclass are already specified or not, will specify its completeness status. 

3.3 The behaviour of Conceptual Specifications 

The behaviour of conceptual specification is represented by the generic dynamic 
states of conceptual specifications and the corresponding object life cycles. 

A generic dynamic state is a dynamic state of the ISIS that is common for all 
the object life cycles of categories of conceptual specifications. In other words, 
those dynamic states exist in all the object life cycles.  

We propose the following dynamic states: Ready to initialize, Initialized, Valid, 
Invalid, Completed, Uncompleted, Implemented, and Unimplemented. 

Firstly, every object of a generic hyperclass, which represents a conceptual 
specification, has two dynamic states: Ready to initialize before its initiation and 
Initialized after its initiation. 

Secondly, when an object is initialized, it is said: “to be conformed” if it is 
satisfied all the conformity rules, including validity and completeness rules.  

Therefore, the next dynamic states are proposed:
Valid / Invalid to state that an object is satisfied /dissatisfied all the concerned 
validity rules;  
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Completed / Uncompleted to state that an object is satisfied /dissatisfied all the 
concerned completeness rules. 

Finally, the dynamic states to indicate that an object of a generic hyperclass is 
implemented (or not) are also necessary. Consequently, the two generic dynamic 
states: Implemented and Unimplemented are also proposed. 

In the ISIS approach, the development process of a conceptual specification can 
be generally represented by a generic object life cycle. A method of the ISIS that 
may change the generic dynamic states of an object is called a generic method.

Figure 3  presents the generic object life cycle using the Petri-net [7]. 
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Figure 3. A generic object life cycle.

An object before its initiation is in the Ready to initialize state. After its 
initiation (using Initialize() method), the object is in the Initialized state and ready 
for processing by other methods. For instance, it is ready to be queried by the 
Query() method. When an object is created, it is also in the Invalid, Uncompleted 
and Unimplemented states.  

A set of Specify() generic methods can be used to bring an object from the 
Invalid state into the Valid state or vice versa. Accordingly, a set of Create_de-
pendent() generic methods can be used to bring an object from the Uncompleted 
state into the Completed states. On the other hand, the Delete_dependent() generic 
method may bring an object return to the Uncompleted state. 

An object can be implemented when it is in Valid state. When an object is in 
the Unimplemented state, there are two possibilities: 
This object is valid but has not yet completed, however, the responsible person 
decides to implement it. In that case, an Uncompleted-implement() method change 
its state into Implemented;
This object is Valid and Completed, and then a Completed-implement() method 
changes its state into Implemented.
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Moreover, when an object is in the Implemented state, there are two 
possibilities: 

This object may be completed or not yet completed, therefore a Completed-
implement() method or Uncompleted-implement() method can be executed. 
Those methods do not change its state; 
There is a need for an evolution. In that case, the Evolve() method can perform 
the evolution primitives. This type of methods does not change the state of 
object.

Finally, an object in the Initialized state, probably implemented or not 
implemented, can be finalized by using the Finalize() method. This method brings 
the object return to the Ready to initialize state. 

4 Management of Conceptual Specifications 

This section firstly present how the ISIS store conceptual specifications, then 
continues with the overall architecture of the ISIS. 

4.1 Organizational Aspect of the ISIS 

An excerpt of the meta-model of the organizational aspect of the ISIS presents how 
the ISIS store and manage the conceptual specifications (Figure 4). 
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Figure 4. Meta-model of the Organizational aspect of the ISIS.

Concerning the levels of abstraction, there are two types of specifications: 
Conceptual specification and Technical specifications. Technical specifications 
represent the internal design of the information system, turned to achieve 
reasonable performance on the target platform. A conceptual specification can be 
implemented in one or several technical specifications. 

An information resource is a package of specifications that are consumed or 
produced by the activities of the development process.  

An activity is defined as a unit of work that may produce or consume certain 
information resources. Activities can be nested: one activity can expand into 
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several activities at a lower level. An activity can be performed by a set of roles 
and can be watched by another set of roles. 

Roles represent a set of necessary responsibilities, authorities and capabilities to 
perform the execution of activities or to watch (monitor) the execution of activities 
performed by the other roles.  

A contributor is a person that participates in the IS development process. A 
contributor may take on several roles.  

A responsibility zone (RZ) is a part of working environment that may carry out 
an IS development project. A RZ includes a set contributors associated together. 

Concerning the interest of RZs, there are two specializations of specification: 
Private specification and Common specification. A private specification is
belonged to only one RZ. Meanwhile, a common specification is overlapped 
between several RZs. Consequently, a common specification can be referred by 
several private specifications. 

4.2 Overall Architecture of the ISIS 

Figure 5 introduces the overall architecture of the ISIS. In the ISIS, specifications 
are stored in the ISIS repository. This repository includes two workspaces: Private
workspace and Common workspace. Private workspace stores private 
specifications of responsibility zones. Meanwhile, common workspace stores 
common specifications.  
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Figure 5. Overall architecture of the ISIS. 

On the other hand, there are three layers that provide facilities to represent, 
validate, manage, integrate and coordinate specifications such as the Integration, 
Coordination and Representation layers. 

Integration layer provides the facilities to integrate specifications stored in 
development tools and specifications stored in the ISIS. This layer includes:  
Specification-integration service component: providing facilities to integrate 
specifications stored in tools with specifications stored in the ISIS; 
Service-integration service component: including facilities to integrate services 
provided by tools and services provided by the ISIS.  
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Representation layer provides the facilities so that ISIS users, developers and 
administrators can work with specifications stored in the ISIS repository, 
including: 
Navigator service component: providing the interface to allow the ISIS users to 
specify and complete the specifications; 
Administrator service component: providing facilities to support the ISIS 
administrator.  

Coordination layer provides the facilities to support interoperability of 
specifications within and between responsibility zones. This layer includes: 
Intra-IS coordination service component: supporting interoperability of private 
specifications of the same RZ; 
Inter-IS coordination service component: supporting interoperability of common 
specifications of different RZs. 

5  Coordination of Conceptual Specifications 

In the following, we discuss about various situations of coordination and illustrate 
how an ISIS may support different situations of coordination. Indeed, there are two 
general situations of coordination: Intra-IS coordination and Inter-IS coordination.
Intra-IS coordination is the coordination of private conceptual specifications 
managed by a same responsibility zone. Meanwhile, Inter-IS coordination is the 
coordination of common conceptual specifications shared by different 
responsibility zones. 

5.1 Intra-IS Coordination 

In the ISIS, the development process of a conceptual specification is represented 
by an object life cycle of the corresponding generic hyperclass. Therefore, the 
interdependencies between conceptual specifications can be analyzed based on the 
interdependencies of dynamic states of those life cycles. 

In fact, when a conceptual specification changes its dynamic states, this change 
may lead to the changes of dynamic states of other conceptual specifications, 
which has the interrelationship with that conceptual specification. 

For instance, “when a conceptual specification of a hyperclass becomes Valid, 
it is assured that the all its sub-hyperclasses, attributes, and keys must be in Valid 
dynamic state”. 

The impact as mentioned above can be implemented using coordination rules. 
In other words, to support the coordination of object life cycles of generic 
hyperclasses, the ISIS needs to guarantee the coordination rules, which represent 
the impact of the changes of dynamic states of objects of generic hyperclasses. 

For instance, the next table presents the coordination rules related to the 
Hyperclass generic hyperclass. Those coordination rules concerns with the 
coordination of dynamic states of objects of Hyperclass and its dependent generic 
hyperclasses (such as Sub-hyperclass, Attribute and Key).
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Table 2. Coordination rules concerning the coordination of objects of the Hyperclass 
generic hyperclasses with objects of other generic hyperclasses.

Rule Generic

hyperclass 

Description

S_Cn#1 Hyperclass If a specification of a hyperclass is in Valid state then the 
specifications of its sub-hyperclasses, attributes, and keys 
must be also in Valid state. 

S_Cn#2 Hyperclass If a specification of a hyperclass is in Invalid state then the 
specification of its parent hyperclass is also in Invalid state. 

S_Cn#3 Hyperclass If a specification of a hyperclass is in Completed state then the 
specifications of its sub-hyperclasses, attributes, and keys 
must be in Completed state. 

S_Cn#4 Hyperclass If a specification of a hyperclass is in Uncompleted state then 
the specification of its parent hyperclass is in Uncompleted 
state. 

5.2 Inter-IS Coordination 

Inter-IS coordination concerns with common conceptual specifications, which 
reflect the interdependences between different responsibility zones. These 
interdependences can be represented by overlap situations and overlap situations 
are operated by overlap protocols.

An overlap situation occurs when there is at least one class or one process is 
common to several RZs. There are three types of overlap situations:  
Distinct: there is no common class and no common process between RZs.  
With borders: there are common classes, but no common process. 
With overlaps: there are common classes, and common processes, which perform 
operations on those common classes. 

An overlap protocol is a protocol that allows a RZ to perform its own 
processes locally and to monitor the processes in other RZs, which can influence 
its own processes. In fact, an overlap protocol includes a set of semantics, rules, 
and formats that conduct the coordination of different RZs. At the time being, we 
propose the following categories of overlap protocols:

Ownership-based overlap protocol appoints which RZ would play the role of 
the owner for each common object. The owner of an object takes the responsibility 
for defining, developing and maintaining it. The other RZs may communicate to 
the owner to obtain information about this object. 

Service-based overlap protocol appoints which RZ would play the role of the 
provider for each common object. The provider of an object takes the 
responsibility for providing services related to this object. This protocol allows 
other RZs to send a request to perform a process to the provider. Normally, the 
provider will perform the requested process and return the result to the requested 
RZ.

Watch-based overlap protocol allows a RZ to monitor the consequences when 
other RZs performed a process, which is overlapped between them. Indeed, each 
RZ plays the role of the co-owner for each common object. 
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6  Conclusion 

In this paper, we have shown up the important of a new infrastructure: the 
Information layer to control and support interoperability of information systems. 
Moreover, we have presented the Information System upon Information Systems
(ISIS), which supports the activities of the Information layer concerning the 
interoperability of information systems. In particular, we have also presented a 
conceptual framework for building and managing the ISIS based on conceptual 
specifications.

The contribution of our work is to provide a unique and coherent framework to 
represent, coordinate and validate conceptual specifications of information 
systems. The perspective of this work is to provide an effective architecture that 
would be best suited for the interoperability of existing tools and systems used in 
IS development. 

In future work, we will focus our research on designing and building a tool that 
supports the development of the ISIS, in particular the modelling phase. This tool 
will help the IS professionals to adapt and to build their own ISIS conforming to 
their enterprise. For instance, they can define and represent different categories of 
specifications conforming to their development methods, and select the overlap 
protocols conforming to their culture, organization styles, and existing 
technologies.
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Summary. The healthcare domain is in urgent need for solutions to making clinical and 
administrative systems, possibly belonging to different healthcare units, interoperable and 
hence making them deliver timely and correct information as needed in particular situations. 
Process manager technology allows making all actors (humans or information systems) 
involved in healthcare processes communicate along these processes. This paper argues that 
process manager technology is essential for achieving interoperability in healthcare, but that 
some serious problems need to be overcome to realise its full potential. A number of design 
solutions to address these problems are proposed. 

1 Introduction 

Healthcare personnel, such as nurses, physicians, administrators and managers, 
need a vast amount of clinical and administrative information to fulfil their tasks 
and to deliver high-quality, secure and efficient patient care [1]. To achieve such 
goals, the information must be on time, correct, up-to-date, and presented in a 
format that facilitates interpretation. Information about the patient may, however, 
be spread over the organisation, not giving a complete picture in one single place 
of the care of the patient (i.e., the patient’s medical history, current diagnosis, 
planned investigations and therapies). Therefore, integrated information systems 
are fundamental in healthcare. The trend in Europe towards specialised and 
distributed patient care has also made it important to integrate information from 
different healthcare units, such as home care, primary care, hospitals and 
laboratories.  

Non-integrated information in healthcare may lead to: 
That the business operations are more costly than they would have to 
That information needed for treating patients does not reach units in time 
That information is false or outdated 
That information is distributed to non-authorized personnel 
That the source of information is not recorded 

Therefore, there is a need for:  
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Solutions that facilitate analysis and improvement of healthcare processes 
within a unit and processes that cross boundaries between healthcare units 
Solutions that facilitate integration of IT systems within and between units 
Solutions that facilitate analysis of security aspects (e.g., availability, 
confidentially, and accountability) as well as quality aspects of the information 

A possible solution would be to introduce a process manager. Process manager 
technology transparently integrate existing IT system by executing graphical 
process diagrams that visualise the integration. The process diagrams executed in 
the process manager also reflect and support healthcare processes within and 
among healthcare units. Focus on healthcare processes can provide a more efficient 
care, by reducing unnecessary and redundant activities, and by placing the patient 
at the centre of healthcare, since, after all, the patient process is the most important 
healthcare process, see for example [2].  

Despite the promises of process managers, they face a number of shortcomings 
that need to be addressed. In this paper, we will address three of these issues: 

Business orientation. Process diagrams are typically expressed through low 
level concepts like control flow structures (e.g., parallel split) and message 
passing. Such concepts are not easily understood by domain experts and 
users, who instead prefer to understand processes through business oriented 
terms like agents, roles and resource flows. 
Traceability. Constructing a process diagram includes taking a number of 
design decisions that affect the structure of the diagram. It should be 
possible to trace these design decisions back to explanations and 
motivations expressed in business terms. 
Information correctness. The process manager does not maintain control 
over external applications, which means that these applications can be 
updated without the process manager being notified. As a consequence, 
there may be incorrect and conflicting information in the distributed 
system. 

The purpose of this paper is to propose a number of design solutions that will 
address the issues of business orientation, traceability, and information correctness. 
The solutions are based on experiences from two case studies, a project in the 
telecom domain (Process Broker project) [3] and a project in the healthcare domain 
(VITA Nova project) [4], [5], in which process manager technology was used.  

The paper is structured as follows: Section 2 gives an overview of process 
manager technology. Section 3 introduces a method used in the healthcare case 
study (i.e., VITA Nova project) in order to provide a context for the design 
solutions introduced. Section 4 describes three design solutions. Section 5 
concludes the paper by presenting how the design solutions address the identified 
issues and gives suggestions for further research. 

2 Process Managers 

Various approaches to managing the integration of IT systems have been 
developed such as distributed objects (CORBA), message brokers and Internet 
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portals [6]. Recently, Web Services have appeared as a new approach to integrate 
IT systems through XML documents over Internet protocols [7]. However, with 
the exception of some recent developments of Web Services, such as BPEL4WS, 
these technologies mostly function as interfaces to existing IT systems and do not 
lend adequate support to the business processes. Therefore, a new type of process 
oriented integration architectures have been developed, referred to as process 
managers (sometimes business process management systems, process brokers, or 
process automation systems) [6], [8], which closely reflect the business processes 
(in healthcare: healthcare processes), see Figure 1.  

Figure 1. The process manager both visualises and manages the communication between 
the IT systems and human actors, which could use desktop computers and PDAs.  

Somewhat simplified, the process manager functions as an extra abstraction layer 
(see the “process manager” layer in Figure 1) above the existing IT systems and 
integration technology, like Corba, Web Services or message brokers [6]. The 
process manager is a software product that visualises and executes the communi-
cation between the IT systems, and between the IT systems and the human actors. 
Therefore, we make a distinction between healthcare processes, and e-processes. 
This distinction facilitates the understanding of the process manager’s functionality 
and the relationship between the developed diagrams, described in Section 3. 

By healthcare process we mean a partial order of manual tasks, which are 
performed by human actors and based on (business) rules. Examples of manual 
tasks are “treating a patient”, or “using a computer”. An example of a business rule 
is that “patients have to pay in advance of the examination”.  

By e-process we mean a process that is executed in a process manager. An e-
process is essentially a series of message exchanges, comprising the interaction 
logic between the process manager and various IT systems and human beings, as 
well as business rules.  

The benefits of a process manager are many. The communication between the 
IT systems and between the IT systems and the human actors may be changed at 
any time, by changing the e-process, which is executed in the process manager. 
The process manager also offers specific tools for e-process design and change. 
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Since the process manager executes the graphical diagrams, it also facilitates 
monitoring the e-processes. That is, the process diagrams can be used to study the 
state of the instances of a single patient process while it is running. It is also 
possible to let the process manager simulate process scenarios in order to come up 
with an optimal e-process.  

3 Method Support for Process Managers 

In the VITA Nova projects, the Visuera Process Manager [9] was used, together 
with a method based on Business Model Language (BML), a graphical process 
modelling language for modelling and executing e-processes. BML was integrated 
with UML Activity diagrams, describing the healthcare processes, see Figure 2.  

Figure 2. Healthcare processes, e-process and IT system in different swim lanes at two 
healthcare units. 

BML [3] has similarities with Specification and Description Language (SDL), but 
is more adapted to IT systems integration. BML’s metamodel consists of a limited 
number of concepts; the main are: “receive message”, “send message”, “automated 
task”, “choice”, “start timer” and “timer expired”. In Visuera Process Manager, 
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BML is used directly as an implementation language and replaces, to some extent, 
ordinary programming languages.  

UML Activity diagrams are used for modelling the healthcare processes. By 
adding swim lanes (in UML 2.0 called partitions) to the method, diagrams of 
different healthcare processes can be related to each other, e.g., the patient’s 
process, nurse’s process and physician’s process. 

In Figure 2, two different swim lane models, the home care and the primary 
care, are specified. For each healthcare unit the different healthcare processes (e.g., 
patient’s, nurse’s and physician’s processes) are specified using UML Activity 
diagrams. These diagrams are related to each other and to the e-processes, 
represented as BML diagrams. Finally, the e-processes are related to the IT 
systems. In Figure 2 the relations (i.e., message passing) between the healthcare 
processes, the e-processes and the IT systems are visualized as dotted lines. Note 
that IT system from different healthcare units also are integrated via the process 
manager (see A in Figure 2). 

4 Design Solutions 

In this section, we present a number of design solutions, i.e., solutions which are 
not yet implemented in industry. However, they have been partially validated in the 
Process Broker and VITA Nova project. The design solutions are described by the 
following form:  

Context – describe the situation/circumstances to situate the targeted 
interoperability problem 
Problem – an explicit statement of the interoperability problem concerned 
Solution – describe the implemented practice (proposed solution) to solve 
the problem defined 
Strength – the strong point of the solution  

4.1 Value Based Process Modelling 

Context
Conceptual models have become important tools for designing and managing 
complex, distributed and heterogeneous systems, e.g., e-commerce and e-health 
[10]. In e-commerce and e-health it is possible to identify two basic types of 
conceptual models: business models and process models. A business model 
focuses on the “what” in a system, i.e., identifying agents, resources, and 
exchanges of resources between agents. Thus, a business model provides a high-
level view of the activities taking place in e-commerce and e-health. A process 
model, on the other hand, focuses on the “how” in an e-commerce or e-health 
system, specifying operational and procedural aspects of business communication. 
The process model moves into a more detailed view on the choreography of the 
activities carried out by agents [11]. 
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Problem
In order to realize interoperability between services and systems, it is required to 
make their underlying processes interoperable. Designing and understanding the 
interrelationships between a numbers of complex interacting processes can be a 
difficult and time consuming task. Furthermore, it is often difficult to understand 
why a process model has been designed in a certain way and what consequences 
alternative designs would have. 

Solution 
Process models should be given a declarative foundation by basing them on 
business models that describe the exchange of value, see Figure 3. Two 
instruments for a declarative foundation of process models are process patterns and 
activity dependencies. A process pattern is a generic template for a set of 
interrelated activities between two agents, while an activity dependency expresses 
a sequential relationship between two activities [12]. 

Figure 3. A business model layer added above the healthcare processes. 

A business model specifies agents involved in the business process, the resources 
exchanged between them, and the activities through which these resources are 
exchanged. 

Furthermore, there exist many different kinds of patterns for business 
processes. These include basic workflow patterns [13], transaction patterns as in 
ebXML [10] and more complex patterns like the Action Workflow pattern [14]. 
Such patterns provide a basis for a partial ordering of the activities taking place in 
a business process. However, the ordering derived from such process patterns only 
provide a starting point for designing complete business process diagrams, i.e., it 
needs to be complemented by additional interrelationships among the activities in 
the process diagram to be designed. These interrelationships should have a clear 
business motivation, i.e., every interrelationship between two activities should be 
explainable and motivated in business terms. We suggest formalizing this idea of 
business motivation by introducing the notion of activity dependencies. An activity 
dependency is a pair of activities, where the second activity for some reason is 
dependent on the first one. We identify four different kinds of activity 
dependencies, each one providing a particular reason expressed in business terms, 
for the interrelationship between the activities.  
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Flow dependencies. A flow dependency is a relationship between two 
activities, which expresses that the resources obtained by the first activity are 
required as input to the second activity. An example could be a retailer who has to 
obtain a product from an importer before delivering it to a customer. Another 
example could be that a healthcare unit needs to have a delivery of a certain 
resource type before a therapy could be performed. 

Trust dependencies. A trust dependency is a relationship between two 
activities, which expresses that the first activity has to be carried out before the 
other one as a consequence of low trust between the agents. Informally, a trust 
dependency states that one agent wants to see the other agent do her work before 
doing his own work. An example could be a car dealer who requires a down 
payment from a customer before delivering a car. Another example could be that a 
patient’s insurance company has to pay the healthcare unit before a therapy could 
be performed. 

Control dependencies. A control dependency exists when one agent wants 
information about another agent before establishing a contract with that agent. A 
typical example could be a company making a credit check on a potential 
customer. Another example could be that a healthcare unit needs to check with 
another unit about a patient’s status, before accepting to take care of a patient.   

Negotiation dependencies. A negotiation dependency expresses that an agent is 
not prepared to establish a contract with another agent before she has established 
another contract with a third agent. One reason for this could be that an agent 
wants to ensure that certain resources can be procured before entering into a 
contract where these resources are required. Another reason could be that an agent 
does not want to procure certain resources before there is a contract for an activity 
where these resources are required. An example could be that a healthcare unit 
needs to establish a contract with another healthcare unit before promising to 
perform a therapy. 

A business process diagram can be understood and designed based on process 
patterns and activity dependencies. Designing a business process diagram is not a 
trivial task but requires a large number of design decisions. In order to support a 
designer in this task, we propose an automated designer assistant (a software 
program/wizard) that guides the designer through the task by means of a sequence 
of questions. The designer specify the business model, the activity dependencies 
and process pattern by answering a set of predefined questions, and the assistant 
automatically create the process models based on the answers.  

Strength
Process models that are given a declarative foundation based on business models 
and activity dependencies would provide justifications, expressible in business 
terms, for design decisions made in process modelling, thereby facilitating 
communication between systems designers and business users. Following the 
layered approach described in section 2 and 3, we have by introducing the value 
concept added a third level, the business model, describing the value foundation of 
the business. Graphically this can be viewed as in Figure 3. 
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4.2 View Based Process Modelling 

Context
Process diagrams have become an important tool for specifying and analysing the 
business processes and the e-processes (constructed to be executed in process 
managers). However, when integrating different IT systems, many different aspects 
need to be taken care of. For example, exception handling makes up a large part of 
an integration specification, i.e., situations when IT systems do not respond in an 
expected way. The description of such exceptions easily obscures the main 
business logic. Furthermore, it is possible to distinguish among several kinds of 
stakeholders involved in system integration projects: domain experts such as 
business managers, business and technical designers, and operators that handle the 
day-to-day operations. Different stakeholders require different views of the process 
diagrams, while at the same time they need to be able to communicate with each 
other using common diagrams. 

Problem
System integration specifications often results in highly unstructured and complex 
process diagrams, specifying the integration between the IT systems. These 
diagrams are also used by different stakeholders, which are only interested in 
viewing special parts of the diagrams. 

Solution 
Process diagrams visualizing the integration of systems should be structured 
through a series of views. These series should start with a customer oriented view, 
or some other actor’s view, on the business level and add more and more details 
moving from a business perspective to a more technical perspective [3]. 

The different views of process diagrams are described below and illustrated by 
means of a healthcare case, in which a patient wants to order an investigation. The 
order is sent to an IT system, IT System A, which offers the patient date and time 
for the investigation and if the patient accept the date and time, update the order. 
However, if the patient does not pay tax in the region to which the healthcare unit 
belongs, a healthcare unit manager first has to accept the order.  

Figure 4. Patient interaction (View 1). 

View 1. Patient interaction. This view models the interactions between the 
integrated system and the patient, i.e., the messages exchanged by the patient and 
the integrated system as well as the flow of control, see Figure 4. Note, the 
diagrams (to the right) in Figure 4 and 5 only visualise the process diagram from a 
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static point of view, i.e., the control flows are not visualised. Process diagrams 
visualising the control flows are described in [3]. Note that the focus in view 1 
does not need to be a patient - it could also be a nurse, physician or any other 
healthcare provider, or a customer in another domain.  

View 2. System requests. This view is an extension of view 1 and describes how the 
integrated system produces the messages and sends them to the patient, i.e., 
answers the patient’s requests. Therefore, this view must also model the interaction 
with the IT systems and human being to be integrated. For every IT system and 
human being integrated, an interface process needs to be constructed, see the two 
diagrams at the bottom of Figure 5 (right). The design rule is: one interface process 
describes exactly one IT system’s or human actor’s interaction with the system. 

In the simplest case, only one system produces the message to the patient. In 
some cases, it is convenient to introduce two or more levels of sub processes. If the 
sub process to be specified requires interaction with several IT systems, the 
designer should construct a synchronization process, in the middle in Figure 5, 
which invokes its own sub processes and synchronizes these. Following Figure 5, 
if the patient is not a tax payer in the region, the Synchronization process sends a 
message to both Interface process a and b. Interface process b sends a massage to 
the Manager, which has to accept the order or not. 

Figure 5. System requests (view 2). 

View 3. Exception handling and resource releasing. First, this view specifies the 
exception handling. Views 1 and 2 specify only the normal course of events. In 
view 3, the process diagrams specify how to handle exceptions, i.e., situations 
where an external IT system or a human actor has not replied to a request within a 
pre-specified time limit. Secondly, this view describes resource releasing. When a 
process cannot be completed as intended, it becomes necessary to release the 
resources that have been reserved or booked during the process.  

View 4. Notifications. This view adds all notifications messages. We have 
identified three situations where notification messages are required. First, when an 
exception has occurred, it is customary to inform an operator about this event so 
that he or she may take appropriate action. Secondly, a notification about essential 
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states of affairs may be sent to a master storage which redundantly stores the 
information, see Section 4.3. Thirdly, a notification can be sent to a data 
warehouse, which uses the information for strategic analysis and decision, see 
Figure 6. 

Figure 6. Notifications (view 4). 

Strength
The views presented above can be used for two reasons. First, it could help the 
designer to construct the process diagrams. A designer could utilize the views by 
first constructing a process diagram according to view 1 and then gradually 
refining it until a set of diagrams in view 4 is obtained. Therefore, the views can be 
seen as steps in a method for designing process diagrams. Secondly, it can be used 
for presentation purposes to show or hide parts of process diagrams. Business 
oriented users can choose to see only the top view or views, while technical 
designers and implementers can proceed to the lower views. Even for the latter 
category of stakeholders, the layered views can help to understand a system by 
allowing the focus on an essential business perspective first and thereafter proceed 
to a technical perspective. Different categories of users, for example custo-
mers/healthcare providers, business and technical designers, have the possibility of 
suggesting input on the right level in the modelling process. Note that the views 
presented above may apply to the healthcare process as well as the e-processes.   

4.3. Master Storage for Process Managers 

Context
Integration of IT systems can be supported by different architectures. One 
architecture for integrating IT systems is the point-to-point solution where every IT 
system is directly connected to every other IT system. This solution could work for 
a small number of IT systems, but as the number of IT systems increases, the 
number of connections quickly becomes overwhelming. By using a central 
message broker or process manager, this complexity is reduced, i.e., the number of 
interfaces will be reduced. Furthermore, tools to facilitate the format conversions 
can be applied, and the visualisation added by the process manager enables 
different categories of people to take part in the process design. 

Problem
Integration of IT systems using a central message broker or process manager is a 
complex task and it is seldom possible to integrate every IT system via the central 
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system at one occasion. Therefore, integrated IT systems still need communicate 
with external system which are not part of the integrated solution. These IT 
systems can be updated without the message broker or process manager being 
notified. For example, information about a patient can be changed by mistake when 
an external system communicates with IT systems connected to the integrated 
solution.  

Solution
When integrating different IT system, for example by using a message broker or 
process manager, a master storage should be developed that duplicates part of the 
data in the integrated IT systems [3].  

Strength
There are several reasons for maintaining redundant information in a master 
storage. First, it is possible that the integrated IT system can be updated without the 
message broker or process manager being notified. By using an internal storage the 
system has complete and correct data saved in one place. Secondly, if the patient or 
customer service quickly requires information about, for example, an order, the 
system does not have to query several IT systems; it only has to query the master 
storage. It is not unusual that information about a patients or customer is 
distributed over several IT systems. In that case, the internal storage is, from a 
performance perspective, an important improvement of a system. Thirdly, the 
opportunity to notify an internal storage of events that occur in the integrated 
system, makes it possible to create a data warehouse that is updated in real-time.  

5 Conclusions 

In section 1 we introduced the following issues that need to be addressed: Business 
Orientation, Traceability, and Information correctness.  

Business Orientation is about describing the business processes in business 
terms. This is addressed through both the value and view based process modelling. 
These design solutions focus on business oriented concepts like resource, customer 
and healthcare provider, instead of going directly into procedural details. This 
allows a stakeholder to get a high level overview of the process expressed in 
familiar business terms. Furthermore, when the stakeholder wants to get deeper 
into the details of the process she can use the views of the models to still hide 
details irrelevant for her present purposes. 

Traceability is about understanding and tracking the reasons for design 
decisions in a process model. This is also addressed through the value based 
process modelling. Reasons for process design are based on value concepts 
complemented by activity dependencies and process patterns. These allow a 
stakeholder to understand specific process designs in terms of higher level 
concepts, which also provides a basis for comparing alternative designs. 

Information correctness is about maintaining a consistent and correct view of 
the information in the entire distributed system in spite of local autonomy. This 
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problem is addressed by the master storage design solution, which offers an 
additional storage for ensuring information correctness. 

We believe that the proposed design solutions will provide important benefits 
for process modelling and managers, thereby strengthening one of the most 
promising approaches for interoperability. Further work will include the 
identification of additional process patterns as well as empirical validation.  
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Summary. This paper presents an interoperability framework for model-driven 
development of enterprise applications and software systems. The framework provides a 
foundation for how to apply MDD in software engineering disciplines in order to support the 
business interoperability needs of an enterprise. The framework introduces reference models 
for conceptual integration, technical integration and applicative integration of software 
systems. 

1   Introduction 

Enterprise applications and software systems need to be interoperable in order to 
achieve seamless business across organisational boundaries and thus realise virtual 
networked organisations. IEEE [1] defines interoperability as “the ability of two or 
more systems or components to exchange information and to use the information 
that has been exchanged”. 

Model-driven development (MDD), and in particular OMG’s Model Driven 
Architecture® (MDA®1) [2], is emerging as the state of practice for developing 
modern enterprise applications and software systems. We believe that there is a 
need for an interoperability framework that provides guidance on how MDD 
should be applied to address interoperability. 

In this paper we present initial results from ATHENA [3, 4] and INTEROP [5, 
6] in defining an interoperability framework for model-driven development of 
enterprise applications and software systems. The framework provides a 
foundation, consisting of a set of reference models, for how to apply MDD in 
software engineering disciplines in order to support the business interoperability 
needs of an enterprise. 

The paper is structured as follows: In section 2 we provide some background 
information. In section 3 we present the interoperability framework and its 

                                                
1 Model Driven Architecture® and MDA® are registered trademarks of the Object 
Management Group, http://www.omg.org/mda/
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reference models for integration. Section 4 discusses the usage of the reference 
models in an example scenario focusing on inventory replenishment. In section 5 
we describe some related work. Conclusions and future work are presented in 
section 6. 

2   Background 

Model-driven development can be viewed as a new architectural approach for 
developing software systems based on requirements derived from enterprise and 
business models. Interoperability solutions should be driven by business needs first 
and software solutions second. 

Model-driven development represents a business-driven approach to software 
systems development that starts with a computation independent model (CIM) 
describing the business context and the business requirements. The CIM is refined 
to a platform independent model (PIM) which specifies services and interfaces that 
the software systems must provide independent of software technology platforms. 
The PIM is further refined to a platform specific model (PSM) which describes the 
realisation of the software systems with respect to the chosen software technology 
platforms. A model-driven framework should also address how to integrate and 
modernise existing legacy systems according to new business needs, known as 
Architecture-Driven Modernization (ADM2). 

In order to structure the various models developed and used within an enterprise 
we adopt the recommendations of IEEE 1471 [7] which provide a terminology for 
structuring descriptions of systems according to viewpoints. A view can be 
represented by a set of visual models expressed using a modelling language such as 
UML [8, 9]. The following terms are adopted from the IEEE 1471 standard: 

System: A collection of components organised to accomplish a specific function 
or set of functions. 
Stakeholder: An individual, team, or organisation (or classes thereof) with 
interests in, or concerns relative to, a system. 
Concern: Those interests which pertain to the system's development, its 
operation or any other aspects that are critical or otherwise important to one or 
more stakeholders. (In this paper we will also use the term aspect as a synonym 
for concern.)  
View: A representation of the whole system from the perspective of a related set 
of concerns.
Viewpoint: A specification of the conventions for constructing and using a view. 
A pattern or template from which to develop individual views by establishing 
the purposes and audience for a view and the techniques for its creation and 
analysis.
Model:  A representation of an entity in the real world.

                                                
2 Architecture-Driven Modernization Task Force, http://www.omg.org/adm/ 
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3   Interoperability Framework 

The interoperability framework presented in this paper is designed to fulfil these 
design rationales: 

Identification of interoperability issues by interrelating software architectures 
and enterprise architectures. 
Identification of the relevant software architecture components. 
Integration of model-driven software development processes. 
Structuring of software technologies, frameworks and methodologies. 

The interoperability framework itself is structured into three integration areas: 

1. Conceptual integration which focuses on concepts, metamodels, languages 
and model relationships to systemise software model interoperability. 

2. Technical integration which focuses on the software development and 
execution environments. 

3. Applicative integration which focuses on methodologies, standards and 
domain models. It provides us with guidelines, principles and patterns that can 
be used to solve software interoperability issues. 

For each of these three areas we developed a reference model to describe and 
support the application of model-driven development of interoperable software 
systems. We use the term model-driven interoperability (MDI) to describe the 
overall approach of applying MDD to design interoperable software systems. 

3.1   Reference Model for Conceptual Integration 

The reference model for conceptual integration (see Figure 1) has been developed 
from a MDD point of view focusing on the enterprise applications and software 
system. A computation independent model (CIM) corresponds to a view defined by 
a computation independent viewpoint. It describes the business context and 
business requirements for the software system(s). A platform independent model 
(PIM) corresponds to a view defined by a platform independent viewpoint. It 
describes software specifications independent of execution platforms. A platform 
specific model (PSM) corresponds to a view defined by a platform specific 
viewpoint. It describes the realisation of software systems. Figure 1 shows this 
relationship with respect to an enterprise system. It also shows how MDA and 
ADM could be perceived as a “top-down” and a “bottom-up” approach to software 
development and integration. The models at the various levels may be semantically 
annotated using reference ontologies which help to achieve mutual understanding 
on all levels. We also see the usage of interoperability patterns for horizontal and 
vertical integration. 

We have identified four categories of system aspects where specific software 
interoperability issues can be addressed by conceptual integration. These four 
aspects can be addressed at all three CIM, PIM and PSM levels. 

1. Service aspects: Services are an abstraction and an encapsulation of the 
functionality provided by an autonomous entity. 
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2. Information aspects: Information aspects are related to the messages or 
structures exchanged, processed and stored by software systems or software 
components.  

3. Process aspects: Processes describe sequencing of work in terms of actions, 
control flows, information flows, interactions, protocols, etc. 

4. Non-functional aspects: Extra-functional qualities that can be applied to 
services, information and processes. 

All of the elements discussed above are integrated into Figure 1 where we look at 
horizontal and vertical integration between multiple enterprise systems, here 
exemplified with two enterprise systems A and B. 
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Figure 1. Reference model for conceptual integration 

We will use this reference model to address model interoperability, where 
metamodels and ontologies will be used to define model transformations and 
model mappings between the different views of an enterprise system. In literature 
[10, 11] different dimensions of system design are identified: 

System abstraction: This dimension of system design reflects the abstraction in 
terms of implementation independency and is addressed by MDD. 
Generality: The applicability of a system design has impact on the adaptability 
and reusability of the system components. 
Viewpoint: System models represent a complex and strongly interrelated 
network of model entities. To address different issues and for complexity 
reduction different viewpoint on the model are used. This viewpoint may also be 
regarded for interoperability. 
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Composition: Systems are iteratively composed in a hierarchy from individual 
objects to the system in the enterprise context. On each of this aggregation 
layers the entities have to be interoperable. 
Time: The system itself is modified in status, configuration and design. 
Model abstraction: Metamodels help to describe and analyse the used models. 

These dimensions can be used to analyse software systems or help to structure the 
system modelling process and to catalyse design decisions. Each of these 
dimensions may support interoperability achievements or could represent a 
challenge of interoperability. 

3.2   Reference Model for Technical Integration 

The reference model for technical integration (see Figure 2) has been developed 
from a service-oriented point of view where a software system provides a set of 
services required by the businesses and users of the enterprise. 
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Figure 2. Reference model for technical integration 

The architecture of the enterprise applications and software systems can be 
described according to a 4-tier reference architecture where each tier provides 
different software services required by the enterprise. The software system itself is 
coupled to an ICT infrastructure illustrated by a service bus that provides the 
necessary communication infrastructure. Infrastructure services such as 
composition, mediation, matchmaking and transformation that enables 
interoperability between software systems should be provided. We recognize the 
need for a model repository for managing models of various kinds, a service 
registry for managing naming, directory and location of services, an execution 
repository for managing information and state needed in the execution of software 
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services and processes, and a data repository for managing results and traces of the 
executions. 

Figure 2 shows how a service bus comes into play when integrating two (or 
more) enterprises systems. The service bus will make use of infrastructure services, 
and registry and repository. 
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Figure 3. 4-tier reference architecture for software system architectures 

We have defined a reference architecture (see Figure 3) that separates the 
architecture of a software system into four logical tiers. The reference architecture 
consists of a local user-space called the user service domain, and a shared 
transactional business-space called the business service domain. The four tiers are 
as follows: 

1. User interface tier provides presentation and user dialog logic.  
2. User service tier provides the user’s model, which may include user session 

logic and user-side representations of processes and information. It is an 
abstraction for a set of business services. 

3. Business service tier provides components that represent business functionality 
and pervasive functionality (vertical vs. horizontal services). This tier provides 
enterprise-level services, and is responsible for protecting the integrity of 
enterprise resources. Components in this tier can be process-oriented, entity-
oriented or workflow-oriented. 

4. Resource services tier provides global persistence services, typically in the 
form of databases. Resource adapters (e.g. JDBC or ODBC drivers) provide 
access, search and update services to databases and its data stored in a database 
management system (DBMS) like Oracle or Sybase. 

In addition to these four tiers we need a service communication bus so that services 
deployed at the various tiers can interoperate both within a tier and across tiers. 

3.3   Reference Model for Applicative Integration 

The reference model for applicative integration (see Figure 4) has been 
developed based on work related to enterprise architecture frameworks and 
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software architecture frameworks [12]. Enterprise and software models can be 
related in a holistic view, regardless of modelling language formalisms, by the use 
of metamodels. This is important in order to understand the dependencies between 
the different models and views to achieve interoperability. 

The MDD methodology needs to follow a structured approach where 
interoperability requirements from business operations in a networked enterprise 
drive the development of software solutions. This means that MDD methodology 
needs to be related to enterprise architectures. A specific part needs to address how 
the MDD concepts and the technical software components are reflected in a model 
world of the enterprise. Figure 4 shows how the model world, reflecting the 
applicative integration, is related to the reference models for conceptual and 
technical integration. Enterprise and software models can be built to understand 
and analyse the interoperability requirements of an enterprise. 

Models of other Enterprise Aspects

Figure 4. Reference model for applicative integration 

An enterprise model describes a set of enterprise aspects, which includes business 
models capturing actors and stakeholders, business services, business information 
and business processes. These business models provide a context for the software 
solutions that needs to be developed and integrated.  

Software models describe how software systems are used to support the 
businesses of an enterprise. The software models further refines the business 
models in terms of software realisation models. All these models should include 
descriptions of the four system aspects identified in the reference model for 
conceptual integration. The software models can be classified as CIM, PIM or 
PSM models according to a MDD abstraction. 

In our interoperability framework we have identified a set of models that we see 
useful in achieving interoperability. However, we also acknowledge the fact that 
this is just a baseline. Different enterprises must be able to develop their own 
software views that they see purposeful. It is important that the applicative 
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integration supports the development of a set of shared views amongst different 
stakeholders and provides means for managing the dependencies between these 
views. We believe a viewpoint-based integration approach must be chosen. This 
allows incorporating viewpoints, which are implicitly or explicitly defined by other 
enterprise or software modelling approaches into an applicative framework. 

Figure 5. Illustration of the three basic viewpoints and their corresponding views 

We have identified three basic viewpoints (see Figure 5) that can be used as a 
starting point for viewpoint-based integration of software systems; Business 
viewpoint focusing on the business context of the software system, Specification 
viewpoint focusing on the specification of the main components of the software 
system, and Realisation viewpoint focusing on the implementation of the software 
system. Figure 5 illustrates the viewpoint metaphor exemplified using the three 
basic viewpoints. A business analyst is concerned with aspects related to the 
business context of the software system within the networked enterprise. A system 
architect is concerned with aspects related to the specification of the software 
system. A software developer is concerned with aspects related to the realisation of 
the software system. 

4   Example – Inventory Min/Max Replenishment 

As a part of the work of defining the framework presented in this paper a student 
project was performed over a couple of months. The task was to take an example 
integration scenario and create a set of models that were sufficient to be used for 
further transformations into new models and code. The goal was to be able to 



 Towards an Interoperability Framework for MDD of Software Systems 417 

generate a running business process performing the integration scenario. The target 
platform for execution was BPEL running on IBMs BPWS4J3 server. In addition to 
creating models and code the students were to come up with observations of 
shortcomings in the different tools, methods and modelling languages. 

The chosen scenario was “Inventory min/max replenishment” as defined by the 
Automotive Industry Action Group (AIAG) [13]. The suppliers see the inventory 
level of the customer with minimum and maximum levels of inventory for a 
specific inventory item. Based on this information the supplier can perform 
inventory replenishment so that the actual inventory level for an item is 
“automatically” kept between the minimum and maximum levels defined. The 
document defines the process and the information passed using the UN/CEFACT 
Unified Modeling Methodology [14]. 

At a high level one can say that there were three main models. Initially the 
partition into these three main model types was taken from [15], but indicated 
below, these are easily mapable to the aspects defined in this paper;  

1. Activities, a model that defined the min/max process including actors, activities 
and information flow. This model describes the process aspects as defined in the 
interoperability framework. 

2. Interactions, a model that defined the different computational services that 
would be part of the automated process and how they interact using defined 
interfaces. This model describes the service aspects as defined in the 
interoperability framework. 

3. Information, a model that defined the information that was passed between the 
different activities and services in the process. This model describes the 
information aspects as defined in the interoperability framework. 

No models describing the non-functional aspects were created in this exercise. All 
of the models created can be viewed as platform independent models. 

One of the ideas behind the framework is that different languages or notations 
can be used to define the needed models. In order to discuss pros and cons of 
different methods and notations the students created two sets of models, one using 
the Business Process Modelling Notation (BPMN) [16] and one using the Business 
Process Definition Metamodel (BPDM) [17]. These would be used to generate the 
needed BPEL and WSDL descriptions using the UMT4 tool for code generation. 

BPMN models were created using the Metis5 tool from Computas. BPDM has 
defined a UML 2.0 profile. In this exercise the Enterprise Architect6 tool from 
Sparx Systems was chosen because it had support for UML 2.0 at the point in time 
that this exercise was carried out. Due to limitations in the chosen tools it was hard 
to export the model information to a format that could be used by the UMT tool. It 
would be possible to implement, but this would mean spending resources on 
something that would not really add value to the exercise. To get around this 
problem it was chosen to create a UML 1.4 model based on the BPDM and the 

                                                
3 BPWS4J, http://www.alphaworks.ibm.com/tech/bpws4j/ 
4 UML Model Transformation Tool, http://umt-qvt.sourceforge.net/ 
5 Metis, http://www.computas.com/metis/ 
6 Enterprise Architect, http://www.sparxsystems.com.au/ea.htm 
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BPMN model using the ACE-GIS UML profile [18]. From this model information 
UMT was able to generate BPEL and WSDL information that had to be manually 
crafted to be executed by the execution engine. The resulting web services (as 
executed by the execution engine) are business services as defined in the business 
service tier of 4-tier reference architecture described in section 3.2. 

The approach of modelling process, service and information aspects, as defined 
in the framework, does provide enough domain information in order to create 
platform specific models. 

5   Related Work 

The IDEAS Interoperability Framework, developed in the IDEAS project [19], 
provides four different areas for structuring interoperability issues of enterprise 
applications; Business layer focusing on business environment and processes. 
Knowledge layer focusing on organisational roles, skills and competencies of 
employees, and knowledge assets. ICT systems layer focusing on applications, data 
and communication components. Semantic dimension, cutting across the three 
identified layers, focusing on supporting mutual understanding on all layers. 

The European Computer Manufacturers Association/National Institute of 
Standards and Technology (ECMA/NIST) has developed a reference model for 
distributed system integration [20] that separates integration into four different 
categories; Data integration addressing the degree to which tools are able to share 
common data and information. Control integration addressing the degree to which 
tools are able to interact directly with each other, by requesting and providing 
services. Process integration addressing the degree to which the user’s working 
process and use of tools can be guided by a model of the work process and the 
methodology to be followed. Presentation integration addressing the degree to 
which a user-interface program might provide access to the functionality needed by 
the user through a common look and feel. 

E-Commerce Integration Meta-Framework (ECIMF) defines recommended 
interoperability methodology, and the technical specification and base tools needed 
to prepare specific comparisons of concrete frameworks [21]. The proposed 
ECIMF methodology for analysis and modelling of the transformations between e-
commerce frameworks follows a layered approach. In order to analyse the problem 
domain one has to split it into layers of abstraction, applying top-down technique 
to classify the entities and their mutual relationships. 

The Reference Model for Open Distributed Processing (RM-ODP)  [22] is an 
ISO standard focusing on open distributed processing systems. RM-ODP divides 
the specification of ODP systems into five different, but related, viewpoints; 
Enterprise viewpoint focusing on purpose, scope and policies. Information 
viewpoint focusing on information processing and relationships between 
information objects. Computational viewpoint focusing on functional specification 
and decomposition. Engineering viewpoint focusing on how to solve distribution 
issues. Technology viewpoint focusing on specific technology and solutions. 

The interoperability framework presented in this paper addresses much of the 
same interoperability elements identified in the above framework and approaches, 
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but relates them more closely to software models in a model-driven development 
environment. 

6   Conclusions and Future Work 

We will conclude this paper by addressing each of the objectives or design 
rationales for the development of the interoperability framework. 

The reference model for applicative integration clearly indicates that software 
solutions cannot be developed in isolation if the goal is to achieve 
interoperability between business units within and across virtual networked 
enterprises. The software development process and models must be related to 
the enterprise and business needs of an enterprise. We believe that a viewpoint-
based integration approach provides a good foundation for relating different 
models and views in a holistic approach where software architectures and 
enterprise architectures can be related. 
The reference model for technical integration provides a 4-tier reference 
architecture for describing software systems as a set of services addressing 
business and user needs. These software services are connected using a service 
bus that provides infrastructure, registry and repository services for integrating 
software. 
The reference model for conceptual integration provides a basic understanding 
of MDD concepts that can be integrated into model-driven software 
development processes. 
Finally, we believe that the reference models provided can be used to structure 
software technologies, frameworks and methodologies which can be found 
today. 

The reference models described will be used in the development of more structured 
methodologies focusing on different business domains as well as the development 
of infrastructure, registry and repository services to enable interoperability between 
software systems. In particular we will look into the specification of a set of UML 
2.0 profiles for the four system aspects identified in the reference model for 
conceptual integration. 

The work published in this paper is partly funded by the European Commission 
through the ATHENA IP (Advanced Technologies for interoperability of 
Heterogeneous Enterprise Networks and their Applications Integrated Project) [3] 
and the INTEROP NoE (Interoperability Research for Networked Enterprise 
Applications and Software Network of Excellence) [5]. The work does not 
represent the view of the European Commission, the ATHENA consortium or the 
INTEROP consortium, and the authors are solely responsible for the paper’s 
content. 
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1 Introduction 

Organizations have problems with their initiatives on incorporating syndicate data 
into data warehouses (DWs) and therefore, they are not able to fully exploit the 
potential thereof [9,10]. For clarification, a DW is a: “subject-oriented, integrated, 
non-volatile, and time variant collection of data in support of management’s 
decisions” ([5], p.33). From a user organization perspective, these problems have 
been categorized and verified, whereas the supplier side of the problem, i.e. how 
they interoperate with the user organizations, and tensions between the suppliers 
and the consumers1, is unexplored [11]. The syndicate data supplier (SDS) 
perspective is important, as the user organizations incorporate most of their 
external data from these specialized data suppliers [9]. Therefore, we present the 
results of an interview study towards SDSs, partly aimed at contrasting the 
enhanced list of syndicate data incorporation problems experienced by user 
organizations, with the viewpoints, experiences, and work routines of the SDSs. 

Contrasting the problems experienced by the consumers, from a SDS 
perspective, is important for at least three reasons. Firstly, it allows for an 
evaluation of the interoperability between the user organizations and the SDSs. 
Syndicate data incorporation is a multi-facetted undertaking, covering 
organizational as well as technological aspects and therefore such an 
interoperability evaluation may cover all three layers given by Chen and 
Doumeingts [1]: the business layer, the knowledge layer, and the ICT systems 
layer. Secondly, it extends the current body of knowledge of syndicate data 
incorporation into DWs, by describing tensions and collaborations between the 
consumers and the SDSs. Thirdly, it contributes with important details when 

                                                
1 For the rest of this paper, user organization and consumer will be used interchangeably to 

denote an organization that buys syndicate data from one or several SDSs. 
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developing a hands-on support for organizations incorporating syndicate data into 
their DWs (as suggested by Strand and Wangler, [10]), by including details on e.g. 
how they establish business relationships with their customers and to what degree 
the SDSs allow the user organizations to tailor the syndicate data.  

In articulating our findings, we identify a number of important collaborations 
and tensions between the consumers and the SDSs, indicating that the two parties 
are rather mature in their interoperability on the ICT-systems layer, whereas more 
attention should be given the interoperability on both the business- and knowledge 
layers.

The rest of the paper is organized as follows: Section 2 describes briefly some 
related work. In Section 3, the research method is described and motivated. Section 
4 presents the analysis of the interview study. Section 5 gives the results of the 
paper. In Section 6, we summarize the paper and outline future work. 

2 Related Work 

Kimball [7] gives the first instances of the concepts syndicate data and SDSs.
However, he does not define syndicate data. Therefore, we have adopted the 
following definition from Strand et al. [11]: “Business data (and its associated 
metadata) purchased from an organization specialized in collecting, compiling, 
and selling data, targeted towards the strategic and/or the tactical decision making 
processes of the incorporating organization”.  

Furthermore the syndicate data incorporation problems, experienced by the user 
organizations, are given in Table 1. The problems are categorized according to the 
activities of the external data incorporation process, i.e. identification, acquisition, 
integration, and usage. (For a more detailed description of the process activities we 
refer to Strand and Wangler [10]). These activities are not unique for syndicate or 
even external data (external data is a more general concept, including syndicate 
data as a subtype, due to its acquisition from specialized data suppliers. Other 
external data may be acquired from e.g. industry organizations or business partners 
[9]). On the contrary, they may be considered as rather generic, since they are also 
included in most data warehouse development processes, regardless of whether the 
data has an internal or external source (e.g. [5,3,4,2]). Still, the process of including 
syndicate data (or external data) differs from the process of incorporating internal 
data in two ways: 1) the data is acquired from outside the organizations and 
thereby crosses organizational boundaries, which may cause other types of 
problems than those experienced with internal data [8,10] and 2) syndicate data is 
bought from special suppliers and therefore have a monetary cost associated [6,7]. 
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Table 1. The enhanced list of syndicate data incorporation problems (adopted from Strand et 
al. [11]). 

Identification problems 

Id.1 – Identifying new entrants 
Id.2 – Overlapping suppliers’ capabilities 
Id.3 – Overlapping data or products/services 
Acquisition problems 

Ac. 1 – Acquiring incomplete data sets 
Ac.2 – Varying data source stability 
Ac.3 - The syndicate data is expensive 
Integration problems 

In.1 – Demanding to design and maintain transformation processes 
In.2 – Diverging data representations and structures 
In.3 – Assuring data consistency 
In.4 – Missing data identifiers 
In.5 – Diverging time-stamps 
In.6 – Conflicting data from multiple sources 
In.7 – Hiding data quality issues in commercial ETL-tools 
In.8 – Varying source content 
Usage problems 

Us.1 – Misunderstanding the meaning of data 
Us.2 – Missing metadata 
Us.3 – Lacking routines for data quality assurance 
Us.4 – Making decisions on outdated data 
Us.5 – Trusting the data 
Us.6 – Contradicting data from multiple sources 
Us.7 – Ignoring syndicate data for DW purposes 
Us.8 – Restricting laws and regulations 

3 Research Approach 

The research approach of this work is to conduct an interview study towards SDSs. 
The interview study partly focused on contrasting the syndicate data incorporation 
problems in Table 1, towards the SDSs’ perspectives, experiences, and work-
routines. For being able to contrast the answers from the suppliers, with these 
problems, the interview questions were constructed from an opposite perspective 
with respect to the problems. For example, one of the problems given in Table 1 is 
that organisations find it demanding to design and maintain transformation 
processes Problem – In.1. As a consequence, the question stated towards the SDSs 
was: to what degree do you allow your customers to tailor the data so that it fits 
with their own needs? (Question translated from Swedish). In addition, follow-up 
questions were also stated, when the respondents answered the questions too 
generally or in an avoiding manner, or to broaden the material and acquire 
illustrative examples. Therefore the interviews may be considered as semi-
structured [12]. 
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The interview study included 9 interviews covering 8 different SDSs. Due to the 
strong competition and strong relation between different companies, all 
respondents wanted to stay anonymous and they will only be denoted as 
Respondent 1-9. In addition, as all companies sell data for many different 
purposes, the respondents have answered the questions with respect to specific data 
or services/products targeted towards DW incorporation. Furthermore, Company B 
was covered by two respondents due to their broad coverage of different databases 
and services. In addition, in one of the interviews, two respondents were 
participating. There answers were therefore separated in the transcript and they are 
denoted as 8A and 8B, respectively. The interviews were conducted via telephone 
and the interviews were taped and transcribed. The interview lasted in an average 
of 90 minutes and the transcripts of the interviews ranged from 3560 to 7334 words 
(5356 words in average). The transcripts were then returned to the respondents for 
validation, allowing them to, for example, correct misunderstandings or 
complement their answers. When the transcripts had been validated, they were 
included in the analysis. 

4 Contrasting the Problems 

In this section, we contrast the problems in Table 1 with the viewpoints, 
experiences, and work-routines of the SDSs. Some of the problems were 
impossible to respond to by individual suppliers, e.g. Problem 3.6 – Conflicting 
data from multiple sources. (All questions and quotations are translated from 
Swedish). Instead, these problems have been contrasted with the authors 
summarized understand of the particular topic, based on the statements of all or 
some respondents. 

4.1 Contrasting the Identification Problems 

Id.1 – Identifying new entrants 

All respondents claimed that the industry is under a strong competition, even 
though a few suppliers are benefiting from a monopoly situation. All respondents 
also stated that due to the strong competition, they exercise a strong supplier-push 
towards the consumers. Every supplier had internal resources or bought outsourced 
capacities for conducting sales initiatives towards prospects or established 
customers.  

Id.2 – Overlapping suppliers’ capabilities 

The analysis of the suppliers’ data, products or services shows that many suppliers 
are capable of delivering approximately the same data and services. As a 
consequence, a majority of the suppliers indicated that they naturally compete with 
data and services offered, but equally much with other, competitive means, like 
e.g. availability, degree of refinement, and support. Above all, a majority of the 
respondents claimed that the refinement aspect, i.e. the intelligent combination of 
the customers’ internal data and novel, relevant syndicate data added by the 
suppliers, was considered as the main competitive edge for the suppliers.  
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Id.3 – Overlapping data or products/services 

The analysis shows that most of the suppliers strived towards offering different 
standardized sets or packages of data, of which the user organizations must select 
one or several for procurement. Normally, the data sets or packages are 
overlapping and the different sets are arranged according to the amount of data 
contained. As a consequence, the consumers sometimes are forced to procure a 
more expensive and extensive data set, with respect to content, for being able to 
acquire a specific parameter or attribute. However, a majority of the suppliers also 
claimed that they allow a high degree of tailoring of the data, since the customers 
have such varying demands. To illustrate, Respondent 6 gave the following 
statement: “We try to have standardized solutions, but it has been shown that our 
customers have very varying demands, so for being able to compete, flexibility is a 
key-word. Therefore, we try to build a generic platform that allows flexibility 
towards each and every customer”.

4.2 Contrasting the Acquisition Problems 

Ac. 1 – Acquiring incomplete data sets 

The analysis shows that all respondents accounted for a high data quality 
awareness and claim that it is a prerequisites for being able to survive at the 
market, because “without a high quality of the data, you are out of the market”
(Respondent 8b). Most suppliers also conducted tool-based automatic data 
verifications, e.g. verifying that every record identifier had a corresponding record 
or that the data sets are complete and a majority also conducted manual data 
verifications, e.g. contacting organizations if important data are missing.  

Ac.2 – Varying data source stability 

The analysis shows that the root of this problem is handled very differently by the 
suppliers. Some of the respondents acquired the internal data from their customer, 
refined it, and sent it back via FTP to the customers. With this approach, the 
problems should not appear, as the user organizations are not the active part going 
in and downloading data from e.g. a web-hotel or a FTP-mailbox. A majority of 
the suppliers also applied alternative distributed techniques, like CDs/DVDs or e-
mail attachments, which also avoids this type of problem. However, a few 
organizations required the customer to be the active part and access FTP-mail-
boxes or Web-hotels.  

Ac.3 – The external data is expensive 

The analysis shows that most suppliers claimed that the pricing of the external data 
is under a strong pressure and upon a question related to the competition of the 
market, Respondent 5 states: “it is very hard […] and the price for the raw data is 
fast approaching the marginal cost”. Consequently, and naturally, the suppliers 
and the user organizations have varying opinions on whether the syndicate data is 
expensive or not. More interestingly, the suppliers indicated two other reasons for 
why the consumers may consider syndicate data as expensive: 1) most respondents 
claimed that the ordering competence is very varying among the user 
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organizations, which may result in data acquisitions that do not meet the actual 
needs or expectations, and 2) a majority of the suppliers claimed that the 
consumers do not exploit the full potential of the data they buy. 

4.3 Contrasting the Integration Problems 

Generally, one may claim that the suppliers have a very good understanding of the 
problems related to integration and some of the suppliers have taken another 
approach to the data transformation problem, by receiving the data from the user 
organizations and integrate and refine it on the supplier side, before returning it 
back to the user organization. A few respondents even claimed that they constantly 
kept mirrors of the users’ data, which they were periodically updating, e.g. 
customer master dimensions. Still, a majority of the suppliers do apply the more 
traditional approach of data sales, i.e. the suppliers distribute the data to the 
consumers, which cater for the integration efforts, either as the only approach or 
upon the customers’ choice. Therefore most issues or examples given further on 
are related to the traditional approach. 

In.1 – Demanding to design and maintain transformation processes  

An analysis shows that all suppliers allow for some degree of tailoring of the data, 
but one should also be aware that the degree of tailoring is vastly shifting. A 
majority of the suppliers claimed that they allow for a high degree of tailored 
acquisitions, but it should also be brought forward that most of these tailored 
acquisitions still are based upon standardized outtakes of data, which do delimit the 
customers’ abilities to totally customize their acquisitions. Respondent 3 was even 
more outspoken and claimed that: “The abilities to tailor the data are big, BUT, in 
practice we rarely do that because it is a question of how we should use our 
resources. It is always risky to tailor data acquisitions, as they create a 
maintenance need that becomes very costly for us”.

In.2 – Diverging data representations and structures 

Some of the respondents exemplified on internal codes for e.g. arranging 
companies according to industries or business, which diverged from the 
governmentally established code. They proposed structuring and analysis issues for 
introducing novel codes. A majority of the suppliers also promoted the XML as a 
key standard, as it allows for more flexible structuring and restructuring of the 
data. For example, Respondent 5 stated that “XML in combination with the Internet 
is, for us that have been writing communication protocols, like a dream come true. 
It is a complete dream” Furthermore, A few respondents indicated that they 
cooperate, or planned to collaborate, with software suppliers on special certificates. 
The underlying idea was that SDSs and software agree upon different 
representations of data and thereafter certifies these representations, meaning that a 
user organization following the certificate, i.e. procure the software from the 
particular vendor and the data from the particular SDSs, do not have to transform 
the syndicate data being incorporated. Thereby, the user organizations drastically 
reduce the resource they have to spend on data transformations and integration.  
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In.3 – Assuring data consistency 

This issue was very difficult for the suppliers to relate to, as they normally do not 
know the internal systems structure at the customer side. However, a few 
respondents briefly indicated that one may question if the consumers really have a 
full control of their internal systems or if they have designed their systems so that 
the syndicate data updates are reflected all-over.  

In.4 – Missing data identifiers 

Besides the general comment given in the introduction to this section, the analysis 
of the study gives no further details on why this problem occurs. Still, a majority of 
the suppliers have specifically pinpointed the importance of identifiers for their 
internal data quality verifications and storage. 

In.5 – Diverging time-stamps 

Since this is very much related to how the user organizations design their 
integration processes, the suppliers could not comment upon this. Still, in those 
cases where the non-traditional integration approach is applied, the suppliers 
should cater for a correct time-stamping. 

In.6 – Conflicting data from multiple sources 

Due to the reference to multiple suppliers or sources, the respondents could not 
contribute with any details to this problem. Still, one may imagine that 
organizations encounter this problem, if combining demographic data from one 
supplier and economic data from another, since some of these suppliers have 
overlapping data/services.  

In.7 – Hiding data quality issues in commercial ETL-tools 

Since this is very much related to how the consumers design their integration 
processes, the suppliers could not comment upon this. Still, in those cases where 
the non-traditional integration approach is applied, the SDSs should cater for a 
correct time-stamping. 

In.8 – Varying source content 

All respondents claimed that they are very careful with changing the data and most 
have contracts with the user organizations, regulating e.g. data content, data 
format, data structures. Still, based upon the answers of the respondents, one may 
derive that approximately 50 % of all DW customers acquire the syndicate data on-
demand, instead of subscribing to it. Such customer may end up in problems, as 
they may have ETL-processes that have been out-dated due to the fact that the 
suppliers have changed the data formatting they allows or the data content they 
deliver. 

4.4 Contrasting the Usage Problems 

Us.1 – Misunderstanding the meaning of data 

In order to prevent that the consumers misunderstand the meaning of the data, a 
majority of the suppliers worked together with the user organizations in projects, 
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when starting up a business relationship. Since the incorporation of syndicate data 
into DWs is a rather extensive undertaking, the project form was considered as a 
necessity for being able to establish all the needs of the user organizations. To 
exemplify, Respondent 6 stated that “most important in such a project is to 
establish a specification of the customers’ needs, since we may then use the 
specification as a validation instrument and show the customer how the data 
contributes and which needs it fulfil”. However, some of the respondents gave the 
impression of working in more loosely coupled supplier-consumer constellations, 
where no detailed contacts are established between the two parties and in such 
cases one may assume that misunderstandings arise, especially since most 
respondents claimed the order competence of the consumers as strongly varying. 

Us.2 – Missing metadata 

All respondents claimed that metadata was included with the data that was 
distributed to the customers. In addition a few respondents claimed that they have a 
metadata service, which the users could use for verifying the meaning of the data 
incorporated.  

Us.3 – Lacking routines for data quality assurance  

As indicated previously, all respondents were shown to be very data quality aware 
and a majority of the suppliers spent a lot of resources on conducting automatic 
and manual data quality verifications. A few respondents even claimed that they 
hire external organizations, labelled data quality verifiers, to manually verify that 
the data is correct. For example, by phoning private persons and ask if their names 
are spelled correctly or by contacting companies and verify that a certain person 
still is the manager of a certain department or division. 

Us.4 – Making decisions on outdated data 

This problem transcends from the data sources of the SDSs and some of the 
respondents claimed that their sources are sometimes rather slow on generating 
procurable data. For example, it may take one and a half year before a SDS gets the 
annual accounts of an organizations or it may take more than a month before an 
established organization is registered in the SDSs’ databases and possible for user 
organizations to get informed of. Respondent 8 further exemplified that: “it
happens that our customers inform us that they have found an organization or a 
part of an organization that we do not have in other systems”. Still, a majority of 
the suppliers have not acknowledged this as a problem and that it mostly comes 
down to the routines of the user organization on whether they make decisions on 
out-dated data or not.  

Us.5 – Trusting the data 

The suppliers had problems to give any particular details to this, but they indicated 
on an average that 50% of their customers were subscribing the data and that the 
customers acquiring on-demand tended to be rather faithful, which could be seen 
as an indication that the consumers trust their suppliers. Naturally, the selection of 
the respondents effects the response regarding this problem, since the suppliers 
participating were established and with a good reputation. Still, most of the 
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respondents claimed that they were actively working for having a constructive 
relationship with their customers and a majority of the respondents exemplified on 
novel data or products/services that were a result of long business relations. 

Us.6 – Contradicting data from multiple sources 

Due to the reference to multiple suppliers or sources, the respondents could not 
contribute with any details to this problem. Still, one may imagine that 
organizations encounter this problem, if combining demographic data from one 
supplier and economic data from another, since some of these suppliers have 
overlapping data/services.  

Us.7 – Ignoring syndicate data for DW purposes 

A few respondents indicated that many organizations have problems bridging 
different parts of the organizations as the systems are stow-piped, making the 
syndicate data updates isolated or fragmented. Respondent 1 gave the following 
illustrative example: “An organization may have 7-8 registries that do not interact, 
so there are many integration benefits that may be achieved. For example, an 
organization may have a customer registry, a supplier registry, a prospect registry, 
and a competitor registry, which are not integrated in any way. If merging these 
together, into e.g. a DW, one may find that a supplier is also a customer and a 
supplier may also be a prospect in other occasions. There I think it is a lot that 
needs to be done”. A majority of the respondents also claimed that incorporating 
syndicate data into DWs is a rather novel concept, compared to acquiring syndicate 
data for more operative purposes, e.g. verifying the customer address of a single 
customer or acquiring the solidity of a particular organization. Thereby, many user 
organization are rather immature when it comes to incorporating syndicate data in 
DWs and therefore do not have the experience for being able to fully exploit the 
potential thereof. However, most of the respondents claimed that the syndicate data 
incorporation will inevitably steer into a DW direction, as the combination of DW 
technology and syndicated data caters for novel and powerful abilities to perform 
various types of business analysis. Furthermore, a majority of the respondents also 
claimed that they try to influence organizations to make better use of the syndicate 
data, by indicating the possibilities of incorporating into DWs, if the user 
organizations were not already exploiting that possibility.  

Us.8 – Restricting laws and regulations 

A majority of the respondents informed the consumers on what they may legally 
do with the data, whereas some of the suppliers clearly stated that it is up to the 
user organizations to stay updated on law and regulations. In addition, all 
respondents established contracts with the consumers, in which they, amongst 
other things, regulated for what purposes the syndicate data may be applied. For 
example, all suppliers stated in their contracts that the data they sell may not be 
applied for establishing competing business, i.e. the consumers are not allowed to 
sell the data in their turn. The laws and regulations, combined with the contracts 
established by the suppliers, may also be hinderers for the user organizations to 
fully exploit the potential of the data acquired (see problem Ac.3), as the 
consumers may not dare to apply the data for other purposes than those regulated 
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in the contracts, since the regulations and laws are very complex and requires a lot 
of resources to stay updated with. 

5 Results 

The analysis of the problems gives a lot of details related to the suppliers’ 
viewpoints, experiences, and work-routines related to their part of the problem and 
thereby contextualize the problems from a SDS perspective. In addition, the 
analysis also reveals some collaborations and tensions on all three interoperability 
layers of the organizations, which facilitate or hinder interoperability between the 
user organizations and the SDSs. These collaborations and tensions are given 
below:  

Collaborations:

The user organizations and SDSs collaborate in projects, when 
incorporating syndicate data into DWs, as these initiatives are rather 
demanding undertakings, stating technological challenges, as well as 
organizational challenges. 
The consumers and data suppliers are collaborating on developing novel 
services, based upon the demands of the user organizations or based upon 
the competencies of the suppliers, knowing what types of data or services 
the organizations may benefit from. 
The suppliers are very data quality aware and collaborate with the 
consumers on identifying missing data. 
The suppliers know that the user organizations have problems with their 
data quality verifications and therefore have a strong focus on assisting the 
consumers with these issues. 
The user organizations seem to be rather pleased with their suppliers and 
satisfied with their services, as approximately half of the consumers are 
subscribing on syndicate data for longer time-periods and the suppliers 
consider their customers as rather faithful. 
The data suppliers collaborate with the user organizations in order to assist 
them in exploiting the potential of the syndicate data as efficiently as 
possible. 

Tensions: 

The SDSs strive towards standardized data sets or packages, since it 
facilitates the maintenance thereof and is cost efficient, as tailored solutions 
become expensive for the SDSs to maintain, especially if every single 
customer would like to tailor their acquisitions of data. Unfortunately, the 
standardization sometimes forces the user organizations to procure more 
expensive and extensive standardized data sets, than they actually need, for 
being able to acquire a specific parameter or attribute. 
The suppliers are conducting a strong marketing and sales push towards the 
consumers for buying novel data, despite the fact that they know that the 
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user organizations do not exploit the potential of syndicate data already 
being incorporated. 
The suppliers regulates the consumers with contracts, which may hinder 
the user organizations to fully exploit the potential of the data acquired, as 
they may not dare to apply the data for other purposes than those exactly 
stated in the contracts, since the contracts are very complex and requires a 
lot of resources to stay updated with. 
The consumers and the suppliers have very diverging opinions on whether 
the syndicate data is expensive or not and pricing issues may naturally 
cause tensions between the user organizations and the supplier. 
The suppliers state that the ordering competency is very varying among the 
user organizations, but still some of them outsource their marketing and 
sales initiatives. Thereby, it becomes even harder for the consumers to 
actually acquire the most appropriate data, since this intermediate actors 
distances the user organizations from suppliers. 
User organizations spend a lot of internal resources on transforming 
syndicate data and pays for non-relevant data, as the suppliers strive 
towards standardized data sets.  

It is interesting to reflect upon the tensions and collaborations as some of them 
contradict each other, e.g. on one hand the suppliers conduct a strong push for 
selling novel data and at the same time they assist the consumers to fully exploit 
the potential in already acquired data. In addition, five out of six tensions are 
relatable to the business and knowledge layers. Together these indicate that the two 
parties are rather immature in their interoperability on these layers, whereas on the 
ICT-systems layer, covered by the acquisition and identification problems, only 
one tension were identified, and it was a consequence of incorporating data 
according to the traditional approach, instead of letting the suppliers handle the 
integration and refinement. As another example for a higher maturity on ICT-
systems layer, the mirroring of the customers data could be given, showing that the 
suppliers and the user organizations interoperate to produce the best possible result. 

6 Summary and Future Work 

As indicated in the introduction, a SDS contextualization of the syndicate data 
incorporation problems experienced by the consumers served several purposes. 
Firstly, the contextualization allowed for evaluating the maturity of the 
interoperability between the SDSs and the user organizations. As shown in the 
results, the more organizational oriented aspects need more attention, as most of 
the tensions were of such a kind. Therefore, it is reasonable to conduct further 
research aimed at improving the interoperability between them. Consequently, one 
should focus on the tensions and try to solve the causes generating these tensions, 
by e.g. trying to develop models for calculating and making the pricing of the 
syndicate data for DW incorporation more obvious. Secondly, the 
contextualization gave general tensions and collaborations between the two parties. 
Future work could be devoted to deepen and detail the descriptions of and causes 
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for these tensions. Finally, the contextualization contributed with important details 
for a hands-on support for organizations incorporating syndicate data into their 
DWs (as suggested by Strand et al. [11]), by including details on e.g. how they 
establish business relationships with customers, to what degree they allow the 
organizations to tailor the data, and how they respond to suggestions for novel 
services. The development of such a hands-on support is now being undertaken 
and will be presented in the shape of detailed guidelines or heuristics, accompanied 
with descriptions of the problem context and possible solutions. 
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Summary. In this paper we describe the conformance testing model of the open interfaces 
developed and applied in the PlugIT project in Finland during 2003-2004. Conformance 
testing is needed to integrate different software products without a vast amount of extra 
adaptation work, and to improve software inter-operability. The model has been developed 
and evaluated with co-operation of several healthcare software companies and hospital 
districts. The clinical context management interface specification is used as an example in 
this paper. 

1 Introduction 

The number of information systems and integration needs between these systems is 
large in healthcare organizations. For example, in Kuopio University Hospital there 
are more than 180 information systems which have to communicate with each 
other. At the moment, new systems are integrated to existing ones by tailoring 
them separately. This is extremely expensive in the long run. If the systems have 
open, standard-based interfaces their interoperability improves, introduction and 
integration become easier and less local adaptation work is needed. Also, 
conformance testing is needed to examine if the systems really conform to 
standards or other specifications. When certificates (brands) are issued to 
specification-based software, software developers can use them in marketing and 
documentation. Also, customers, such as healthcare organizations can benefit from 
the specifications and brands. They can append specifications to the call for tenders 
and require standard-based software. Software components, which conform to 
specification can be easily integrated with or replaced by other components.  

ISO/IEC defines that conformance is the fulfilment of a product, process or 
service of specified requirements [8]. A conformance clause is defined as a section 
of the specification that states all the requirements or criteria that must be satisfied 
to claim conformance. Conformance testing is a way to verify implementations of 
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the specification to determine whether or not deviations from the specifications 
exist [9]. Conformance testing is necessary, but not sufficient, for interoperability, 
because conformance clauses (or specifications) typically only cover some aspects 
of interoperability.  

In conformance testing software products are black boxes; only the interfaces 
and their relationship to the specifications are examined. In other words, when the 
soft-ware, which offers functionality or services through an interface receives an 
input, it is tested if the interface can handle and respond to the input correctly. 

In the PlugIT project (see http://www.plugit.fi/english/) we noticed that 
conformance testing of open interfaces in the healthcare software products need to 
be examined and elaborated. Thus, we have developed a conformance testing 
model to test open interfaces. The model consists of four phases: an initial phase, 
testing performed by the developer, testing performed by the testing lab, and 
certificate issuing (see Section 4). In the project a HL7 standard, CCOW, is 
adapted and only the most essential parts of it have been included to the minimum 
level specification (see Section 2). We have also developed reference 
implementations to test and evaluate the test cases for conformance testing. 
Although, we have studied healthcare information systems and their integration, 
similar integration needs can be found in, and our model is applicable to the other 
domains or integration models.  

However, it should be noticed that conformance testing can not be used as 
verifica-tion. Conformance testing only increases the probability that applications 
are implemented according to the interface specification. Normal software 
inspections and testing processes must be performed by the developer before 
conformance testing. 

2 Background 

National Project to Secure the Future of Healthcare in Finland has given 
recommendation in spring 2002: ”The interfaces between healthcare systems shall 
be made obliging to all healthcare actors by degree by the Ministry of Social 
Affairs and Health by the year 2007.” The PlugIT project was one step forward by 
contributing to the implementation of the recommendation by developing solutions 
for common services and clinical context management, which can be nationally 
standardized. PlugIT (2001-2004) was a research project, which aimed at 
decreasing the introduction threshold of healthcare software applications by 
developing efficient and open standard solutions for integrating them in practice. 
We have noticed that conformance testing is needed to assure that the applications 
follow interface specifications so that the application integration and introduction 
can be done without any extra adaptation or development work. We have 
developed a model for testing the open interfaces. In the model the applications are 
given certificates (or brands) if they are in accordance with the interface 
specification.

Interoperability solutions have been defined in the PlugIT project by 
developing healthcare interface specifications for clinical context management 
(Context manager and Context data interfaces) and common services (User and 
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access rights interface, Patient data interface, and Terminology interface). The 
developed context management interface specification (see Table 1) is a simplified 
specification of CCOW (Clinical Context Object Workgroup) standard. CCOW is 
a vendor-independent standard developed by the HL7 organization to allow clinical 
applications to share information at the point of patient care [3]. CCOW allows 
information in separate healthcare applications to be synchronized so that each 
individual application is referring to the same patient, encounter or user. However, 
CCOW was found to be too extensive and complex to be used in context 
management in healthcare information systems in Finland. That is why only the 
most essential and worthwhile parts of the CCOW standard, i.e. user and patient 
context management, are included in the minimum level specification. 

Table 1. Minimum level context management interface specification 

Interface Method Raises exceptions 

JoinCommonContext(string 
applicationName) 

AlreadyJoined, 
TooManyParticipants, 
GeneralFailure, 
NotImplemented 

ContextManager 

LeaveCommonContext 
(long participantCoupon) 

UnknownParticipant,
GeneralFailure, 
NotImplemented 

SetItemValues(long
participantCoupon, string[] 
itemNames, string[] 
itemValues) 

UnknownParticipant,
NameValueCountMismatch, 
BadItemNameFormat,
BadItemType, BadItemValue, 
GeneralFailure, 
NotImplemented 

ContextData 

GetItemValues(long
participantCoupon, string[] 
itemNames) 

UnknownParticipant,
BadItemNameFormat,
UnknownItemName,
GeneralFailure, 
NotImplemented 

During the PlugIT project, reference implementations have been implemented 
and two companies have released commercial implementations of the context 
management solution. HL7 Finland Association has accepted minimum level 
context management interface specification as a national recommendation. The 
specification will be further developed in the SerAPI project [10] and HL7 Finland 
Common Services SIG (Special Interest Group). 

At the moment conformance testing has been performed against the minimum 
level context management interface specifications, but in the future also the other 
interfaces (e.g., common service interfaces produced by the PlugIT project) will be 
covered. Examples in this paper deal with context management interfaces. 
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Figure 1. Relationship between software (below) and specification (above) 

The relationship between the software and specifications, and the conformance 
testing model in the PlugIT project is illustrated in Figure 1. In the Figure, 
specification is above the dashed line and software is below. Specifications are in 
different states. At first, specifications are drafts. When a draft specification is 
accepted by management group it becomes an accepted version of the 
specification. If an accepted specification is published it becomes a publicly 
available specification. Software has three states, available, implemented or 
conformable to specification. Available state means that there exists the software 
but it does not necessarily have any implemented interfaces according to the 
specifications. Implemented state means that the specified interfaces have been 
implemented to software. When the developer has implemented interface 
implementations to the software, testing has to be performed to verify confor-
mance to the specification. A Certificate issuer / Testing lab performs conformance 
testing and if the software passes the tests the software becomes conformable to 
specification state and the brand can be issued to the software. The model is 
described in more detail in Section 4. 

3 Related Work 

Integrating the Healthcare Enterprise (IHE) [7] promotes the use of standards by 
developing integration profiles. With the help of integration profiles standards can 
be implemented to the product at more accurate level.  
Australian Healthcare Messaging Laboratory (AHML) [1] is part of the 
Collaborative Centre for eHealth (CCeH) at the University of Ballarat. AHML 
provides message testing, compliance and certification services for developers and 
vendors, system integrators and users within the healthcare industry. Clients can 
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send electronic healthcare messages via Internet to the AHML Message Testing 
Engine. Messages are tested against healthcare messaging standards. Test cases are 
built using messaging standards and client-specific requirements, if any. Test 
history is saved and test reports can be viewed in detail or in summary level.  

The Software Diagnostics and Conformance Testing Division (SDCT), part of 
NIST's (National Institute of Standards and Technology) Information Technology 
Laboratory is working with industry by providing guidance on conformance topics, 
helping to develop testable specifications, and developing conformance tests, 
methods and tools that improve software quality and conformance to standards 
[11]. SDCT has especially focused on developing XML conformance test suites, 
and has also written guidance on how to write better specifications.  

Health Level 7 (HL7) Conformance SIG (Special Interest Group) attempts to 
im-prove interoperability and certification processes [5]. HL7 provides a 
mechanism to specify conformance for HL7 Version 2.X and HL7 Version 3 
messages and provide a framework for facilitating interoperability using the HL7 
standard. The problem with HL7 version 2.X standards is that they are complex to 
use in practice and the users are unable to ascertain compliance with standard 
against their specific needs [12]. As a solution HL7 has developed message 
profiles, which add specificity to existing messages and identify scenarios by 
providing a template for documenting particular uses of HL7 messages. In our 
model a HL7 standard, CCOW, is adapted to and only the most essential parts of it 
have been included to the minimum level specification.  

Applications can use several interaction styles in application integration, such 
as direct database access, database-based interoperability adapters, interoperability 
tables or API-based interfaces with broker techniques [6]. Furthermore, for 
example, in a layered architecture integration can be performed in workspace, 
business logic or resource tiers, and every tier has its own special features. We use 
API-based, workspace tier interface integration in our conformance testing model. 

4 Conformance Testing in the PlugIT Project 

4.1 General 

We have developed and used a conformance testing model in the PlugIT project 
during 2003-2004. Carnahan et al. [2] have introduced that interaction among roles 
and activities in conformance testing process can be illustrated by a diamond where 
each role (seller, certificate issuer, testing lab and control board) is in the corner of 
the diamond. In the PlugIT project certificate issuer and testing lab were not 
separate roles. Thus, we have adapted the idea and describe the interaction by a 
triangle. Interaction among roles and activities in conformance testing model in the 
PlugIT project is illustrated in Figure 2 (adapted from [2]). A buyer (customer) 
requires from a seller (developer) that a product conforms to the specification, and 
asks the developer to append the brand in the call for tenders. The developer 
develops an application with certain interface implementations and applies for the 
brand to the application. The testing lab/certificate issuer (=PlugIT project) 
performs interface testing and issues the brand if the application successfully 
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completes the conformance testing. The control board is answering queries and 
disputes related to the testing process. The developer is responsible for the product 
even if it had got the brand and passed the conformance testing. 

Figure 2. Interaction among roles and activities (adapted from [2]) 

The brand is issued to the product which conforms to the specification. To have 
the brand means that the product has passed the conformance testing process of the 
open interface specifications. The criterion for issuing the brand is that all the test 
cases (100%) for required features have to be passed. The brand also means that 
the product is supported by adequate documentation describing how to introduce, 
configure and use the integration solution in the product. The brands have been 
issued by the PlugIT project. Conformance testing does not remove responsibility 
from the developer. The developer has to perform normal system and integration 
testing and documentation before applying for the brand. Conformance testing 
assures that the interface operates in a tested environment with tested test cases. 
However, it can not guarantee operation in different environments, as the platform 
(or infrastructure) of the software is not covered by the integration specification. 
Developers can use brands in documentation and marketing. Customers can require 
brands in calls for tenders. The brand includes the following information:  

the software product and the version of the software product, 
the interface specification and the version of the specification, 
the level of conformance, if the specification has different conformance 
levels (e.g. minimum, basic, advanced),  
reference to the test report, and 
date and signatures. 
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4.2 Phases of the Model 

The conformance testing model consists of four phases: An initial phase, testing 
performed by the developer, testing performed by a testing lab, and issuing the 
brand. The phases will be further discussed in the following subsections. 

Initial Phase 
In the initial phase, the developer informs the testing lab/certificate issuer that the 
integration solution is implemented into the product. The developer has to define to 
which product version the brand is being applied, which interface specifications 
and what level of conformance is implemented, and who is the contact person for 
the brand issuing process. The developer delivers the product interoperability 
description of the implementation to the certificate issuer. The product 
interoperability description describes major interoperability, integration, and 
introduction issues, but it does not include any inner details of the implementation. 
However, implementation-specific additions, expansions, deviations and removals 
of the specification, if any, must be stated clearly, so not causing contradictions 
when integrating the implementation with other software. The description includes 
also instructions for the introduction, installation and configuration. Additionally, it 
is recommended that the description has usage or configuration examples of the 
integration implementation. 

Testing Performed by the Developer 
The developer can start this phase when normal integration and system testing, and 
inspections have been performed and passed. The aim of the conformance testing 
performed by the developer is to assure conformance and to fix failures before 
applying for the brand. Developer tests the product with test cases received from 
the testing lab and with own test cases. It is essential that only the interfaces in the 
specification are tested, not the implementation-specific features. In the PlugIT 
project reference implementation of the context management client was developed 
to support the testing of the server part. Test cases (see Section 4.3) were 
developed using the black box testing method and the reference implementation. 
Test cases were sent to the developer for the self testing. 

Testing Performed by the Testing Lab/Certificate Issuer 
The aim of the testing in the testing lab is to complement testing, to ensure confor-
mance to the specification, and to make sure that the implementation is functioning 
in practice. PlugIT project itself acted as both testing lab and certificate issuer. 
Testing was organized in practice using reference implementations. Testing 
environment was developer’s development environment.  

Not all the same test cases as in the previous phase are necessarily retested. 
Which of the test cases have to be retested depends on resources and situation. In 
our case, as the interface was simple, it was fairly easy to find adequate test cases 
with enough coverage. It is also possible to test the product together with the other 
products which have already gained the brand. If the testing is passed, a test report, 
which includes the summary of the test cases and their pass/fail information, is 
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generated (see Section 4.4). Also the documentation is checked if it contains 
necessary information for the introduction of the integration solution. 

Issuing the Brand 
The last phase in the conformance testing model is the brand issuing. If all the tests 
have been passed and the documentation is adequate the certificate issuer issues the 
brand and delivers it to the contact person of the developer. Test reports are made 
public and published, for example, on the web page. 

4.3 Test Cases 

In this Section we give some examples of the context management test cases used 
in conformance testing in the PlugIT project. The basic context management 
operation flow follows, for example, the following path: 

A client application joins the context management (JoinCommonContext). 
The client application asks a user context (GetItemValues). 
The client application asks a patient context (GetItemValues). 
The client application changes the patient (SetItemValues). 
The client application updates the patient context (SetItemValues). 
The client application leaves the context (LeaveCommonContext). 

Test cases are generated based on the previous path and on error situations. 
Each test case includes definition, precondition, input, and output information. 
Input is in URL format and is suitable for testing of the interfaces. Some of the 
values must be replaced with site-specific or application-specific parameters, such 
as IP address and application names. Some test cases can have an input value that 
is an output value of another operation, such as participantCoupon is an output 
value of JoinCommonContext and an input value for SetItemValues. Examples of 
the test cases in conformance testing are described in Tables 2-4. First there are 
two general context management operations: joining the context and getting the 
values from the context. Next there is a typical failure where the coupon, which is 
used in the identification of the session, is used after leaving the context.  

Table 2. JoinCommonContext 

Definition: Client application joins the context management. 

Precondition: Application name must be accepted and another application has 

not joined the context with the same application name. 

Input: http://193.167.225.119/cm.pp?interface=ContextManager&metho

d=JoinCommonContext&applicationName=LoginMaster 

Output: participantCoupon=11900200 



 Conformance Testing of Open Interfaces in Healthcare Applications. 441 

Table 3. GetItemValues 

Definition: Client application asks the patient context 

Precondition: Application has joined the context, item has been set, 

participantCoupon has been received when joined. 

Input: http://193.167.225.119/cm.pp?interface=ContextData&method=G

etItemValues&participantCoupon=11900347&itemNames=Patien

t. Id.NationalIdNumber 

Output: itemValues=Patient.Id.NationalIdNumber|220345-XXXX 

Table 4. Coupon used after leaving the context 

Definition: Coupon used after leaving the context. 

Precondition: Application has left the context, participantCoupon has been 

expired. 

Input: http://193.167.225.119/cm.pp?interface=ContextData&method=G

etItemValues&participantCoupon=11900347&itemNames=Patien

t. Id.NationalIdNumber 

Output: e.g. exception=GeneralFailure&exceptionMessage=General 

failure 

4.4 Test Report 

If conformance testing is passed the test report, which includes the information 
about the implementation under test, implementation-specific settings and special 
considerations, and test cases with the pass/fail information, is published. The 
information of the implementation under test describes the product and its version, 
the interface specification and its version, the role of the application in the 
integration, names of the testers, and date. Application-specific settings and special 
considerations could be, for example, accepted application and item names 
(optional features in context servers), address of the service, number of joining 
applications, and installation instructions. Additionally, any special information, 
which must be taken into consideration in integration is informed. Test cases are 
reported similarly as in Section 4.3. Inputs and outputs are written to the log file 
but they are not in the public test report. 

4.5 Present State of the Model 

The conformance testing model has been developed and evaluated in workshops 
with co-operation of several healthcare software companies and hospital districts. 
The evaluation has been performed for a context management server 
implementation. At the moment, there are several commercial implementations of 
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the context manager, of which one has received a brand for the context 
management implementation. Conformance testing revealed different 
interpretations of the context management specification. They were corrected to 
the product in question, and clarified in further versions of the specification. At the 
moment, we are studying the conformance testing processes more and our model is 
further elaborated. 

5 Discussion 

The conformance testing model developed in the PlugIT project is on one hand a 
light and rapid model and on the other hand it assures that products conform to the 
specifications. However, the model is not complete. Some challenges, which have 
to be solved before applying the model further, are described here. 

Software product versions are introduced in rapid cycles. Rosenthal et al. [9] 
have presented that a brand could be issued for a longer period (e.g. 2 years) if no 
errors are found in conformance testing. In our case, new software versions can be 
released, for example, once every two week. Thus, the brand has to be renewed 
much more often and re-evaluation has to be performed automatically using, for 
example, web-based testing services. 

Some requirements of the solution (e.g. context server) are implicit. For 
example, the context management interface specification does not clearly state, that 
setting context from one workstation must not affect contexts set from other 
workstations. However, it is a basic requirement for server-based applications, 
which contain workstation-specific data, such as context management. Thus, 
integration specifications must contain enough information about the requirements 
for the solutions, in addition to mere interface signatures. 

Some parameters are static for a given environment, but several are specific to 
the applications used or to the implementation of the server. A standard way of 
identifying and classifying this sort of parameters for test case definitions is 
needed. Furthermore, some requirements for the parameters can not be easily 
tested. For example, the specification states, that the participantCoupon parameters 
returned by the service must be unique during the execution of the service. 
Complete testing for such uniqueness would require far too many different test 
cases in practice. 

Extension points in specifications (such as an optional feature for context 
servers to accept only some named applications), which are not required features 
must be tested, if the specification has conformance levels for such extensions. 
Thus, the integration specifications and standards should be developed to express 
clearly, which options are implementation-specific or optional. In addition, 
specifications should provide guidance on how should implementation-specific 
features be documented and used. 

In our context management case, the contents of the parameters in test cases are 
quite simple and have well-specified semantics. However, when testing complex 
data structures (e.g. patient records), value sets for the parameters, and 
interpretations of different operations and data elements must be precise. 
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Versioning of these value sets (e.g. different versions of disease classifications) 
further complicates the interoperability and conformance testing. 

If software customers coherently require standard-based ("branded") interfaces 
in calls for tenders, the quality and interoperability of solutions is improved. This 
does not prevent free competition, but promotes standardization in widely-used 
interfaces and reduces local “fixes”. However, customers need advice when 
gathering and setting their requirements. Interface specifications do not currently 
contain all the needed information, including basic requirements, conformance 
levels, and different types of parameters, which must be conformed to. Questions 
of the customers have to be answered and quality of interoperability specifications 
improved in order to get software customers to demand certified and interoperable 
software products. 

As we can see, interface standards are only one part of interoperability. There 
can be products that conform to the specifications but are not interoperable. There 
can also be products that do not exactly conform to the specification but can be 
interoperable with other products [4]. Thus, when developing interface 
specifications and conformance testing models all the things influencing 
integration and interoperability have to be taken into consideration and specified. 
One step in this direction is integration profiles by IHE initiative (Integrating the 
Healthcare Enterprise) [7]. IHE integration profiles offer a common language that 
healthcare professionals and software developers can use in communicating 
requirements for the integration of products. Integration profiles describe real-
world scenarios or specific sets of capabilities of integrated systems.  

So, what are the lessons we learned? At first, more accurate and diverse test 
cases are needed. The test data can not be real patient (or production) data, but 
correspond as much as possible to the real (patient) scenarios. However, to be able 
to create such scenarios we need to have good domain knowledge. In our case, the 
testing model has to be flexible enough to cover both testing the client and server 
parts of context management solutions, and also other types of service interfaces, 
such as common services. The conformance testing model has to also support 
testing of the workflow. Therefore, test cases have to constitute a flow of test 
cases, in which the order of the execution matters. All these different types of 
solutions require different test cases. At second, software companies were not very 
keen on public conformance testing. The regulations by the authorities or demand 
on the market for certified interfaces are the only effective ways to make 
certification and interface "branding" common. Based on our initial experience in 
this limited setting, the conformance testing had positive effects both to the 
implementation and to the specification. At third, although our model is simple and 
the test cases as well as the specification are inadequate for comprehensive 
interoperability, the model is a good starting point to develop more efficient model 
for conformance testing. The model will be further elaborated in our next projects, 
OpenTE and SerAPI. 
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Increasingly, enterprises are cooperating with other enterprises. Not only large 
organisations set up cooperation agreements with other enterprises, but also SMEs 
are combining forces to compete jointly in the market. Nowadays, an enterprise’s 
competitiveness is largely determined by its ability to seamlessly interoperate with 
others.  

However, legacy enterprise applications often hinder cooperation endeavours. 
These applications were in many cases not designed to interoperate with other 
applications. Some estimates claim that around 40% of system implementation 
budgets are spent on integration with other (legacy) systems within an enterprise. 
These integration issues are increased when interoperation across enterprises is 
considered.  

The interoperability landscape of enterprise applications has a number of 
characteristics. Integrations are often point-to-point using proprietary APIs. For 
instance, although many legacy systems and packaged applications ‘speak XML’, 
their data models and schemas are often quite different. The definition of common 
concepts such as an “order” or a “customer” may vary greatly among applications. 
Another obstacle is the lack of standards in a number of areas, for instance for 
describing and orchestrating business process flows across multiple systems. 

The European Commission recognized these interoperability problems and 
launched a research initiative in this area. The objective of this targeted research 
initiative is to enable networked business by giving European enterprises the 
means to seamlessly and securely interoperate with each other. It will equip 
European industry with novel middleware and knowledge sharing solutions, as 
well as concepts and methods that provide for seamless interoperation both within 
and across enterprises. 

The seven research projects that are described next are examples of ongoing 
work. They are the cornerstones of the European Community funded research in 
the area of enterprise interoperability.  

The mission of the Knoweledge Web Network Of Excellence is to strengthen 
the European industry and service providers in one of the most important areas of 
current computer  technology: Semantic Web enabled E-work and E-commerce, 
supporting the transition process of Ontology technology from Academia to 
Industry. 
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The CrossWork project focuses on process interoperability and semantic 
interoperability, seeing interoperability as a systemic property of the set of 
collaborating entities, arising in connection with their collaboration.  

To NO-REST project analyses how standards, and their implementations, are 
subject to change incurred by the environment within which they are developed 
and implemented, respectively. 

The SPIDER-WIN project aims to achieve efficient, simple and context-aware 
SME co-operation in supply networks with low-level local software requirements, 
focussed on the exchange of order status changes. This is achieved by an ASP plat-
form with asynchronous data exchange between the platform and the enterprises.  

The primary goal of the INTEROP Network of Excellence is the sustainable 
structuring and shaping of European research activities on Interoperability for 
Enterprises Applications and Software and the emergence of a lasting European 
Research Community that will influence standards, affect policy and solve 
recurrent problems in networked enterprises. 

The ATHENA Integrated Project aims to enable interoperability by providing 
reference architectures, methods and infrastructure components. ATHENA takes a 
holistic approach to solving the Interoperability problem taking a technical as well 
as a business viewpoint into account. 

Finally he TERREGOV project which aim is to enable local governments to 
deliver online services, specially in the Social Care environment, in a 
straightforward and transparent manner regardless of the administrations actually 
involved in providing those services. 
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Summary. In a nutshell, the mission of Knowledge Web is to strengthen the European 
industry and service providers in one of the most important areas of current computer 
technology: Semantic Web enabled e-work and e-commerce. We will concentrate our efforts 
around the outreach of this technology to industry. Naturally, this includes education and 
research efforts to ensure the durability of impact and support of industry. Therefore, the 
main objectives of Knowledge Web are: Outreach to Industry, Outreach to Education and 
Coordination of Research. 

1  Summary of Activities 

Knowledge Web (KW) is a 4 year Network of Excellence project funded by the 
European Commission 6th Framework Programme. Knowledge Web began on 
January 1st, 2004. Supporting the transition process of Ontology technology from 
Academia to Industry is the main and major goal of Knowledge Web.  

The mission of KnowledgeWeb is to strengthen the European industry and 
service providers in one of the most important areas of current computer  techno-
logy: Semantic Web enabled E-work and E-commerce. The project concentrates its 
efforts around the outreach of this technology to industry. Naturally, this includes 
education and research efforts to ensure the durability of impact and support of in-
dustry. Therefore, Knowledge Web devotes its efforts to the following main areas: 

Outreach to Industry. The main objective of Knowledge Web’s outreach to 
industry area is to promote greater awareness and faster take-up of Semantic 
Web technology within Europe in full synergy with the research activity. This 
outreach will help to reduce time needed to transfer the technology to industry 
and to market. 
Outreach to Education. Knowledge Web aims to work towards the establish-
ment of a Virtual Institute for Semantic Web Education (VISWE), which will 
act as the principal focus for educational activities on Semantic Web. 
Coordination of Research. The objective of Knowledge Web will be to ensure 
that the research as performed by the leading groups in this area will be 
sufficiently coordinated to avoid both duplication and fragmentation. Such 
coordination is particularly important for the Semantic Web: since it is an 
inter-disciplinary area, joint collaborations among and across various research 
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communities is necessary. The objective of Knowledge Web is to coordinate 
the European research effort to make Semantic Web and Semantic Web 
Services a reality. 

The Knowledge Web consortium is coordinated by the University of Innsbruck, 
Austria and consists of 18 leading partners in Semantic Web, Multimedia, Human 
Language Technology, Workflow and Agents. 

At the end of its first year the Knowledge Web network is in good shape. 
Partners are doing integrated research on the themes defined in the JPA: 
scalability, heterogeneity, dynamics, web services and language extensions. The 
network has started an exchange program for researchers to work for a prolonged 
period at another institute. At this early stage there are already visible signs of 
impact, such as the W3C note on the semantic-web rule language SWRL. One look 
at the proceedings of the 2004 International Semantic Web Conference in 
Hiroshima (acceptance rate: 22%) makes clear that Knowledge Web partners are 
(the) key players in this field. Another sign is the fact that a Knowledge Web 
participant won the 2004 Semantic Web Challenge (a contest for semantic web 
applications, see http://challenge.semanticweb.org/), beating for example a large 
NASA project. In addition, the network is starting outreach activities, including 
setting up an growing industrial board. The outreach activity is focusing on 
realistic use cases and showcase applications. Network partners also play a key 
role in the new W3C Semantic Web Best Practices and Deployment Working 
Group, which is in the process of producing low-entry advisory notes for 
application developers. Finally, the network has been active in creating an 
educational infrastructure, such as a pool of learning modules and the organization 
of a highly-praised summer school in Spain. Overall, the network is in pole 
position to make the Semantic Web work.  

2  Future Work 

The network is currently performing a self-assessment which will lead to a new 
JPA. At this stage it is safe to say that we do not foresee major changes in the 
network. There will however be some natural focus changes. Whereas the research 
work packages have mainly worked internally in the first year, we expect to see 
more cross fertilization between work packages in the second year. Also, the 
exchange program is expected to grow significantly, possibly also including visits 
from employees of industry board members to network partners as well as 
exchanges with other IST networks. With respect to outreach, the network is 
expected to focus even more on showcase applications to demonstrate clearly the 
added value of semantic-web technology to foster uptake by newcomers. We 
expect more organizations to join the industry board, including nonprofit organi-
zations. There will also be a steady flow of Knowledge Web output to the various 
standards bodies. The summer school will be continued but the network will 
consider organizing also educational activities for members of the industry board. 
In addition, educational modules will become available, supported by semantic-
web technology. We are looking forward to the second year of the network. 
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Virtual organisations allow companies of all sizes to pursue immediate 
marketplace opportunities.  This places substantial demands on supporting 
software to ensure seamless interoperability at the levels of communication, shared 
semantics and proc-esses.  Interoperability issues are addressed by several EC-
funded projects under the 6th Framework Programme. The focus here is on the 
specific contributions of one of them, CrossWork , which pursues the automated 
creation of cross-organisational workflows to support the formation of virtual 
organisations among members of Net-works of Automotive Excellence. The aim is 
to support effective process collaboration within the virtual organization allowing 
rapid response to business opportunities.  

Achieving such levels of process interoperability relies on frictionless informa-
tion exchange among the IT infrastructures of group members, or interoperability 
at the systems level, within the context of compatible legal and organisational stru-
ctures, predicating interoperability at the business level.  Any successful collabora-
tion is informed and underpinned by a shared understanding and this reveals a fun-
damental need for semantic interoperability at the information level and beyond.   

CrossWork focuses on process interoperability and semantic interoperability.  
We see interoperability as a systemic property of the set of collaborating entities, 
arising in connection with their collaboration. This has the following consequences 
for the mechanisms chosen to underpin CrossWork’s approach to interoperability:  

Semantic interoperability is based on ontologies and meaning negotiation 
mecha-nisms to find common ground and identify shared ontological 
commitments.  This leads to a common core ontology and a number of peripheral 
ontologies specific to a sub-group or individual organisation, each extending the 
core.  Novel negotiation protocols, informed by the theory of utility and supported 
by rigorous ontology mappings, enable the evolution of the core and the peripheral 
ontologies: for example, to incorporate new capabilities and services within the 
task group.  Automatic reason-ing within this context is underpinned by the use of 
Formal Concept Analysis [2] and Lattice Theory [1].  The resultant model [4], 
which we call devolved ontologies, integrates centralised and distributed 
approaches to ontology engineering.  

Process interoperability in CrossWork relies on the use of software agents to 
achieve the goal-driven formation of both team and its workflow, because of 
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agents’ deliberative reasoning and goal-driven behaviour.  Agents represent 
collaborating organisations, providing software representations for business 
autonomy, information hiding, self-interested behaviour and coalition formation.  
Agents are also a natural choice in terms of our approach to semantic interopera-
bility, as they employ sophisticated communication mechanisms based on explicit 
declaration of intent and ontological commitment, and provide the negotiation and 
reasoning capabilities necessary to maintain a devolved ontology model.  

CrossWork is based on the outcome of the EC-funded project MaBE (Multi-
agent Business Environment), a distributed, service oriented middleware, including 
basic facilities for evolving semantic interoperability in open business 
environments. The MaBE consortium has decided to distribute the MaBE kernel 
via a public board under an open source license model (LGPL).  The MaBE 
middleware is based on a widely established open source agent platform named 
JADE (Java Agent Development Environment), which is also organised via a 
public board using an LGPL licence model. Both initiatives work closely with the 
agent standardisation organisation FIPA. 

Crosswork extends MaBE to enable interoperability at the process level, whilst 
serving as an application of MaBE in the domain of automotive manufacturing.  
The team and workflow design [5] is based on Gero’s FBS framework [3] and 
combines distributed planning and pattern-based workflow composition.  This 
takes into account local rules and processes of collaborating partners whilst 
preserving their business autonomy and allowing information hiding regarding 
their business processes.  Standard process modeling framework XRL, based on 
Petri Nets, provides the formal basis needed to enable reasoning and predictive 
analysis regarding model consistency.   

The dynamics of the resulting system involving humans and computers require 
novel approaches to dynamic user interface generation, providing necessary and 
suffi-cient information to the individual users at different locations. Role-based 
enactment of business logic and security is used to provide the necessary level of 
abstraction and ease of maintenance. These core contributions provide the neces-
sary complement of techniques for seamless collaboration and process integration 
within the target context of distributed and dynamic coordination of work.  
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1 Background 

The project focuses on the evolution of standards, their implementation in a 
dynamic environment, and on the mutual influences between them. To this end, 
NO-REST analyses how standards, and their implementations, are subject to 
change incurred by the environment within which they are developed and 
implemented, respectively. Moreover, the origin of standards (i.e., SDOs, 
consortia, etc.) will be analysed with respect to the impact it may have on a 
standard’s market success. The implementation of a standard needs to be adaptable 
to changes in such an environment, and will thus change itself over time. NO-
REST will analyse these dynamics, and will devise an analytical framework for a 
causal model of such changes. This, in turn, will allow for the derivation of 
conclusions for developing standards in the future and possible mechanisms to feed 
back these changes into dynamic standards building. 

Once the dynamic elements in the life cycle of a standard have been 
understood, the project will develop a methodology for an integrated impact 
assessment of a standard. 

2 Project Tasks – A Brief Outline 

2.1 Demand for and Supply of Standards 

The internal processes and rules of standards setting bodies (SSBs, including 
SDOs, consortia, industry fora) have been analysed, as well as various other 
characteristics which may have an impact on the uptake and performance of a 
standard in the market place. Since we observe an increasing competition between 
the different suppliers of standards products and related services, new 
organisations evolved and traditional or-ganisational models are substituted by new 
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ones. For example, by now even national SDOs have introduced remote access to 
standardisation processes, as well as new prod-ucts. Also, aspects such as the 
‘credibility’ of a standards-setting organisation in a specific technical domain will 
be analysed.  

To complement the above, the project also analyses the impact of the 
environment within which networked organisations operate. Derived from their 
objectives, and the relevant framework conditions, we derive their demand for 
standards. Work will also include a study if, and how, the business model of the 
implementing organisation has an impact on an implemented standard. 

2.2 The Dynamics of Standards 

The various factors that impact the emergence and the implementation of a 
standard are being identified and analysed. These activities also integrate the work 
described above and the outcome of a critical review of the existing relevant 
literature. Moreover, the gradual modification of (the implementation of) a 
standard through its adaptation to a specific environment has been examined, as 
well as the resulting feedback to the standardisation organisations and possible 
further generations of the former standard (if any). Taken together, these research 
results will yield a good understanding of the dynamics of standards, i.e. how their 
implementations change over time due to external influences. The new model 
about the dynamics of standards reminds of the discharge of the linear model of 
innovation by non-linear models taking into account various feedback loops. 
Appropriate measures for preserving the compatibility and interoperability of the 
various different implementations will be devised. 

2.3 Impact Assessment 

The above three working steps provide the basis for the development of a dynamic 
model of standardisation and standards. Although in the dynamic evolution of 
standards we have already considered the impacts on the standardisation process 
itself, the objective here is to assess the impact of (the implementations of) 
standards and their dynamics on both private and public networking organisations 
at the micro-level, and their comprehensive impact on the systems or macro-level. 
In a first step, the relevant impact dimensions have been identified. In a second 
step, we are designing assessment tools for both ex-post and ex-ante impact 
assessments. Finally, we will select appropriate examples to perform an impact 
assessment in practice. The feasibility, methods, and results of this impact 
assessments will be evaluated. Based on these experiences, final guidelines for 
tools for an impact assessment will be proposed and distributed among the relevant 
.stakeholders in standardisation processes. 
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Summary. Business Process Modelling (BPM) is a well-understood method to analyse 
enterprise processes. As today more and more essential processes are conducted across the 
enterprise borders, this induces additional challenges in terms of different languages, process 
types and ontology. This paper indicates techniques which support such cross-enterprise 
BPM. The work reported has been conducted in three company networks including SMEs 
within different European regions, identifying potentials and constraints for a more sophisti-
cated supply chain control. 

1 Introduction 

The SPIDER-WIN project (with financial contribution of the European Commis-
sion, IST Project 507 601) [1] aims to achieve efficient, simple and context-aware 
SME co-operation in supply networks with low-level local software requirements, 
focussed on the exchange of order status changes. This is achieved by an ASP plat-
form with asynchronous data exchange between the platform and the enterprises.  

In order to prepare the definition of the required functionalities and interfaces, 
three supply networks from different European regions have been analysed. In the 
preparation phase, reference models and documents have been developed as the 
base for the local studies. In the analysis phase, similarities between the different 
workflows have been identified. 

2 Modelling Techniques Applied

According to the process orientation of the project’s subject, the Integrated Enter-
prise Modelling (IEM) Method [2] has been applied. Through the object oriented 
approach of the IEM the use of reference classes is very efficient, simplifying the 
task of defining common terms, structures and attributes.  

Reference models are a very efficient means to increase the efficiency of 
modelling, to raise the quality level of the developed models, and to improve the 
reusability of the models. Such reference should include class structures, template 
models and a manual which describes the correct and efficient use of the reference 
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models as well as the validity and constraints of the model. Especially for distri-
buted systems, where different persons perform the modelling task at different 
locations, reference models can improve the work, significantly [3]. The Supply 
Chain Operations Reference Model (SCOR) is a reference model, too, as it incor-
porates additional elements like standard descriptions of processes, standard 
metrics and best-in-class practices.  

Before starting interviews, a reference model based on IEM methodology and 
SCOR terminology was developed, in order to guarantee that all information and 
requirements detected can be systematically documented within one single, consis-
tent model. A Guideline Document Suite includes a description of the processes, 
variables and metrics to be considered as well as supporting documents and docu-
ment templates. The guidelines supported the structure and completeness of the 
interview as well as the comparison of the results from the different supply 
networks. 

3 Results 

First, the single company models have been established. They have then been 
merged to models of the three different supply networks, thereby identifying addi-
tional potentials and challenges at the company interfaces. In total, 103 sub-models 
(“levels”) have been established, with a total of 1852 process elements. 

Based on the study results, a “general model” of the as-is-situation could be ex-
tracted from the three network models, which describes general and specific pro-
cess elements, systematically documented within one single, consistent model. It 
contains the SCOR compliant process names, specific “information categories”, re-
lations between processes and information categories and further application rules. 
Therefore, by comparison of a specific supply chain model with the general model, 
the specifics of the supply chain can be identified.  

The study has demonstrated, that a well-adapted reference model is an impor-
tant base for the conduction of cross-enterprise business process studies. The IEM 
Method turned out to be a very efficient means for this purpose, allowing to switch 
the terms between two languages (the native interview language and English). The 
reference class trees significantly improved the development of models with com-
parable structures, without urging the interviewers into pre-defined processes. 
SCOR was a good base to establish common understanding between the coaches.  
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1 Project Main Goals 

Research in the interoperability domain in Europe remains insufficiently 
structured, is fragmented, sometimes overlapping. There is no global vision of 
research consistency, no co-ordination between European research centres, 
university laboratories or other bodies. This situation is not only true for research, 
but also in the training and education areas. Consequently, the primary goal of 
INTEROP is the sustainable structuring and shaping of European research 
activities on Interoperability for Enterprises Applications and Software and the 
emergence of a lasting European Research Community that will influence 
standards, affect policy and solve recurrent problems in networked enterprises.  

The INTEROP Network of Excellence consortium is composed of 50 members 
coming from 15 countries (13 EU Member States, Norway and Switzerland). The 
network co-ordinates around 180 researchers and 100 Doctoral Students. 

2  Key Issue 

The Interoperabilty is seen as the capability of a system or a product to work with 
other systems or products without specific effort from the user. For INTEROP, it 
means the capacity of an enterprise software or application to interact with others.  

Today enterprises and organizations must be able to adapt to market changes 
through efficient outsourcing and collaboration strategies. Collaborative business 
requires reliable exchange of commercial, financial and technical data as well. 
Legacy ERP, SCM, LCM and CRM enterprise applications commonly manage the 
information required for collaboration, but the software itself was for the most part 
conceived and programmed to be run within specific organizational boundaries.  

Even if many applications use unified technologies, business and data models 
remain heterogeneous. Despite standardisation efforts, describing and orchestrating 
business processes across multiple systems is at best a semi-manual process.  

Meanwhile, IT budgets are shrinking and new intrinsically interoperable 
systems are unfeasible for most IT directors. 
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In Europe, the cost of non-interoperability is estimated to 40% of enterprises IT 
budget. Reducing this factor of cost is one of the keys of European industry’s 
competitiveness.  

3 Technical Approach 

The originality of the project is to take a multidisciplinary approach by merging 
three research areas supporting the development of Interoperability of Enterprise 
Applications and Software:  

Architecture & Platforms: to provide implementation frameworks (A&P), 
Enterprise Modelling: to define Interoperability requirements and to 
support solution implementation (EM),  
Ontology: to identify Interoperability semantics in the enterprise (ONT).  

The  INTEROP work programme comprises the following activities : 
Integrating Activities

INTEROP Knowledge map  
INTEROP method of work and collaboration platform  
Mobility of researchers 
Method for Scientific Integration and Assessment 

Joint research activities

Common Enterprise Modelling Framework in distributed environments 
Generation of customised Enterprise Software from Enterprise) 
Ontology-based Integration of Enterprise Modelling and Architecture & 
Platforms  
New architectures and platforms for Interoperability  

Spreading of Excellence activities

Training by e-learning 
Dissemination and Communication 
Transfer of research to Industry  
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4  Expected Achievements /  Impact 

The main expected achievement of INTEROP is the emergence of a durable 
European research community on interoperability of enterprise applications and 
software by setting up a virtual laboratory on Enterprise Interoperability with 
maximum research and industrial audience.  

The provision of e.learning services and the set up of an European Master on 
Interoperability will impact the awareness of Interoperability requirements and 
spread excellence in the field.  

To ensure a significant industrial impact, in particular through future 
standardisation, INTEROP specifically and explicitly interacts with FP6 IST 
ATHENA Integrated Project “Advanced Technologies for interoperability of 
Heterogeneous Enterprise Networks and their Applications” (www.athena-ip.org).  

From a scientific point of view, the value-added by INTEROP is the 
achievement of the knowledge integration process which will turn three initial 
disciplinary components (Architectures and Enabling technologies, Enterprise 
Modelling and Enterprise Ontologies) into a new multi-disciplinary  
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Summary: Organisations are engaging in more and more sophisticated business networks to 
improve collaboration. These business networks can range from more static relationships 
like Supply Chains to very dynamic networks like virtual organisations. A prerequisite to 
enable business networks is the interoperability of the participants systems and applications. 
ATHENA [1] is an Integrated Project funded by the European Commission under 
Framework Programme 6 that addresses Interoperability of Enterprise Systems and 
Applications proposing a holistic approach. ATHENA will provide technical results like 
reference architectures, methodologies and infrastructures complemented by business results 
that provide ROI calculations and impact predictions for new technologies.  

1 Introduction 

One of the trends in the global market is the increasing collaboration among 
enterprises during the entire product life cycle. This trend requires, that enterprise 
systems and applications need to be interoperable in order to achieve seamless 
business interaction across organisational boundaries, and realise networked 
organisations.  

ATHENA takes a holistic approach to solving the Interoperability problem 
taking a technical as well as a business viewpoint into account. Previous activities 
in that space led to fragmented solutions addressing only part of the problem. From 
a standards viewpoint in the B2B space there is rather a proliferation than a lack of 
standards. 

2 ATHENA Integrated Project 

The ATHENA IP (Integrated Project) [1] aims to enable interoperability by 
providing reference architectures, methods and infrastructure components. In 
ATHENA Research & Development will be executed in synergy and collaboration 
with Community Building: research will be guided by business requirements 
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defined by a broad range of industrial sectors and integrated into Piloting and 
Technology Testing as well as Training. 

Scenarios play an important role in ATHENA as source of requirements and for 
the validation of results. Scenarios of Supply Chain Management, Collaborative 
Product Development, e-Procurement and Portfolio Management are investigated. 

In ATHENA six research topics/projects were defined for the first stage of the 
IP. The definition of these R&D projects was based on the roadmaps elaborated by 
the IDEAS roadmapping project [2]: 
- Enterprise Modelling in the Context of Collaborative Enterprises aims at 

developing methodologies for management and modelling of situated 
processes, flexible resource allocation and assignment. Furthermore, it 
investigates methodologies for work management and execution monitoring. 

- Cross-Organisational Business Processes deals with modelling techniques to 
represent business processes from different organisations on a level that 
considers the privacy requirements of the involved partners. Such models need 
to be executed through IT systems and need to operate efficiently in an 
architectural environment that adapts to particular business scenarios. 

- Knowledge Support and Semantic Mediation Solutions aim at the development 
of methods and tools for the semantic enabled enterprise. A key objective is to 
build an integrated software environment that is able to manage the semantics 
of different abstraction levels that can be found in an enterprise. 

- Interoperability Framework and Services for Networked Enterprises is 
concerned with the definition of reference architectures and infrastructures 
supporting interoperability of enterprise systems and applications. 

- Planned and Customisable Service-Oriented Architectures is to develop the 
understanding, tools and infrastructures required for service-oriented 
architectures which can be achieved more easily through the planning and later 
customisation of solution. 

- Model-driven and Adaptive Interoperability Architectures s to provide new 
and innovative solutions for the problem of sustaining interoperability through 
change and evolution, by providing dynamic and adaptive interoperability 
architecture approaches.
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1  Introduction 

Public services within the European countries are demanding increasingly more 
interconnections among them nowadays. Integration and distributed 
responsibilities of the agencies involved in the government administrations are 
required very intensively. In this context of different administrations procedures 
integration and distributed responsibilities, the capacity of interaction between 
different agencies regardless of in home nomenclature or language would be a 
must. Semantic Interoperability Technologies will allow this kind of multicultural 
environments by the fact of standardising the concepts under a business area and 
after that, providing definitions based on these concepts for the different 
procedures provided for all the entities on the system. Once all the procedures on a 
system are defined according to these standardised concepts, automatic search 
based on concepts would be a take off point for enabling non supervised 
information systems interaction and automatic service discovery. 

2  Terregov 

TERREGOV (IST-2002-507749) is an European Union funded project which aim 
is to enable local governments to deliver online services, specially in the Social 
Care environment, in a straightforward and transparent manner regardless of the 
administrations actually involved in providing those services. 

Semantic enrichment of web services is the philosophy developed by 
TERREGOV in which web services and plain text documents are described using 
an ontology. Such an ontology provides a language-independent mechanism to 
support the automatic discovery of an answer to a citizen’s request regardless of 
administrations or organization. A constraint is that all information exchanged has 
to be achieved through the translation of data into the unique ontology for 
TERREGOV and always based on semantic knowledge of information in 
accordance with rules for interconnectivity and dynamic discovery. 



462 Santos Vicente, María Pérez, Xavier García, Ana Gimeno and Javier Naval 

Access to web services could be transparent but with restrictions because of the 
different legislative constraints and authorization limits in the different 
administrations involved. 

TERREGOV´s requirements include the use of standards for implementing web 
services; use of ontologies for structuring knowledge, allowing to describe web 
services unambiguously, implementing human-machine interfaces, indexing and 
retrieving information; use of natural language processing for automating partially 
the ontology developments and improving the human-machine dialogs. 

Overall, the goal of the project is to deliver eGoverment services in a 
transparent manner. 

The TERREGOV solution provides ontologies used for organizing the relevant 
knowledge, and indirectly driving the business processes. They will be useful in 
different tasks, namely: (i) structuring knowledge for knowledge management, 
leading to the enrichment of web services meta-data with semantic descriptors; (ii) 
driving Human-Machine dialogs; (iii) semantic indexing/retrieval of text and 
documents. 

The implementation of the project takes place in different European pilots in 
which administrations in the context of social care are involved. 

The most expected use case of TERREGOV is that a civil servant, point of 
contact between citizen and public administration, is asked about a problem. In 
order to solve it and to report the solution to the citizen, the civil servant, through 
the use of TERREGOV solution, can collaborate with other civil servants and 
experts to get hints; get access to the specific knowledge base, and search for 
information; discover the best service for the specific citizen’s case and invoke the 
execution of the selected service and monitor its execution. 

The citizen can call on a range of services helped by an administrative agent or 
civil servant to make requests to public services. With search tools based on a 
semantic approach and natural language, the civil servant or the citizen will be able 
to call e-procedures at a local, county, regional or national level. 

Each administration is responsible for defining the web services it wants to 
offer. The functionalities include the dynamic discovery of the Web Service using 
semantic description and searching. It also includes an interface that allows 
electronic registration and entry of citizen’s data. This interface will include 
complete tools to extended with semantic  capabilities like an electronic agenda for 
notes and appointments, an email connection service with other civil servants for 
information exchange, automatic printing of documents or automatic generation of 
letters for citizens and connection with database systems. 

A registry of citizens’ personal data and their completed requests are stored in 
databases. Then the TERREGOV web service will automatically offer a 
specialized referent based on a citizen’s own criteria and will update the citizen’s 
record. The file is stored in the database and is sent electronically to a buffer zone. 
Storing the queries made to the system could help TERREGOV in learning about 
the efficiency of requests, optimum indexing of web services and 
strengths/weaknesses of connection among administrations. The answer is 
generated through workflows to get dynamic discovery of services. 

TERREGOV adopts the principles of a service oriented architecture (SOA[19]) 
based on interoperable components with dynamic support for finding services. The 
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idea is strengthened by the fact that information, services and administrations are 
spread over several information systems. The architecture contains a set of 
collaborative tools for eGovernment web services semantically enriched. 

The solution is built on a multi-layer approach where citizens from any location 
and using different languages can access the services. This view is in line with the 
Clearing House approach, where a global server providing different applications 
over a common back-office is used to solve interoperability and semantic 
problems. 

Figure 1. Terregov project: environment diagram 
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