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1 Introduction

We consider the M/M/N/N + R service system, characterized by Poisson ar-

rivals, exponential service times, N ≥ 1 servers and R ≥ 0 waiting places. With

λ > 0 denoting the arrival rate and µ > 0 the service rate per server, the num-

ber of customers in this system is a birth-death process X ≡ {X(t), t ≥ 0}

taking values in S ≡ {0, 1, . . . , N +R}, with birth and death rates

λj = λ, 0 ≤ j < N +R, and µj = min{j,N}µ, 0 < j ≤ N +R,

respectively. We write pj(t) ≡ Pr{X(t) = j}, j ∈ S, and let the vector

p(t) ≡ (p0(t), p1(t), . . . , pN+R(t)) represent the state distribution at time t ≥

0. The stationary distribution of X will be represented by the vector π ≡

(π0, π1, . . . , πN+R), where

πj =


c
aj

j!
, 0 ≤ j ≤ N

c
aj

N !N j−N , N < j ≤ N +R,

(1)

a ≡ λ/µ, and c is a normalizing constant. For any initial distribution p(0) the

vector p(t) converges to π as t→∞.

In what follows we will be concerned with the speed of convergence to sta-

tionarity of the M/M/N/N + R service system, represented by the rate of

convergence to zero of

dtv(p(t),π) ≡ sup
A⊂S


∣∣∣∣∣∣
∑
j∈A

pj(t)−
∑
j∈A

πj

∣∣∣∣∣∣
 =

1
2

∑
j∈S
|pj(t)− πj |,

the total variation distance between p(t) and π. That is, we focus on

β = sup{b > 0 : dtv(p(t),π) = O(e−bt) as t→∞ for all p(0)}, (2)

and will refer to this quantity as the rate of convergence (or decay rate) of the

M/M/N/N + R service system. The reciprocal of β is sometimes called the

relaxation time of the system (see, for example, Keilson and Ramaswamy [14]).

Since the behaviour of β as a function of λ, N and R will be of interest to us,

we will often indicate this dependence by writing β(λ,N,R) instead of β.
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The plan of the paper is as follows. Representations and bounds for β ≡

β(λ,N,R) will be discussed in Section 2. Then, in Section 3, we investigate

how β behaves as a function of the arrival rate λ for constant N and R. The

behaviour of β as a function of N and R is studied in Section 4 under the

assumption that λ is constant. In Section 5 we discuss asymptotic results for β

as N →∞, assuming a constant traffic intensity ρ (so that λ ≡ λ(N) = ρµN)

and ρ 6= 1. Asymptotic results for the borderline case λ = µN, and, more

generally, λ ∼ µN as N →∞, are discussed in Section 6.

Pivotal in our approach are the identifications of β as the smallest zero of

a polynomial that can be expressed in terms of orthogonal polynomials (The-

orem 1), and as the smallest zero of a polynomial that is itself an element of

an orthogonal-polynomial sequence (Theorem 2). An appeal to orthogonal-

polynomial theory subsequently enables us to draw conclusions about the be-

haviour of β(λ,N,R) as a function of one of the parameters, and to identify

the limit as this parameter goes to infinity.

Our results generalize those of [6], which concern the case R = 0 (the Erlang

loss model).

2 Representations for β

It is well known that the supremum in (2) is in fact a maximum, and that −β

equals the largest nonzero eigenvalue of the (N +R+ 1)× (N +R+ 1) matrix

Q ≡



−λ λ 0 · · · 0 0 0

µ −(λ+ µ) λ · · · 0 0 0

0 2µ −(λ+ 2µ) · · · 0 0 0
...

...
...

. . .
...

...
...

· · · · · · Nµ −(λ+Nµ) λ · · · · · ·
...

...
...

. . .
...

...
...

0 0 0 · · · Nµ −(λ+Nµ) λ

0 0 0 · · · 0 Nµ −Nµ



,
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the q-matrix of X . From Karlin and McGregor [13] we know that the nonzero

eigenvalues of −Q can be identified with the (distinct and positive) zeros of

S(x) =
1
x
{(x−Nµ)PN+R(x) +NµPN+R−1(x)} ,

where the Pn are polynomials satisfying the recurrence relation

P−1(x) = 0, P0(x) = 1,

λPn+1(x) = (λ+ nµ− x)Pn(x)− nµPn−1(x), 0 ≤ n ≤ N,

λPn+1(x) = (λ+Nµ− x)Pn(x)−NµPn−1(x), n > N.

(3)

So β is the smallest zero of S(x). Note that Pn(0) = 1 for all n ≥ 0, so that

S(x) is a polynomial of degree N +R, which, by (3), can be represented as

S(x) =
λ

x
(PN+R(x)− PN+R+1(x)) . (4)

Karlin and McGregor [12, Section 4] have shown that

Pn(µx) = cn(x), n ≤ N,

and, for n > 0,

PN+n(µx) =
(
N

a

)n/2(
cN (x)Un(ξ(x))−

(
N

a

)1/2

cN−1(x)Un−1(ξ(x))

)
, (5)

where

ξ(x) ≡ ξ(x, a,N) =
1
2
N + a− x√

aN
, (6)

the cn are Charlier polynomials, given by

cn(x) ≡ cn(x, a) =
n∑
k=0

(−1)k
(
n

k

)(
x

k

)
k!
ak
, n ≥ 0, (7)

and the Un are Chebysev polynomials of the second kind, defined by

Un(ξ) =
zn+1 − z−(n+1)

z − z−1
, ξ =

1
2

(z + z−1), n ≥ 0. (8)

We note for future use that the zeros of Un(ξ) are real and in the interval (−1, 1)

(see, for example, Chihara [3]). Moreover, we have z 6∈ R if and only if |ξ| < 1,

in which case |z| = 1 and

Un(ξ) =
sin(n+ 1)φ

sinφ
, (9)
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with ξ = cosφ and 0 ≤ φ ≤ π.

The results (5)-(8) may be substituted in (4), but a more convenient ex-

pression for S(x) is obtained by employing the relation

2ξUn(ξ) = Un−1(ξ) + Un+1(ξ), n ≥ 0, (10)

(see, for example, [3, p. 25]), and the relations

cn(x)− cn−1(x) = −x
a
cn−1(x− 1), n > 0, (11)

and

cn(x)− cn(x− 1) = −n
a
cn−1(x− 1), n > 0 (12)

(see, for example, Jagerman [11]). Namely, writing

vn(x) ≡ vn(x, a,N) =
( a
N

)n/2
Un(ξ(x)), (13)

we find that the vn satisfy the recurrence relation

v−1(x) = 0, v0(x) = 1,

(N + a− x)vn(x) = avn−1(x) +Nvn+1(x), n > 0,
(14)

while( a
N

)n
PN+n(µx) = cN (x)vn(x)− cN−1(x)vn−1(x), n ≥ 0. (15)

Next setting T (x) = (a/N)RS(µx), it follows with (4) that

xT (x) = (avR(x)−NvR+1(x))cN (x)− (avR−1(x)−NvR(x))cN−1(x). (16)

By (11) we may replace cN−1(x) by cN (x) + x
acN−1(x − 1). Rearranging and

employing (14) subsequently gives us

T (x) =
(
cN (x) +

N

a
cN−1(x− 1)

)
vR(x)− cN−1(x− 1)vR−1(x),

which, by (12), reduces to

T (x) = cN (x− 1)vR(x)− cN−1(x− 1)vR−1(x). (17)

Thus we have obtained the following characterization of β.
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Theorem 1. The rate of convergence β of the M/M/N/N +R service system

equals µ times the smallest root of the polynomial T (x) of (17), where vn is

given by (13), (6) and (8).

By way of illustration we will look at two special cases. First suppose N = 1.

Then the representation of Theorem 1 leads to an explicit result. Namely, since

ac1(x− 1) = 1 + a− x, (14) and (13) imply

T (x) = a(R−1)/2UR+1(ξ(x)).

It follows from the properties of Chebysev polynomials mentioned below (8)

that cos(nπ/(R + 2)), n = 1, 2 . . . , R + 1, are the zeros of UR+1(ξ), so (6)

implies that 1 + a− 2
√
a cos(nπ/(R+ 2)), n = 1, 2, . . . , R+ 1, are the zeros of

T (x). Hence,

β(λ, 1, R) = λ+ µ− 2
√
λµ cos(π/(R+ 2)), (18)

which is a known result (cf. Takács [18, p. 13] or Kijima [17, p. 203]).

Secondly, let R = 0. Then we have T (x) = cN (x− 1), so that

β(λ,N, 0) = µ+ µξN,1, (19)

where ξN,1 denotes the smallest zero of the Charlier polynomial cN (x). An

explicit expression for ξN,1, and hence for β(λ,N, 0), is available only for small

values of N. In particular, it is easy to see that

β(λ, 1, 0) = λ+ µ (20)

and

β(λ, 2, 0) = λ+
3
2
µ− 1

2

√
µ2 + 4λµ. (21)

See [6] for representations and bounds for β(λ,N, 0) when N > 2.

The fact that β is the smallest zero of the polynomial S(x) can be embed-

ded in a somewhat different context, yielding additional information. Namely,

defining the polynomials

Qn(x) =
(−λ)n+1

x
(Pn+1(x)− Pn(x)), n ≥ 0, (22)
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we see from (4), that QN+R(x) = (−λ)N+RS(x). Moreover, in view of (3) the

polynomials Qn are easily seen to satisfy the recurrence relations

Q0(x) = 1, Q1(x) = x− λ− µ,

Qn(x) = (x− λ− nµ)Qn−1(x)− (n− 1)λµQn−2(x), 1 < n ≤ N,

Qn(x) = (x− λ−Nµ)Qn−1(x)−NλµQn−2(x), n > N.

(23)

It then follows by Favard’s theorem that the Qn constitute a sequence of or-

thogonal polynomials. (See Chihara [3] for this and subsequent basic results

on orthogonal polynomials.) Hence, Qn(x) has n real and simple zeros xn1 <

xn2 < · · · < xnn. So, since β is the smallest zero of the polynomial S(x), we

obtain our second representation.

Theorem 2. The rate of convergence β of the M/M/N/N +R service system

equals xN+R,1, the smallest zero of the polynomial QN+R(x) defined by (23).

We note that the polynomialQn, n > N, can be interpreted as the characteristic

polynomial of the n× n matrix −An, with

An ≡



−(λ+ µ) µ 0 · · · 0 0 0

λ −(λ+ 2µ) 2µ · · · 0 0 0
...

...
...

. . .
...

...
...

· · · · · · λ −(λ+Nµ) Nµ · · · · · ·
...

...
...

. . .
...

...
...

0 0 0 · · · λ −(λ+Nµ) Nµ

0 0 0 · · · 0 λ −(λ+Nµ)


,

(24)

so that the zeros of Qn(x) are the eigenvalues of −An. This can be seen by

setting Qn(x) = det(An + xI), expanding the determinant by its last row, and

noting that the Qn satisfy the recurrence relation (23). (See [14] and [7] for

other approaches towards this identification.) It follows in particular that β is

the smallest eigenvalue of the matrix −AN+R, a result to which we will have

reference in the next section.
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Since {Qn} constitutes an orthogonal polynomial sequence, the zeros of

Qn(x) and Qn+1(x) separate each other, that is,

xn+1,i < xni < xn+1,i+1, i = 1, 2, . . . , n, n ≥ 1.

It follows that xn1 is a stricly decreasing sequence as n increases, and, as a con-

sequence, β(λ,N,R) is strictly decreasing in R for fixed N. Note that N, unlike

R, appears as a parameter in the recurrence relation (23), so the preceding does

not imply that β(λ,N,R) decreases in N for fixed R.

Remark. The fact that β(λ,N,R) is strictly decreasing in R for fixed N is also

implied by Chen [1, Proposition 3.4] and Granovsky and Zeifman [9, Corollary

3], who use different arguments to prove their results (in the more general

setting of finite birth-death processes). 2

Characterizations of β of an entirely different nature are obtained by applying

a result of Zeifman’s [19] (see also [7, Theorem 7]) on birth-death processes to

the pertinent setting.

Theorem 3. The rate of convergence β of the M/M/N/N +R service system

satisfies

max
x>0

{
min

1≤j≤N+R
αj(x)

}
= β = min

x>0

{
max

1≤j≤N+R
αj(x)

}
,

where x ≡ (x1, x2, . . . , xN+R−1), and

αj(x) =

 λ(1− x−1
j ) + µ(j − (j − 1)xj−1) 1 ≤ j ≤ N

λ(1− x−1
j ) + µN(1− xj−1) N < j ≤ N +R,

(25)

with x0 = x−1
N+R = 0.

Here 0 denotes a vector of zeros, and inequality for vectors indicates elementwise

inequality. It follows in particular that for any vector x > 0

min
1≤j≤N+R

αj(x) ≤ β ≤ max
1≤j≤N+R

αj(x). (26)

For example, assuming N > 1 we can choose xj = 1 for 1 ≤ j < N, and, if

R > 0, xN+R−1 = 1− 1
N (1− λ

µ), and, if R > 1, xj = 1− 1
N for N ≤ j < N+R−1.
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It then follows that

αi(x) =



µ, 1 ≤ i < N

µ− λ

N − 1
, N ≤ i < N +R− 1

µ+
λ(λ− µ)

λ+ (N − 1)µ
, i = N +R− 1 and R > 0

µ+ λI{R=0}, i = N +R,

where IA denotes the indicator function of the event A. Hence, for N > 1 we

obtain the bounds

µ ≤ β(λ,N, 0) ≤ µ+ λ, (27)

λ ≤ µ =⇒ µ− λ(µ− λ)
λ+ (N − 1)µ

≤ β(λ,N, 1) ≤ µ, (28)

λ > µ =⇒ µ ≤ β(λ,N, 1) ≤ µ+
λ(λ− µ)

λ+ (N − 1)µ
, (29)

while for N > 1 and R > 1 we have

λ ≤ µ =⇒ µ− λ

N − 1
≤ β(λ,N,R) ≤ µ, (30)

λ > µ =⇒ µ− λ

N − 1
≤ β(λ,N,R) ≤ µ+

λ(λ− µ)
λ+ (N − 1)µ

. (31)

Further representations for β may be obtained by symmetrizing the matrix

Q – or the matrix AN+R – by means of a similarity transformation, and apply-

ing the Courant-Fischer Theorem for symmetric matrices. (This approach has

been elaborated in [6] in the case R = 0.) Since we shall not use the resulting

expressions in what follows, we will not spell them out.

3 Behaviour of β as a function of λ

The representation of β as the smallest eigenvalue of the matrix −AN+R defined

by (24), readily implies the limits

lim
λ→0

β(λ,N,R) = µ and lim
λ→∞

β(λ,N,R)
λ

= lim
µ→0

β(1, N,R) = 1, (32)

since the eigenvalues of a matrix are continuous functions of the matrix ele-

ments. Kijima [15, Theorem 1] has shown that β(λ,N,R) is a strictly increas-

ing function of λ when R = 0, but his method of proof (which hinges on the
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observation that Perron-Frobenius theory may be applied to the matrix An+rI

for r sufficiently large) breaks down when R > 0. Indeed, from the explicit ex-

pression (18) we note that β(λ, 1, 1) decreases for λ sufficiently small. However,

we can prove monotonicity of β(λ,N,R) as a function of λ for λ sufficiently

large. In the proof of this result we shall use the concept of a (finite) chain se-

quence, which is a numerical sequence {ak}Kk=1 for which there exists a sequence

{gk}Kk=0 – a parameter sequence for {ak} – such that

(i) 0 ≤ g0 < 1, 0 < gk < 1, k = 1, 2, . . . ,K − 1, 0 < gK ≤ 1,

(ii) ak = (1− gk−1)gk, k = 1, 2, . . . ,K.

Theorem 4. For constant N ≥ 1 and R ≥ 0 the function β(λ,N,R) is strictly

increasing in λ for λ ≥ Nµ.

Proof. By using the representation for β of Theorem 2 and applying Theorem

3.3 in Ismail and Muldoon [10] to the orthogonal polynomial sequence {Qn},

we conclude that all zeros of QN+R(x), and hence β = xN+R,1 in particular,

are strictly increasing functions of λ if the sequence {ak}N+R
k=1 , where

ak =
min{k,N}µ

4λ
,

is a chain sequence. If λ ≥ Nµ then ak ≤ 1
4 . Since the constant sequence

{1
4} is a chain sequence, while, by [3, Theorem III.5.7], a sequence of positive

numbers is itself a chain sequence if it is dominated by a chain sequence, the

result follows. 2

Remarks. (i) The monotonicity of β(λ,N, 0) as a function of λ for all λ > 0,

as well as the results (32) for the special case R = 0, are also given in [20,

Corollary 29].

(ii) The lower bound for λ in Theorem 4 can be slightly improved (that is,

decreased) by noting that the sequence whose kth element is 1
4 + 1

16k(k+1) is a

chain sequence (see [3, p. 98]). 2

4 Behaviour of β as a function of N and R

In this section we are interested in the behaviour of β as a function of N and

R. In Section 2 we have noted already that β(λ,N,R) is strictly decreasing
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in R for fixed N. To characterize limR→∞ β(λ,N,R) we recall another result

from the theory of orthogonal polynomials (see [3]). Namely, the smallest zeros

xn1 of the polynomials Qn converge, as n → ∞, to a real number x1, which

is the first point in the support of the Borel measure with respect to which

the polynomials Qn are orthogonal. (The orthogonalizing measure is unique

since the parameters in the recurrence relation are bounded.) So, by Theorem

2, limR→∞ β(λ,N,R) = x1. Moreover, from [5, Section 2.4] we see that the

sequence {Qn} is actually the dual of the sequence {Pn} defined by (3), while

the latter is the sequence of orthogonal polynomials corresponding to the (birth-

death) process X∞ of the number of customers in the system M/M/N/∞.

From [5, Theorem 3.3] we therefore conclude that limR→∞ β(λ,N,R) equals

β(λ,N,∞), the rate of convergence to stationarity of the process X∞.

We point out that here (and in what follows) the rate of convergence of

an irreducible birth-death process taking values in the countably infinite state

space {0, 1, . . . }, is defined as

β = sup{b > 0 : |pj(t)−πj | = O(e−bt) as t→∞ for all j and p(0)}, (33)

where πj = limt→∞ pj(t) (and hence πj = 0 if the process is not ergodic). Chen

[2] has shown that the definitions (2) and (33) are actually equivalent if the

birth-death process is ergodic, but (2) is obviously unsuitable as a definition of

decay rate if the process is transient or null recurrent, that is, in the setting of

X∞, if λ ≥ µN.

Summarizing we can state the following theorem.

Theorem 5. For constant λ > 0 and N ≥ 1 the function β(λ,N,R) is strictly

decreasing in R, and converges to β(λ,N,∞) as R→∞.

Remark. It has been observed in [9] in the setting of ergodic birth-death

processes that the convergence of β(λ,N,R) to β(λ,N,∞) as R→∞ may also

be established by an appeal to the Trotter-Kurtz Theorem on the convergence

of strongly continuous semigroups and their generators. 2

No explicit expression for β(λ,N,∞) exists, but information on how to obtain

its value can be found in [4, Chapter 6], a summary of which is given in [5,
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Section 4, Example 2] (see also Kijima [16, Example 3.1]). Specifically, it is

shown in [4] that

β(λ,N,∞) ≤
(√

λ−
√
µN
)2
,

while for every N there exists a real number ρ∗N , 0 ≤ ρ∗N < 1, such that

β(λ,N,∞) =
(√

λ−
√
µN
)2

⇐⇒ ρ ≡ λ

µN
≥ ρ∗N . (34)

If ρ < ρ∗N then β(λ,N,∞) equals µ times the second smallest root of the

equation

cN (x)
cN−1(x)

=
1
2a

(
N + a− x−

√
(N + a− x)2 − 4aN

)
(35)

(recall that a ≡ λ/µ), the smallest root of this equation being 0.

For example, it is shown in [12] that

β(λ, 2,∞) = λ+
1
2
µ+

1
2

√
µ2 − 4λµ (36)

if ρ < ρ∗2 = 1
9 . Some more values of ρ∗N are listed in [4]; specifically, we have ρ∗1 =

0, ρ∗2 = 1/9, ρ∗3 = 2(4 +
√

7)/63 ≈ 0.211, ρ∗4 ≈ 0.284, and ρ∗5 ≈ 0.340. Moreover,

it has recently been established by Gamarnik and Goldberg [8, Corollary 1] that

lim
N→∞

√
N(1− ρ∗N ) = B∗, (37)

where B∗ ≈ 1.8572 is the solution of an equation involving parabolic cylinder

functions.

Remark. Choosing (16) as a starting point we observe that xT (x) = 0 if and

only if

cN (x)
cN−1(x)

=
avR−1(x)−NvR(x)
avR(x)−NvR+1(x)

.

Letting R → ∞ in the latter equation (and assuming µx < (
√
λ −
√
µN)2),

results after some algebra in the equation (35), whose second smallest root

equals β(λ,N,∞)/µ in the case ρ < ρ∗N . An alternative characterization of

β(λ,N,∞) in the case ρ < ρ∗N may be obtained by choosing (17) rather than

(16) as a starting point, that is, letting R→∞ in

cN (x− 1)
cN−1(x− 1)

=
vR−1(x)
vR(x)

.
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By Hurwitz’ Theorem β(λ,N,∞)/µ must be the smallest root of the resulting

equation

cN (x− 1)
cN−1(x− 1)

=
1
2a

(
N + a− x−

√
(N + a− x)2 − 4aN

)
.

Apparently, if ρ < ρ∗N then x = β(λ,N,∞)/µ solves the equation

cN (x− 1)
cN−1(x− 1)

=
cN (x)
cN−1(x)

. 2

Next assuming R to be constant we wish to obtain information on the behaviour

of β(λ,N,R) as N increases. This, however, appears to be a more complicated

problem, since N, unlike R, features as a parameter in the recurrence relation

(23). However, we do have the following result, which is formulated in a setting

that encompasses the case of a constant arrival rate.

Theorem 6. If R ≥ 0 is constant and λ ≡ λ(N) = o(
√
N) as N → ∞, then

limN→∞ β(λ,N,R) = µ.

This result follows immediately from the bounds (28)-(31) when R > 0, and is

implied by [6, Theorem 7] when R = 0. We note that the limit µ is, in fact, the

rate of convergence of the M/M/∞ service system (see, for example, [12]).

Remark. Since the bounds (30) and (31) are independent of R, we also have

limN→∞ β(λ,N,∞) = µ if λ = o(
√
N) as N →∞. 2

Monotonicity of β(λ,N, 0) as a function of N has been established in [20, Corol-

lary 28] by using the representation (3). An alternative argument employs the

fact that Charlier polynomials are orthogonal with respect to a measure con-

sisting of point masses at the points 0, 1, . . . , so that ξN,1, the smallest zero

of the Charlier polynomial cN (x), decreases to 0 as N → ∞. Hence, by (19),

β(λ,N, 0) decreases to µ as N → ∞. Since limR→∞ β(λ, 1, R) = (
√
λ − √µ)2

is smaller than limN→∞ β(λ,N,R) = µ if λ < 4µ, the function β(λ,N,R) will

not be decreasing in N in general.

5 Asymptotics for β if λ = ρµN with ρ 6= 1

In this section we are mainly interested in the limiting behaviour of β(λ,N,R)

as N →∞ assuming that λ ≡ λ(N) = ρµN for some constant traffic intensity
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ρ 6= 1, while the number of waiting positions R is arbitrary but fixed. However,

we start off in a more general setting by observing the following.

Lemma 7. Let c < µ and R ≥ 0 be constants and suppose λ ≡ λ(N) ≤ cN for

N sufficiently large. Then

µ− cI{R>1} ≤ lim
N→∞

inf β(λ,N,R) ≤ lim
N→∞

supβ(λ,N,R) ≤ µ.

Proof. We have β(λ,N,R) ≤ β(λ,N, 0) by Theorem 5, while β(λ,N, 0) → µ

as N → ∞ under the condition imposed on λ, by [6, Theorem 7]. This proves

the upper bound. The lower bounds in (28)-(31) imply the lower bound. 2

However, we can do better in the special case λ = ρµN, with ρ < 1. Namely,

by applying Theorem 1, we see that β(λ,N,R) can be represented as µNx∗,

where x∗ is the smallest root of the equation

cN (Nx− 1)
cN−1(Nx− 1)

=
1
√
ρ

UR−1(ξ(Nx))
UR(ξ(Nx))

,

which, in view of (6) and (8), reduces to the equation

cN (Nx− 1)
cN−1(Nx− 1)

= HR(x) ≡ 1
√
ρ

(
zR − z−R

zR+1 − z−(R+1)

)
, (38)

where z is such that

z + z−1 = 2ξ(Nx) =
1 + ρ− x
√
ρ

. (39)

As noted before, we have z 6∈ R if and only if |ξ(Nx)| < 1, that is, (1−√ρ)2 <

x < (1 +
√
ρ)2. In view of (9) HR(x) can then be represented as

HR(x) =
1
√
ρ

sinRφ
sin(R+ 1)φ

,

with φ such that 0 ≤ φ ≤ π, and

cosφ =
1 + ρ− x

2
√
ρ

.

Observe that HR(x) is a positive, continuous function in the interval 0 ≤ x <

(1−√ρ)2. Moreover,

HR(0) =
ρ−(R+1)/2 − ρ(R−1)/2

ρ−(R+1)/2 − ρ(R+1)/2
< 1, (40)

and

HR((1−√ρ)2) =
1
√
ρ

R

R+ 1
≥ 0. (41)
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Theorem 8. Let R ≥ 0 and ρ < 1. Then

lim
N→∞

β(ρµN,N,R) = µ.

Proof. In view of the preceding lemma it suffices to show, for R > 1, that

β(λ,N,R) ≥ µ, that is, x∗ > N−1, forN sufficiently large. We denote, as before,

the smallest zero of cn(x) by ξn,1, and recall from the theory of orthogonal

polynomials that ξn,1 is positive and decreasing in n. As a consequence, by

choosing N sufficiently large, we have (1 + ξN−1,1)/N < (1 −√ρ)2. Moreover,

since HR(0) < 1, we also have HR(1/N) < 1 by choosing N sufficiently large.

It is shown in [4, p. 50] that the function cN (x)/cN−1(x) decreases continuously

from +∞ to −∞ in the interval −∞ < x < ξN−1,1. Since cn(0) = 1, it follows

that cN (Nx − 1)/cN−1(Nx − 1) decreases continuously from 1 to −∞ in the

interval [1/N, (1 + ξN−1,1)/N). So, in view of the behaviour of HR(x) on this

interval, we must have x∗ > N−1 for N sufficiently large, as required. 2

Remark. It is not difficult to see thatHR(x) is increasing inR, andH∞(1/N) >

1, so that HR(1/N) > 1 for R sufficiently large. It follows that β(ρµN,N,R) <

µ for R sufficiently large (and ρ < 1). 2

To obtain an asymptotic result in the case ρ > 1, we note that, by Theorem 5

and (34),

β(λ,N,R) > β(λ,N,∞) = µN(
√
ρ− 1)2, (42)

if ρ ≡ λ/(µN) ≥ ρ∗N . This observation enables us to prove the next theorem,

which, together with Theorem 8, generalizes [7, Theorem 12] on the Erlang loss

system (R = 0).

Theorem 9. Let R ≥ 0 and ρ > 1. Then

lim
N→∞

β(ρµN,N,R)
N

= µ(
√
ρ− 1)2.

Proof. By [7, Theorem 12] we know the result to be valid for R = 0, so we

may assume in what follows that R ≥ 1. Moreover, by Theorem 5 we have

β(λ,N,R) ≤ β(λ,N, 0), so the result is implied by (42) since ρ∗N < 1. 2
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The case λ = µN is apparently a borderline case. In the next section we

will study the asymptotic behaviour of β(λ,N,R) in the more general setting

λ ∼ µN as N →∞.

6 Asymptotics for β if λ ∼ µN as N →∞

We will first study asymptotics in the case of a constant traffic intensity ρ = 1.

Theorem 10. Let R ≥ 0 be constant. Then, for N sufficiently large,

µ < β(µN,N,R) ≤ 2µ.

Proof. By Theorem 5 we have β(µN,N,R) ≤ β(µN,N, 0), while the latter

equals 2µ by Theorem 1 of Kijima [15] (see also statement (7) in [6]). So it

remains to be shown that β(µN,N,R) > µ, that is, x∗ > N−1, for N sufficiently

large. To this end choose N > 4 so large that N−1 ≤ 2(1 − cosπ/(2R + 2)).

Then, for 0 < x ≤ N−1, the roots of (39) are non-real, and HR(x) satisfies

HR(x) =
sinRφ

sin(R+ 1)φ
,

with cosφ = 1 − 1
2x > cos π

2(R+1) , that is, 0 ≤ φ < π
2(R+1) . Hence, HR(x) < 1

if 0 < x ≤ N−1. The proof can be completed by arguments similar to those in

the proof of Theorem 8. 2

More detailed information on the case λ ∼ µN can be obtained if we assume

λ ≡ λ(N) = µN + 2b(µN)d +O(1) as N →∞, (43)

where 0 ≤ d < 1. We discern four cases, in each of which we use the monotonic-

ity of β(λ,N,R) as a function of R (Theorem 5).

(i) If b < 0 then, by [6, Eq. (7)],

β(λ,N,R) ≤ β(λ,N, 0) < 2µ for N sufficiently large. (44)

(ii) If b = 0, or b > 0 and d < 1
2 , or 0 < b <

√
µ and d = 1

2 , then, by [6,

Theorem 2],

β(λ,N,R) ≤ β(λ,N, 0) < 5µ for N sufficiently large. (45)
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(iii) If b > 0 and d > 1
2 , then, by (34),

β(λ,N,R) > β(λ,N,∞) = b2(µN)2d−1 + o(N2d−1)→∞ as N →∞. (46)

(iv) If b ≥ √µ and d = 1
2 , then, by [6, Theorem 2] again,

β(λ,N,R) > β(λ,N,∞) = b2 + o(1) as N →∞. (47)

The case d = 1
2 in (43) is particularly interesting since it corresponds precisely

to the setting in which (
√
λ −
√
µN)2 – the value of β(λ,N,∞) if ρ > ρ∗N

– remains bounded as N → ∞. It is not known whether β(λ,N,R) remains

bounded as N →∞ in case (iv).

Remark. It is shown in [6] that if d = 1
2 and b >

√
µ then

β(λ,N, 0) > b2 +
3
2
µ+

1
2

3
√
µ2b2.

(There is an error in [6, (33)]: a2 should be replaced (twice) by a2µ.) 2
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